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Introduction

A monoidal (or tensor) category consists of a category M which is endowed with a
distinguished object 1 (called unit) and with a functor ⊗ : M×M →M (called
tensor product) obeying some axioms that guarantee its associativity (usually up to
an isomorphism) and the “compatibility”with 1 (see Definition 1.2.1). In this thesis
we are concerned with two main types of monoidal categories: abelian and coabelian
monoidal categories. An abelian (resp. coabelian) monoidal category consists of a
monoidal category (M,⊗,1) where the underline category M is abelian with right
(resp. left) exact and additive tensor functors. The first obvious example of abelian
monoidal category (this will be called the classical case) is the category of vector
spaces over a field K, where K plays the role of the unit and the tensor product
is the usual tensor product over K. There are many other examples of (co)abelian
monoidal categories, as the categories of left, right and two-sided (co)modules over
a Hopf algebra H, or the category of Yetter-Drinfeld modules over a Hopf algebra H
with bijective antipode (see also Section 5.5 and Section 6.2). We are also interested
in studying bialgebras in monoidal categories. In the classical case, when defining
the notion of bialgebra, the canonical flip of tensor factors V ⊗KW ∼= W⊗KV is used
in the compatibility condition between multiplication and comultiplication. Such a
morphism does not exist in an arbitrary monoidal category. A braided monoidal
category, is a monoidal category such that, for every X, Y ∈ M, there is a natural
isomorphism X ⊗ Y ∼= Y ⊗ X, called braiding, satisfying suitable conditions and
which formalizes the flip of tensor factors. The category of Yetter-Drinfeld modules
over a Hopf algebra H with bijective antipode is an example of a braided monoidal
category. As we will explain in more details later, bialgebras in the braided monoidal
category of Yetter-Drinfeld modules play a fundamental role in the classification of
finite dimensional Hopf algebras. Monoidal Categories were introduced in 1963 by
Bénabou [Be] (see also [McL2]). Braided monoidal categories were introduced by
Joyal and Street in [JS], motivated by the theory of braids and links in topology.

The aims. The purpose of this thesis is to present in an unifying manner some
recent results concerning the cohomological properties of algebras and coalgebras in-
side the framework of abelian monoidal categories and to exhibit some applications
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related to the classification of finite dimensional Hopf algebras problem. More pre-
cisely, we show how to introduce the Hochschild cohomology in an abelian monoidal
category and classify (co)algebras of Hochschild dimension less or equal to 1. As
an application we show how the notion of formally smooth (co)algebra in monoidal
categories is useful to prove that certain Hopf algebras can be described by means
of a bosonization type procedure. The quoted cohomological results can be also
applied to prove that, as in the classical case, the tensor algebra TA(M), where A
is a formally smooth algebra and M is a projective A-bimodule in a monoidal cate-
gory M, is itself formally smooth as an algebra in M. Furthermore TH(M) can be
endowed with a braided bialgebra structure whenever H is a braided bialgebra in a
braided monoidal category M satisfying suitable assumptions and M is an object
in H

HMH
H . Similar results are obtained for the cotensor coalgebra T c

C(M), where C
is a coalgebra in M and M is a bicomodule over C. The introduction of the coten-
sor coalgebra and the proof of its universal property in a monoidal category M is
not immediate because of the lack of the notion of coradical for coalgebras in M.
Therefore new ideas are often required. The cotensor coalgebra T c

H(M) becomes a
braided bialgebra when H is a braided bialgebra in a braided monoidal category M
satisfying suitable assumptions and M is an object in H

HMH
H . We provide a univer-

sal property both for TH(M) and T c
H(M) and we use it to prove that there exists a

bialgebra homomorphism F : TH(M) → T c
H(M). In this way we can define a new

bialgebra, that is Im(F ), which is the braided analogue of the so called ”bialgebra
of type one” introduced by Nichols in [Ni] in the classical case. The H-coinvariant
part of this bialgebra is called ”Nichols algebra”. ”Nichols algebras”, first appeared
in [Ni], are an example of braided bialgebras of type one constructed in the braided
monoidal category of Yetter-Drinfeld modules.

In this thesis, we also present a proof of the Heyneman-Radford Theorem for
Monoidal Categories. The original Heyneman-Radford Theorem (see [HR, Proposi-
tion 2.4.2] or [Mo, Theorem 5.3.1, page 65]) is a very useful tool in classical Hopf
algebra theory. We also point out that our proof is pretty different from the classical
one and hence might be of some interest even in the classical case. An expected fu-
ture application of this result is the following characterization for a ”braided graded
bialgebra” B in a monoidal category M: B is a bialgebra of type one if and only
if the natural bialgebra homomorphism TB(0)(B(1)) → B is surjective, i.e. B is
generated as an algebra by its components of degree 0 and 1.

Historical references. Let K be a field. Hochschild cohomology H∗(A,M)
of a K-algebra A with coefficients in a A-bimodule M was introduced in [Ho] in
order to classify, up to equivalence, all extensions of A with kernel M . Many other
applications of this cohomology have been discovered since then. Let us mention
here a few of them.
An algebra A is called separable if A is projective as an A-bimodule. Separable
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algebras are characterized as those algebras A having Hochschild dimension zero,
that is H1(A,M) = 0, for every A-bimodule M (se e.g. [We] and [CQ] for other
properties of separable algebras).

The set of equivalence classes of Hochschild extensions of A with kernel M is in
one-to-one correspondence with H2(A,M). In particular, an algebra A has only triv-
ial extensions exactly when H2(A,M) = 0, for any bimodule M, i.e. its Hochschild
dimension is less than or equal to 1. These algebras, called formally smooth alge-
bras, were introduced by J. Cuntz and D. Quillen in [CQ], where they are called
quasi-free algebras and play the role of “functions algebras” of a “noncommutative
smooth affine variety”. Dually, in [JLMS] the notion of formally smooth coalgebra
was introduced and characterized by means of a suitable coextension property.

In [AMS3], the authors introduced the Hochschild cohomology in the frame of
monoidal categories, they investigated the properties of Hochschild cohomology of
(co)algebras in an abelian monoidal category, and they proved that all properties of
separable and formally smooth algebras and coalgebras, that we mentioned above,
hold true in this wider context. The main applications of this approach are included
in [AMS1] where, using the “categorical” version of Wedderburn-Malcev Theorem,
besides other results, bialgebras with (dual) Chevalley property are characterized
(see Theorem 6.8.6 and Theorem 6.8.7). In [Ar1] further results in terms of formally
smooth (co)algebras instead of (co)separable (co)algebras are found (see Theorem
6.8.1 and Theorem 6.8.4). This results are used to prove that every connected Hopf
algebra E over a field K with char (K) = 0 has a weak projection π : E → K [x],
for every non zero primitive element x of E.

For a classical proof of formal smoothness of the tensor algebra TA(M), where
A is a formally smooth algebra and M is a projective bimodule over A, see [CQ,
Proposition 5.3(3)]. In [JLMS] a similar result is provided for the cotensor coalgebra
introduced by Nichols in [Ni]. It is then natural to wonder whether these two
facts still hold for monoidal categories. This led in [AMS3] to the study of the
cohomological properties of the tensor algebra. Moreover, in [AMS2] the notion
of cotensor coalgebra was introduced for a given bicomodule over a coalgebra in an
abelian monoidal categoryM. More precisely, ifM is also cocomplete, complete and
AB5, such a cotensor coalgebra exists and satisfies a meaningful universal property
which resembles the classical one (where the notion of coradical take a fundamental
rule). Here the lack of the coradical filtration is filled by considering a direct limit
of a filtration consisting of wedge products. In [AMS2], it is also proved that this
coalgebra is formally smooth whenever the comodule is relative injective and the
coalgebra itself is formally smooth.

Let H be a Hopf algebra over a field K and let M be a Hopf bimodule. Then
the subalgebra H[M ] of the cotensor coalgebra T c

H(M) generated by H and M was
firstly studied by Nichols and called ”bialgebra of type one”. The canonical inclusion
σ : H ↪→ H[M ] has a retraction π : H[M ] → H which is a bialgebra homomor-
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phism. Via π and σ it is possible to define an isomorphism of vector spaces (see 6.8.3)
H[M ] ∼= R⊗K H where R = H[M ]co(H) = {x ∈ H[M ]|∑ x(1) ⊗K π(x(2)) = x⊗K 1}
and

∑
x(1) ⊗K x(2) is the Sweedler’s sigma notation for the comultiplication of the

bialgebra H[M ]. R comes out to be a braided bialgebra in the monoidal category
of Yetter-Drinfeld modules and is usually called a ”Nichols algebra”. Through the
quoted isomorphism, R⊗K H inherits a bialgebra structure depending only on π and
σ. This is an example of the so called bosonization and is denoted by R#H. Now,
given a Hopf algebra E whose coradical H is a Hopf subalgebra (i.e. E has the dual
Chevalley property), the associated graded coalgebra gr(E) is a Hopf algebra whose
coradical is still H. If gr(E) is generated as an algebra by the components of degree
0 and 1, then it is a bialgebra of type one. This is the main point in the celebrated
”Lifting method” by Andruskiewitsch and Schneider: the general principle they pro-
pose is first to analyze R = gr(E)co(H), then to transfer the information to gr(E)
by bosonization, and finally to lift it from gr(E) to E via the filtration (see, e.g.,
[AG] and [AS]). This approach turned out to be very fruitful in the classification of
finite dimensional pointed (i.e. all simple subcoalgebras are one-dimensional) Hopf
algebras process.

The structure. In chapter 1 we recall the notion of monoidal category and the
main tools we will use in the sequel. In particular we show how the notions of algebra,
module over an algebra, coalgebra and comodule over a coalgebra, relative tensor
and cotensor products, ideal and wedge product can be introduced in the general
setting of monoidal categories. We also prove the Heyneman-Radford Theorem for
Monoidal Categories.

In chapter 2 we deal with some results concerning the theory of relative left
derived functors that will be necessary in defining and classifying the Hochschild
cohomology in the frame of monoidal categories. We also recall and study the
notion of relative projectivity and injectivity with a particular interest for those
projective classes that are defined by means of suitable adjunctions related to the
tensor functors.

In chapter 3, following [AMS3], we introduce and investigate the properties of
Hochschild cohomology of algebras in an abelian monoidal category, and we show
that many properties of separable and formally smooth algebras in the classical sense
still hold true in this wider context.

In chapter 4 we introduce and study the properties of the tensor algebra inside the
framework of monoidal categories. In particular, in section 4.3, the tensor algebra
is endowed with a braided bialgebra structure that will be involved in the definition
of a braided version of the notion of Bialgebra of type one.

In chapter 5, the concept of cotensor coalgebra for a given bicomodule M over
a coalgebra C in an abelian monoidal category M is introduced and a universal
property is given. We prove that this coalgebra is formally smooth whenever M
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is relative injective and C is formally smooth. If C = H is a braided bialgebra
bialgebra inside a braided monoidal category M and M is an object in H

HMH
H , the

cotensor coalgebra is endowed with a braided bialgebra structure which is used to
extend the notion of bialgebra of type one to the wider context of a braided monoidal
category (see Definition 5.6.10). A universal property for the cotensor bialgebra is
also given (see Theorem 5.6.8)

In chapter 6, following [Ar1], we provide a functorial characterization of ad-
(co)invariant integrals and we show how the notion of formally smooth (co)algebra
in monoidal categories is useful to prove that certain Hopf algebras can be described
by means of a bosonizations type procedure. More precisely, we prove that given a
bialgebra surjection π : E → H with nilpotent kernel such that H is a Hopf algebra
which is formally smooth as a K-algebra, then π has a section which is a right H-
colinear algebra homomorphism (Theorem 6.8.1). Moreover, if H is also endowed
with an ad-invariant integral, then the section can be chosen to be H-bicolinear
(Theorem 6.6.17). Dually, we prove that, if H is a Hopf subalgebra of a bialgebra
E which is formally smooth as a K-coalgebra and such that Corad(E) ⊆ H, then
E has a weak right projection onto H (Theorem 6.8.4). Furthermore, if H is also
endowed with an ad-coinvariant integral, then the retraction can be chosen to be
H-bilinear (Theorem 6.7.19).

Acknowledgements. Above all, I would like to thank my Supervisor, Prof. Clau-
dia Menini. I could not have imagined having a better advisor and mentor during
my PhD. My gratitude also goes to Prof. Dragoş Ştefan who was, with Prof. Clau-
dia Menini, a co-author of some of the papers containing the results presented in
this thesis. Finally, I am forever indebted to my parents and Stefania for their
understanding, endless patience and encouragement when it was most required.
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Chapter 1

Monoidal Categories

In this chapter we recall the notion of monoidal category and the main tools we will
use in the sequel. In fact, the notion of monoidal category codifies in categorical
terms the properties that allow to have an associative tensor product which is com-
patible with K in the category of vector spaces over a field K (this will be called the
classical case). When working in a monoidal category, new techniques are required
as objects need not to be sets. In this way the proofs are pretty different from the
classical ones and hence might be of some interest even in the classical case. The
number of different examples of monoidal categories is another reason for working
in this wider context. In this way one can recover, in an unifying manner, many
well known results. The notions of algebra, module over an algebra, coalgebra and
comodule over a coalgebra, relative tensor and cotensor products, ideal and wedge
product are introduced in the general setting of monoidal categories.

1.1 Preliminaries and notations.

A category will be denoted by M, A, B,C while M = MK will denote the category
of vector spaces over a field K. A will denote an algebra, R, S rings and H a Hopf
algebra.
In a category M the set of morphisms from X to Y will be denoted by M(X, Y ). If
X is an object in M, then the functor M(X,−) from M to Sets associates to any
morphism u : U → V in M the map that will be denoted by M(X, u). We say that
a morphism f : X → Y in M splits (respectively cosplits) or has a section (resp.
retraction) in M whenever there is a morphism g : Y → X such that f ◦ g = IdY

(resp. g ◦ f = IdX). In this case we also say that f is a splitting (resp. cosplitting)
morphism .
Throughout, K is a field and we write ⊗ for tensor product over K. We use
Sweedler’s notation for comultiplications ∆(c) = c(1) ⊗ c(2) = c1 ⊗ c2, and the ver-
sions Cρ(x) = x<−1> ⊗ x<0> = x−1 ⊗ x0 and ρC(x) = x<0> ⊗ x<1> = x0 ⊗ x1 for

1



2 1. Monoidal Categories

left and right comodules respectively (we omit the summation symbol for the sake
of brevity).
Let X,Y be objects and f : X → Y be a morphism in a monoidal category
(M,⊗,1). Set

X⊗0 = 1, X⊗1 = X and X⊗n = X⊗(n−1) ⊗X, for every n > 1

f⊗0 = Id1, f⊗1 = f and f⊗n = f⊗(n−1) ⊗ f, for every n > 1.

Let [(X, iX)] be a subobject of an object E in an abelian category M, where iX =
iEX : X ↪→ E is a monomorphism and [(X, iX)] is the associated equivalence class.
By abuse of language, we will say that (X, iX) is a subobject of E and we will write
(X, iX) = (Y, iY ) to mean that (Y, iY ) ∈ [(X, iX)]. The same convention applies to
cokernels. If (X, iX) is a subobject of E then we will write (E/X, pX) = Coker(iX),
where pX = pE

X : E → E/X.
Let (X1, i

Y1
X1

) be a subobject of Y1 and let (X2, i
Y2
X2

) be a subobject of Y2. Let

x : X1 → X2 and y : Y1 → Y2 be morphisms such that y ◦ iY1
X1

= iY2
X2
◦ x. Then there

exists a unique morphism, which we denote by y/x = y
x

: Y1/X1 → Y2/X2, such that
y
x
◦ pY1

X1
= pY2

X2
◦ y:

X1

x

²²

Â Ä
i
Y1
X1 // Y1

y

²²

p
Y1
X1 // Y1

X1

y
x²²

X2
Â Ä

i
Y2
X2 // Y2

p
Y2
X2 // Y2

X2

1.2 Monoidal Categories

Definition 1.2.1. Recall that (see [Ka, Capitolo XI]) a monoidal category is a
category M endowed with an object 1 ∈ M (called unit), a functor ⊗ := ⊗1 :
M×M→M (called tensor product), and functorial isomorphisms aX,Y,Z := 1a1

X,Y,Z :
(X ⊗1 Y )⊗1 Z → X ⊗1 (Y ⊗1 Z), lX := l1X : 1⊗1 X → X, rX := r1

X : X ⊗1 1 → X.
The functorial isomorphism a is called associativity constraint and it satisfies the
Pentagon Axiom, that is the following diagram is commutative, for every U, V,W,X
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in M:

((U ⊗ V )⊗W )⊗X
αU,V,W⊗X

//

αU⊗V,W,X
zzzzzz

}}zzzzzz

(U ⊗ (V ⊗W ))⊗X

αU,V⊗W,X

DDDDDD

!!DDDDDD

(U ⊗ V )⊗ (W ⊗X)

αU,V,W⊗X
QQQQQQQQQQ

((QQQQQQQQQQ

U ⊗ ((V ⊗W )⊗X)

U⊗αV,W,X
mmmmmmmmmm

vvmmmmmmmmmm

U ⊗ (V ⊗ (W ⊗X))

The functorial isomorphisms l and r are called respectively left and right unit con-
straint and they obey the Triangle Axiom, that is the following diagram is commu-
tative, for every U,W in M:

(V ⊗ 1)⊗W

rV ⊗W

ÁÁ<
<<

<<
<<

<<
<<

<<

aV,1,W // V ⊗ (1⊗W )

V⊗lW

¡¡££
££

££
££

££
££

£

V ⊗W

A monoidal category is called strict whenever the associativity constraint and the
unit constraint are the respective identities.
It is well known that the Pentagon Axiom completely solves the consistency problem
arising out of the possibility of going from ((U⊗V )⊗W )⊗X to U⊗ (V ⊗ (W ⊗X))
in two different ways (see [Mj1, page 420]). This allows the notation X1 ⊗ · · · ⊗Xn

forgetting the brackets for any object obtained from X1, · · ·Xn using ⊗. Also, as a
consequence of the coherence theorem, the constraints take care of themselves and
can then be omitted in any computation involving morphisms in M.
Some examples of monoidal categories are included in Section 5.5 and in Section
6.2.

1.2.2. A monoidal functor (F, φ0, φ2) : (M,⊗,1, a, l, r) → (M′,⊗,1, a, l, r) be-
tween two monoidal categories consists of a functor F : M→M′, an isomorphism
φ2(U, V ) : F (U ⊗ V ) → F (U) ⊗ F (V ), natural in U, V ∈ M, and an isomorphism
φ0 : 1 → F(1) such that the diagram

(F (U)⊗ F (V ))⊗ F (W )

aF (U),F (V ),F (W )

²²

φ2(U,V )⊗F (W ) // F (U ⊗ V )⊗ F (W )
φ2(U⊗V,W ) // F ((U ⊗ V )⊗W )

F (aU,V,W )

²²
F (U)⊗ (F (V )⊗ F (W ))

F (U)⊗φ2(V,W ) // F (U)⊗ F (V ⊗W )
φ2(U,V⊗W ) // F (U ⊗ (V ⊗W ))
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is commutative, and the following conditions are satisfied:

F (lU) ◦ φ2(1, U) ◦ (φ0 ⊗ F (U)) = lF (U), F (rU) ◦ φ2(U,1) ◦ (F (U)⊗ φ0) = rF (U).

1.2.3. A braided monoidal category (M, c) is a monoidal category (M,⊗,1) equipped
with a braiding c, that is a natural isomorphism

cX,Y : X ⊗ Y −→ Y ⊗X

satisfying

cX⊗Y,Z = (cX,Z ⊗ Y )(X ⊗ cY,Z) and cX,Y⊗Z = (Y ⊗ cX,Z)(cX,Y ⊗ Z).

For further details on these topics, we refer to [Ka, Chapter XIII].

1.2.4. Algebras and Coalgebras. [Mj1, Definition 9.2.11] An associative 1-
algebra or simply an algebra A in a monoidal category (M,⊗,1, a, l, r) is a tern
(A,m, u) where A is an object in M endowed with morphisms m : A ⊗ A → A
(multiplication) and a u : 1 → A (unit) in M such that the diagrams

A⊗ A⊗ A

m⊗A
²²

A⊗m // A⊗ A

m

²²
A⊗ A

m // m

1⊗ A

u⊗A %%KKKKKKKKK
lA // A A⊗ 1

rAoo

A⊗uyysssssssss

A⊗ A

m

OO

are commutative.
Let (A,m, u) and (A′,m′, u′) be algebras in M. A morphism f : A → A′ is called
an algebra homomorphism if m′ ◦ (f ⊗ f) = f ◦m, and f ◦ u = u′.
A left A-module is an object M ∈ M together with a morphism AµM := µl

M :
A ⊗M → M such that: AµM ◦ (A⊗ AµM) ◦ aA,A,M = AµM ◦ (m⊗M) and AµM ◦
(u⊗M) = lM .
A morphism f : M → N between two left modules is called a homomorphism of
left A-modules if AµN ◦ (A⊗ f) = f ◦ AµM . The category of left A-modules will be
denoted by AM. The category MA of right A-modules is introduced in a similar
way.
An A-bimodule is a left and right A-module (M, AµM , µA

M) in M satisfying the
following compatibility condition: AµM ◦ (A⊗ µA

M) ◦ aA,M,A = µA
M ◦ (AµM ⊗ A).

AMA will denote the category of A-bimodules.
Recall that, given V ∈M and (M, AµM) a left A-module, the object M ⊗ V can be
regarded as a left A-module via AµM⊗V :=(AµM⊗V )◦a−1

A,M,V . Any algebra (A,m, u)

can be considered as an A-bimodule by setting AµA := µA
M := m.

An coassociative 1-coalgebra or simply a coalgebra C in a monoidal category
(M,⊗,1, a, l, r) is a tern (C, ∆, ε) where C is an object in M endowed with a
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comultiplication ∆ : C⊗C → C and a counit ε : C → 1 in M such that (C, ∆, ε) is
an algebra in the dual monoidal category Mo of M. Recall that Mo and M have
the same objects but Mo(X, Y ) = M(Y,X) for any X, Y in M. Given a coalgebra
C in M one can define the categories of C-comodules CM,MC , CMC respectively
as the categories of C-modules C(Mo), (Mo)C , C(Mo)C .

1.2.5. Braided bialgebras. A braided bialgebra in a braided monoidal category
(M, c), is a sextuple (H, m, u, ∆, ε) such that (H, m, u) is an algebra in M, (H, ∆, ε)
is a coalgebra in M and this two structure are compatible in the sense that the
following diagrams

H ⊗H ⊗H ⊗H
H⊗c⊗H// H ⊗H ⊗H ⊗H

m⊗m
JJJ

JJ

%%JJJ
JJ

H ⊗H

∆⊗∆ttttt

99ttttt

m
TTTTTTTTT

))TTTTTTTTTTT

H ⊗H

H

∆jjjjjjjjjjjj

55jjjjjjjjj

B ⊗B

m

²²

ε⊗ε // 1⊗ 1

m1

²²
B

ε // 1

are commutative.

Definition 1.2.6. Let H be a braided bialgebra in a braided monoidal category
(M, c) . An object in H

HMH
H is a 5-tuple (M,µr

M , µl
M , ρr

M , ρl
M) such that

• (
M,µr

M , µl
M

)
is an H-bimodule;

• (
M,ρr

M , ρl
M

)
is an H-bicomodule;

• the following compatibility conditions are fulfilled:

ρl
Mµl

M =
(
mH ⊗ µl

M

)
(H ⊗ cH,H ⊗M)

(
∆H ⊗ ρl

M

)
,(1.1)

ρl
Mµr

M = (mH ⊗ µr
M) (H ⊗ cM,H ⊗H)

(
ρl

M ⊗∆H

)
,(1.2)

ρr
Mµl

M =
(
µl

M ⊗mH

)
(H ⊗ cH,M ⊗H) (∆H ⊗ ρr

M) ,(1.3)

ρr
Mµr

M = (µr
M ⊗mH) (M ⊗ cH,H ⊗H) (ρr

M ⊗∆H) .(1.4)

1.3 The relative tensor and cotensor functors

Let (M,⊗,1, a, l, r) be a monoidal category. For sake of simplicity, from now on,
we will omit the associativity constraints.

Assume that M is abelian and let A be an algebra in M. It can be proved (see
[Ar2]) that AM is an abelian category, whenever the functor A ⊗ (−) : M → M
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is additive and right exact. In the case when both the functor A ⊗ (−) : M→M
and the functor (−)⊗A : M→M are additive and right exact, then the category

AMA is abelian too.
Since, sometimes, we have to work with more than one algebra in M, and their

bimodules, it is convenient to assume that X ⊗ (−) : M→M and (−)⊗X : M→
M are additive and right exact, for any X ∈M. Hence we are led to the following
definition.

Definition 1.3.1. Let M be a monoidal category.
We say that M is an abelian monoidal category if M is abelian and X ⊗ (−) :
M→M and (−)⊗X : M→M are additive and right exact, for any X ∈M.
We say that M is an coabelian monoidal category if Mo is an abelian monoidal
category.

1.3.2. Let A be an algebra in an abelian monoidal categoryM. The tensor product
over A in M of a right A-module V and a left A-module W is defined to be the
coequalizer:

(V ⊗ A)⊗W // // V ⊗W
AχV,W =χA(V,W )

// V ⊗A W // 0

Note that, since ⊗ preserves coequalizers, then V ⊗A W is also an A-bimodule,
whenever V and W are A-bimodules. In fact there exists a functor

⊗A : AMA × AMA → AMA

and morphisms AaA, lA, rA that make the category (AMA,⊗A, A, AaA, lA, rA) an
abelian monoidal category (an algebra in this category will be called an A-algebra):
see [AMS3, Theorem 1.12].

Dually, let C be a coalgebra in a coabelian monoidal category M. The cotensor
product over C in M of a right C-bicomodule V and a left C-comodule W is
defined to be the equalizer:

0 // V ¤CW
CςV,W =ςC(V,W )

// V ⊗W
//// V ⊗ (C ⊗W )

Note that, since ⊗ preserves equalizers, then V ¤CW is also a C-bicomodule, when-
ever V and W are C-bicomodules. In fact there exists of a functor

¤C : CMC × CMC → CMC

and morphisms CaC , lC , rC that make the category (CMC , ¤C , C, CaC , lC , rC) a coa-
belian monoidal category (a coalgebra in this category will be called a C-coalgebra).

What follows is a list of the most important monoidal categories meeting ours re-
quirements.
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1.4 Ideals

Definition 1.4.1. An ideal of an algebra (A,m, u) in a monoidal category (M,⊗,1)
is a pair

(I, iI)

where I is an A-bimodule and
iI : I → A

is a morphism of A-bimodules which is a monomorphism in M.
A morphism f : I → J in AMA, where I,J are two ideals, is called a morphism of
ideals whenever

I
f //

iI ÂÂ>
>>

>>
>>

J

iJÄÄÄÄ
ÄÄ

ÄÄ
Ä

A

f is a monomorphism in M as iI is. Moreover f is unique, as iJ is a monomorphism.
In this way we get the category of ideals of A which is denoted by I(A) and is a
subcategory of AMA.

Remark 1.4.2. If M is an abelian monoidal category, then, for every f in AMA,
we have that f is a monomorphism in AMA iff it is a monomorphism in M so that,
in this case, the ideals of A are exactly the subobjects of A in AMA.

1.4.3. Next aim is to exhibit some examples of ideals and to prove that there exists
a functor, called ”product of two ideals” (see Proposition 1.4.8):

” · ” : I(A)× I(A) → I(A)

((I, iI), (J, iJ)) 7→ (IJ, iIJ)

(f, g) 7→ f · g,

such that
(I(A), ·, A)

is a monoidal category.

Example 1.4.4 (Kernel of an algebra homomorphism). Let f : A → B be an
algebra homomorphism in an abelian monoidal category M. Since M is abelian,
then (K, iK) = Ker (f) exists in M. The object B is a left A-bimodule via

µl
B : = mB ◦ (f ⊗B) : A⊗B → B

µr
B : = mB ◦ (B ⊗ f) : B ⊗ A → B

and f becomes a morphism in AMA.
Moreover K can be endowed with a unique left A-bimodule structure such that the
canonical injection iK : K → A is a morphism in AMA. Therefore (K, iK) is an
ideal of A.
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Proposition 1.4.5. Let M be an abelian monoidal category. Let f be a morphism
of A-bimodules. Let AHA : AMA →M be the forgetful functor. Then

1) Ker(AHA(f)) carries a natural A-bimodule structure (compatible with the de-
finition map) that makes it the kernel of f in AMA.

2) Coker(AHA(f)) carries a natural A-bimodule structure (compatible with the
definition map) that makes it the cokernel of f in AMA.

Proof. follows by [Ar2, proposition 3.3]. Note that here ”abelian monoidal category”
has a different meaning.

Proposition 1.4.6. Let (M,⊗,1) be an abelian monoidal category. Let (A,m, u)
be an algebra in M and let M ∈ AMA. Let f : M → A be a morphism in AMA,
where A is regarded as a bimodule via m. Then

(Q, π) := Coker(f)

carries a unique algebra structure such that π : A → Q is an algebra homomorphism.

Proof. In view of Proposition 1.4.5, Q carries an A-bimodule structure

(
Q,µl

Q, µr
Q

)

such that π is a morphism of A-bimodules (see [Ar2, Proposition 4.3]).
By right exactness of the tensor functors, we have that

(Q⊗Q,Q⊗ π) = Coker(Q⊗ f).

Consider the following diagram:

Q⊗M
Q⊗f // Q⊗ A

µr
Q

²²

Q⊗π // Q⊗Q

mQ

yy

// 0

Q

Since π is a morphism in MA and f in AM, we have:

µr
Q (Q⊗ f) (π ⊗M) = µr

Q (π ⊗ A) (A⊗ f) = πm (A⊗ f) = πfµl
M = 0.

Now π ⊗M is an epimorphism, as π is an epimorphism, so that

µr
Q (Q⊗ f) = 0

By the universal property of the cokernel, there exists a unique morphism

mQ : Q⊗Q → Q
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in M such that mQ(Q⊗ π) = µr
Q. Set

uQ := πuA : 1 → Q.

We have

mQ (π ⊗ π) = mQ (Q⊗ π) (π ⊗ A) = µr
Q (π ⊗ A) = πµr

A = πmA.

Once proved that (Q, mQ, uQ) is an algebra in M, the displayed relation implies
that π is an algebra homomorphism. We have

mQ (mQ ⊗Q) (π ⊗ π ⊗ π) = πmA (mA ⊗ A)

= πmA (A⊗mA) = mQ (Q⊗mQ) (π ⊗ π ⊗ π) .

By right exactness of the tensor functors, (π ⊗ π ⊗ π) is an epimorphism and hence

mQ (mQ ⊗Q) = mQ (Q⊗mQ) .

Moreover

mQ (Q⊗ uQ) (π ⊗ 1) = mQ (π ⊗ π) (A⊗ uA)

= πmA (A⊗ uA)

= πrA = rQ (π ⊗ 1) .

Since π ⊗ 1 is an epimorphism, we deduce that mQ (Q⊗ uQ) = rQ. Similarly one
proves that mQ (uQ ⊗Q) = lQ so that (Q,mQ, uQ) is an algebra in M.

Example 1.4.7 (The product of two ideals). Let M be an abelian monoidal cate-
gory.
Let (I, iI) and (J, iJ) be two ideals in (A,m, u). Set

mI,J := m(iI ⊗ iJ) : I ⊗ J → A

(QI,J , πI,J) = Coker (mI,J) , πI,J : A → QI,J

(IJ, iIJ) = Ker (πI,J) = Im (mI,J) , iIJ : IJ → A

Since mI,J ∈ AMA, by Proposition 1.4.6, QI,J is an algebra and πI,J and algebra
homomorphism.
By the previous example, we have that

(IJ, iIJ)

is an ideal of A which is called the product of I and J .
Moreover, we have the following exact sequence:

(1.5) 0 −→ IJ
iIJ−→ A

πI,J−→ QI,J −→ 0.
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Since (IJ, iIJ) = Ker (πI,J) and πI,JmI,J = 0, by the universal property of the kernel,
there is a unique morphism mI,J : I ⊗ J → IJ such that the following diagram

0 // IJ
iIJ // A

πI,J // QI,J
// 0

I ⊗ J

mI,J

bb

mI,J

<<zzzzzzzzz

is commutative. Since IJ =Im(mI,J) , it comes out that mI,J is an epimorphism.
Consider the case I = A.
Since iJ is a morphism in AM, we have

mA,J = m ◦ (IdA ⊗ iJ) = iJ ◦ µl
J .

Since iJ is a monomorphism and µl
J an epimorphism, we deduce that

(AJ, iAJ) = Im (mA,J) = (J, iJ) .

Analogously, in the case J = A, one has

(IA, iIA) = (I, iI) .

We need the following result.

Proposition 1.4.8. Let A be an algebra in an abelian monoidal category M and
let I(A) ⊆ AMA be the category of ideals of A. Then there exists a functor:

” · ” : I(A)× I(A) → I(A)

((I, iI), (J, iJ)) 7→ (IJ, iIJ)

(f, g) 7→ f · g

that will be called the product of two ideals functor. Furthermore

(I(A), ·, A)

is a monoidal category.

Proof. Let

f : (I1, iI1) → (I2, iI2) and g : (J1, iJ1) → (J2, iJ2)

be morphism of ideals of A. We have to define a morphism of ideals of A :

f · g : (I1J1, iI1J1) → (I2J2, iI2J2) .
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We have

mI2,J2 ◦ (f ⊗ g) = mA ◦ (iI2 ⊗ iJ2) ◦ (f ⊗ g) = mA ◦ (iI1 ⊗ iJ1) = mI1,J1 = IdA ◦mI1,J1

so that, in the following diagram

I1 ⊗ J1

f⊗g

²²

mI1,J1 // A
πI1,J1 // QI1,J1

π

²²

// 0

I2 ⊗ J2

mI2,J2 // A
πI2,J2 // QI2,J2

// 0

the left square commutes. Since (QI1,J1 , πI1,J1) = Coker (mI1,J1) and

πI2,J2 ◦ IdA ◦mI1,J1 = πI2,J2 ◦mI2,J2 ◦ (f ⊗ g) = 0,

by the universal property of the cokernel, there is a unique morphism

π : QI1,J1 → QI2,J2

such that the right square is also commutative. Furthermore, using the fact that
πI1,J1 is an epimorphism, it is easy to check that π is an algebra homomorphism.
Since (I2J2, iI2,J2) = Ker (πI2,J2) and

πI2,J2 ◦ IdA ◦ iI1J1 = π ◦ πI1,J1 ◦ iI1J1 = 0

by the universal property of the kernel, there is a unique morphism

f · g : I1J1 → I2J2

such that

0 // I1J1

f ·g
²²

iI1J1 // A
πI1,J1 // QI1,J1

π

²²

// 0

0 // I2J2

iI2J2 // A
πI2,J2 // QI2,J2

// 0

One can check that that f · g is a morphism of ideals M. It remains to prove
that (I(A), ·, A) is a monoidal category. The unit constraints are, by definition, the
canonical morphisms

lI : A · I −→ I and rI : I · A −→ I,

for every ideal (I, iI) of A. Furthermore, for every ideals I, J,K of A we have

Coker [m ◦ (iI,J ⊗ iK)] = Coker [m ◦ (iI,J ⊗ iK) ◦ (mI,J ⊗K)]

= Coker [m ◦ (m⊗R) ◦ (iI ⊗ iJ ⊗ iK)]

= Coker [m ◦ (R⊗m) ◦ (iI ⊗ iJ ⊗ iK)]

= Coker [m ◦ (iI ⊗ iJ,K) ◦ (I ⊗mJ,K)]

= Coker [m ◦ (iI ⊗ iJ,K)] ,
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where mI,J : I ⊗ J → IJ denotes the unique epimorphism defined by iI,J ◦mI,J =
m (iI ⊗ iJ) (see Example 1.4.7), so that

(
(IJ) K, i(IJ)K

)
= Im [m ◦ (iI,J ⊗ iK)] = Im [m ◦ (iI ⊗ iJ,K)] =

(
I (JK) , iI(JK)

)
.

Therefore there is a (unique) homomorphism of ideals

(1.6)
(
(IJ) K, i(IJ)K

) aI,j,K−→ (
I (JK) , iI(JK)

)
.

Since a morphism of ideals is uniquely defined by its domain and codomain, it is
clear that the pentagon and triangle axioms are fulfilled so that (I(A), ·, A) is a
monoidal category.

Example 1.4.9 (n-th power of ideals). LetM be an abelian monoidal category and
let (I, iI) be an ideal of an algebra A in M. Following the notations of Section 1.1
for ”M” = (AMA,⊗A, A), for every n ∈ N, we can consider in view of Proposition
1.4.8

(In, iIn), (the n-th power of I)

where

I0 := A and In+1 = InI, for every n ≥ 0

The ideal I will be called nilpotent whenever

In = 0 for some n ≥ 1.

1.4.10. If (I, iI) is an ideal then, by Proposition 1.4.6, there is a unique algebra
structure on (

A

I
, pI

)
= Coker (iI) ,

such that the canonical projection pI : A → A
I

is an algebra map.
Let iJI : (I, iI) → (J, iJ) is a morphism of ideals. We know there is a unique morphism
A
iJI

: A
I
→ A

J
such that

0 // I

iJI

²²

iI // A
pI // A

I

A

iJ
I ²²

// 0

0 // J
iJ // A

pJ // A
J

// 0

It comes out that A
f

is an algebra homomorphism which is an epimorphism in M.

By the Snake Lemma, there exists a morphism ω : Ker(A
f
) −→ J

I
such that the
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zig-zag sequence in the back is commutative:

0

££¦¦
¦¦

¦¦
¦¦

¦
// 0

££¦¦
¦¦

¦¦
¦¦

¦
// Ker( A

iJI
)

u

}}zz
zz

zz
zz

z

ω

xx

0 // I
iI //

iJI

²²

A
pI //

IdA

²²

A
I

//

A

iJ
I

²²

0

J
I

iJ
I

lllllll

55llllllllllllll

// 0 // 0

0 // J
iJ //

pJ
I

AA¥¥¥¥¥¥¥¥
A

pJ //

pI

88

BB¥¥¥¥¥¥¥¥
A
J

<<yyyyyyyyyyy
// 0

Thus ω is an isomorphism. Furthermore ω makes the oblique triangle commutative,
namely we have:

u ◦ ω = iJ/I,

where u : ker( A
iJI

) −→ A
I

denotes the canonical morphism defining ker( A
iJI

). In par-

ticular, since ω is an isomorphism, we can identify
(
ker( A

iJI
), u

)
with

(
J
I
, iJ

I

)
so that

we get the exact sequence

0 → J

I

iJ
I−→ A

I

A

iJ
I−→ A

J
→ 0.

1.4.11. Let (I, iI) and (J, iJ) be ideals of an algebra A.
Then, by Proposition 1.4.8, we have two morphisms of ideals

iIIJ : IJ → I, and iJIJ : IJ → J

defined respectively by

iIIJ := IdI · iJ , and iIIJ = iI · IdJ .

This notation does not cause confusion in the case I = J as, by uniqueness of
morphisms of ideals, we have

IdI · iI = iI · IdI .

We have also

iIIJ ◦ iIJ
(IJ)K = iI(IJ)K

and the other analogue relations.
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1.4.12. Let (I, iI) be an ideal of an algebra A.
Let us define a morphism of ideals

inI : In+1 → In,

for every n ∈ N, by setting
inI := iI

n

InI = IdIn · iI .
Note that, by uniqueness of morphisms of ideals, we have

i0I := iI and in+1
I = inI · IdI , for every n ≥ 0.

Moreover, as observed in 1.4.10, there is a unique algebra homomorphism

pn
I =

A

inI
:

A

In+1
→ A

In

which is an epimorphism in M and we have an exact sequence

0 → In

In+1

jn
I−→ A

In+1

pn
I−→ A

In
→ 0,

where jn
I = iIn

In+1 .

Lemma 1.4.13. [AMS3, the proof of Lemma 3.4] Let M be an abelian monoidal
category.
Let (A,m, u) be an algebra in M, let (I, iI) be an ideal in A and let n ∈ N∗. Then

(
In

In+1

)2

= 0.

Proof. By construction we have the following diagram with exact lines and commu-
tative squares:

0 // In

qIn

²²

iIn // A

pIn+1

²²

pIn // A
In

// 0

0 // In

In+1

jn
I // A

In+1

pn
I // A

In
// 0

where qIn is the canonical projection.
We have to prove that (In/In+1)2 = 0 or, equivalently, that

m In

In+1 , In

In+1
= mn+1 ◦ (jn

I ⊗ jn
I ) = 0,

where mi denotes the multiplication of A/I i, for any natural number i.
Since qIn is an epimorphism in M and (−) ⊗ (−) is right exact in both variables,
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then qIn ⊗ qIn is an epimorphism too.
Thus the required relation is equivalent to

mn+1 ◦ (jn
I qIn ⊗ jn

I qIn) = 0

Now, by uniqueness of morphisms of ideals, we get

iIn = iI ◦ iIIn−1I .

Therfore, since jn
I qIn = pIn+1iIn , we have

mn+1 ◦ (jn
I qIn ⊗ jn

I qIn) = mn+1 ◦ (pIn+1iIn ⊗ pIn+1iIn)

= mn+1 ◦ (pIn+1 ⊗ pIn+1) ◦ (iIn ⊗ iIn)

= pIn+1 ◦m ◦ (iIn ⊗ iIn)

= pIn+1 ◦m ◦ (iIn ⊗ iI) ◦ (In ⊗ iIIn−1I)

= pIn+1 ◦mIn,I ◦ (In ⊗ iIIn−1I)

(∗) = pIn+1 ◦ iIn+1 ◦mIn,I ◦ (In ⊗ iIIn−1I) = 0,

where (∗) follows by
mIn,I = iIn+1 ◦mIn,I

which appeared in Example 1.4.7.

1.5 Wedge product

In the classical case, the notion of wedge product (see [Mo, page 60]) plays a fun-
damental role in the study of coalgebras. In fact the coradical C0 of a coalgebra C
gives rise to the so called coradical filtration:

C0 ⊆ C0 ∧C C0 ⊆ C0 ∧C C0 ∧C C0 ⊆ · · · ⊆ C,

which is exhaustive in the sense that its direct limit is C itself. The basic point
when dealing with coalgebras in monoidal categories is that there is no notion of
coradical. The idea then is to take a subcoalgebra D of a coalgebra C and to consider
the coalgebra D̃ which is the direct limit of the iterated wedge powers of D in C.
Then the coalgebra D acts, in a certain sense, as the coradical of D̃.
For this section we refer to [AMS2].

1.5.1. Let E be a coalgebra in a coabelian monoidal category M. As in the case
of vector spaces, we can introduce the wedge product of two subobjects X,Y of E
in M :

(X ∧E Y, iEX∧Y ) := Ker[(pX ⊗ pY ) ◦ 4E],
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where pX : E → E/X and pY : E → E/Y are the canonical quotient maps. In
particular we have the following exact sequence:

0 // X ∧E Y
iEX∧Y // E

(pX⊗pY )◦4E// E/X ⊗ E/Y.

Consider the following commutative diagrams in M

X1

x

²²

Â Ä
i
E1
X1 // E1

e

²²
X2

Â Ä

i
E2
X2

// E2

Y1

y

²²

Â Ä
i
E1
Y1 // E1

e

²²
Y2

Â Ä

i
E2
Y2

// E2

where e is a coalgebra homomorphism. Then there is a unique morphism x ∧e y :
X1 ∧E1 Y1 → X2 ∧E2 Y2 such that the following diagram

X1 ∧E1 Y1

x∧ey

²²

i
E1
X1∧E1

Y1 // E1

e

²²
X2 ∧E2 Y2

i
E2
X2∧E2

Y2

// E2

commutes. In fact we have

(pE2
X2
⊗ pE2

Y2
) ◦∆E2 ◦ e ◦ iE1

X1∧E1
Y1

= (pE2
X2
⊗ pE2

Y2
) ◦ (e⊗ e) ◦∆E1 ◦ iE1

X1∧E1
Y1

= (
e

x
⊗ e

y
) ◦ (pE1

X1
⊗ pE1

Y1
) ◦∆E1 ◦ iE1

X1∧E1
Y1

= 0

so that, since (X2 ∧E2 Y2, i
E2
X2∧E2

Y2
) is the kernel of (pE2

X2
⊗ pE2

Y2
) ◦∆E2 , we conclude.

Lemma 1.5.2. Consider the following commutative diagrams in M

X1

x

²²

Â Ä
i
E1
X1 // E1

e

²²
X2

x′
²²

Â Ä

i
E2
X2

// E2

e′
²²

X3
Â Ä

i
E3
X3

// E3

Y1

y

²²

Â Ä
i
E1
Y1 // E1

e

²²
Y2

y′
²²

Â Ä

i
E2
Y2

// E2

e′
²²

Y3
Â Ä

i
E3
Y3

// E3

where e and e′ are coalgebra homomorphisms. Then we have

(1.7) (x′ ∧e′ y
′) ◦ (x ∧e y) = (x′x ∧e′e y′y)
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Proof. : straightforward.

Lemma 1.5.3. [AMS2, Lemma 2.16] Let E be a coalgebra in a coabelian monoidal
category M. Let f : E → L and g : E → M be morphism in M. Then

Ker (f) ∧E Ker (g) = Ker[(f ⊗ g) ◦ 4E].

Proof. Let (X, iX) = Ker (f) and let (Y, iY ) = Ker (g). Let pX : E → E/X and
pY : E → E/Y be the canonical quotient maps. Since fiX = 0, by the universal
property of the cokernel, there exists a unique morphism

γX : E/X → L

such that γXpX = f :

0 // X
iX // E

f

²²

pX // E
X

γX

xx

// 0

L

Moreover, we have (E/X, pX) = coker(iX) = coker(Ker (f)) = coim(f). As M
is an abelian category, we have that (E/X, γX) = Im(f). In particular γX is a
monomorphism. Analogously one gets a monomorphism γY : E/Y → M such that
γY pY = g. Since M has left exact tensor functors, then γX⊗γY is a monomorphism,
so that, by definition, we get:

X ∧E Y := Ker[(pX ⊗ pY )4E] = Ker[(γX ⊗ γY )(pX ⊗ pY )4E] = Ker[(f ⊗ g)4E].

1.5.4. Let E be a coalgebra in a coabelian monoidal category M. Recall that a
subcoalgebra of E is a subobject (C, iEC) of E in M such that:

• C is a coalgebra in M.

• iEC : C −→ E is a coalgebra homomorphism in M.

Given two subcoalgebras (C, iEC) and (D, iED) of E, a morphism of subcoalgebras
f : (C, iEC) −→ (D, iED) is a coalgebra homomorphism f : C −→ D in M such that
the following diagram

C
f //

iEC ÂÂ@
@@

@@
@@

D

iED~~~~
~~

~~
~

E

commutes. Note that, since iED is a monomorphism, f is uniquely defined by its
domain and codomain.
Denote by C(E) the subcategory of M consisting in subcoalgebras of E and mor-
phisms of subcoalgebras.
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Proposition 1.5.5. Let E be a coalgebra in an coabelian monoidal category M and
let C(E) ⊆ Coalg(M) be the category of subcoalgebras of E. Then there exists a
functor:

” ∧E ” : C(E)× C(E) → C(E)

((C, iEC), (D, iED)) 7→ (C ∧E D, iEC∧EE)

(f, g) 7→ f ∧E g

that will be called the wedge product of two subcoalgebras functor. Furthermore

(C(E),∧E, 0)

is a monoidal category.

Proof. Let (C, iEC) and (D, iED) be subcoalgebras of E. By the foregoing, there exists
a subobject (C ∧E D, iEC∧EE) of E. This is Ker[(pC ⊗ pD) ◦4E] by definition. Now,
since (E/C, pC) = coker(iEC) and iEC is a morphism of coalgebras, by the dual of
Example 1.4.4, we get that E/C is has a natural E-bicomodule structure such that
pC is a morphism of E-bicomodules. The same argument applies to pD, so that
(pC ⊗ pD) ◦ 4E comes out to be a morphism of E-bicomodules as a composition of
morphisms of E-bicomodules. By the dual of Proposition 1.4.6

(C ∧E D, iEC∧ED) := Ker[(pC ⊗ pD) ◦ 4E]

carries a unique coalgebra structure such that iEC∧ED : C ∧E D → E is a coalgebra
homomorphism. Furthermore, given f and g morphisms in C(E), it is straightfor-
ward to check that the f ∧E g ∈ C(E). It remains to prove that (C(E),∧E, 0) is a
monoidal category. We have

(C ∧E 0, iEC∧E0) = Ker[(pC ⊗ p0) ◦ 4E]

= Ker[(pC ⊗ E) ◦ 4E]

= Ker[ρE/C ◦ pC ]

= Ker (pC) = (C, iEC)

so that there exists a unique subcoalgebra homomorphism

rC : C ∧E 0 → C.

Analogously one constructs lC : 0 ∧E C → C. Let (F, iEF ) be a subcoalgebra of E.
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By Lemma 1.5.3, we have:

(
(C ∧E D) ∧E F, iE(C∧ED)∧EF

)
= Ker[(pC ⊗ pD) ◦ 4E] ∧E Ker (pF )

= Ker {[[(pC ⊗ pD)4E]⊗ pF ] ∆E}
= Ker [(pC ⊗ pD ⊗ pF ) (4E ⊗ E) ∆E]

= Ker [(pC ⊗ pD ⊗ pF ) (E ⊗4E) ∆E]

= Ker {[pC ⊗ [(pD ⊗ pF )4E]] ∆E}
= Ker (pC) ∧E Ker[(pD ⊗ pF ) ◦ 4E]

=
(
C ∧E (D ∧E F ) , iEC∧E(D∧EF )

)

so that there exists a unique subcoalgebra homomorphism

aC,D,F : (C ∧E D) ∧E F → C ∧E (D ∧E F ) .

Since a homomorphism of subcoalgebras is uniquely defined by its domain and
codomain, it is clear that the pentagon and triangle axioms are fulfilled so that
(C(E),∧E, 0) is a monoidal category.

1.5.6. In view of Proposition 1.5.5, (C(E),∧E, 0) is a monoidal category so that
we are led to use the notation of Section 1.1 defining the n-th wedge power

(D∧n
C , δn),

where δn := iE
D
∧n

C
, of a subcoalgebra (D, δ) of a coalgebra E in a coabelian monoidal

category M. Note that, by definition, we have (D∧0
C , δ0) = 0.

1.5.7. Let (E, ∆E, εE) be a coalgebra in M and for every n ∈ N, define the n-th
iterated comultiplication of E,

∆n
E : E → E⊗n+1,

by

∆0
E = IdE, ∆1

E = ∆E and ∆n
E =

(
∆⊗n−1

E ⊗ E
)
∆E, for every n > 1.

Proposition 1.5.8. [AMS2, Proposition 2.17] Let δ : D → E be a monomor-
phism which is a coalgebra homomorphism in a coabelian monoidal category M. Set
(L, p) = coker(σ). Then, for every m, n ≥ 1, we have:

(D∧n
E , δn) := Ker (p⊗n∆n−1

E )(1.8)

D∧m
E ∧E D∧n

E = D∧m+n
E .(1.9)
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Proof. We prove (1.8) by induction on n ≥ 1.
For n = 1 there is nothing to prove.
Let n ≥ 2 and assume that (D∧n−1

E , δn−1) := Ker (p⊗n−1∆n−2
E ). By Lemma 1.5.3, we

have:

D∧n
E = D∧n−1

E ∧E D

= Ker (p⊗n−1∆n−2
E ) ∧E Ker (p)

= Ker
[
(p⊗n−1∆n−2

E ⊗ p)∆E

]
= Ker (p⊗n∆n−1

E ).

Finally, the two sides of (1.9) can be identified as (C(E),∧E, 0) is a monoidal category
(which was proved in Proposition 1.5.5).

Lemma 1.5.9. [AMS2, Lemma 2.12] Let (C, ∆, ε) be a coalgebra in a cocomplete
coabelian monoidal category M and let (M,ρr

M , ρl
M) be a C-bicomodule. Let δ : D →

E be a monomorphism which is a morphism of coalgebras such that the canonical
morphism δ̃ : D̃ → E of Notation 1.6.4 is a monomorphism. Then we have

D∧n
eD = (D∧n

E , ξn).

Proof. Since, by definition, (D∧n
E , δn = δ̃ξn) := Ker(p⊗n∆n−1

E ) where δ̃ is a monomor-
phism, the following relation holds true

(D∧n
E , ξn) = Ker(p⊗n∆n−1

E δ̃)

so that it remain so prove that D∧n
eD = Ker(p⊗n∆n−1

E δ̃). Recall that there exists a

unique morphism
eδ
D

:
eD
D
→ E

D
such that

δ̃

D
◦ p

eD
D = pE

D ◦ δ̃.

Since δ̃ is a monomorphism, so is δ̃/D. Therefore, we have

D∧n
eD : = Ker

[(
p
eD
D

)⊗n

∆n−1
eD

]

= Ker

[(
δ̃

D

)⊗n (
p
eD
D

)⊗n

∆n−1
eD

]

= Ker
[(

pE
D

)⊗n
δ̃⊗n∆n−1

eD

]
= Ker(p⊗n∆n−1

E δ̃).
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1.6 Direct limits

In this section we deal with some properties of direct limits that will be useful in
the study of coalgebras in a monoidal category.

Proposition 1.6.1. Let (M,⊗,1) be a coabelian monoidal category. Let (C, ∆, ε)
be a coalgebra in M and let L be a C-bicomodule. Let f : C → L be a morphism in
CMC, where C is regarded as a bicomodule via ∆. Then

(D, δ) := Ker(f)

carries a natural coalgebra structure such that δ is a morphism of coalgebras.

Proof. is dual to Proposition 1.4.6.

Proposition 1.6.2. Let M be a monoidal category with direct limits.
Let ((Xi)i∈N, (ξ

j
i )i,j∈N) be a direct system in M, where, for i ≤ j, ξj

i : Xi → Xj.
Assume that Xi is a coalgebra and that ξj

i is a homomorphism of coalgebras for any
i, j ∈ N. Then lim−→Xi carries a natural coalgebra structure that makes it the direct

limit of ((Xi)i∈N, (ξ
j
i )i,j∈N) as a direct system of coalgebras.

Proof. Let (Xi, ∆Xi
, εXi

) be a coalgebra in (M,⊗,1) for any i ∈ N. Set X := lim−→Xi.

Let (ξi : Xi → X)i∈N be the structural morphism of the direct limit, so that ξjξ
j
i = ξi

for any i ≤ j. We put

∆i = (ξi ⊗ ξi)∆Xi
: Xi → X ⊗X, for any i ∈ N.

Since ξj
i is a homomorphism of coalgebras, one can prove that ∆jξ

j
i = ∆i so that

there exists a unique morphism ∆ : X → X ⊗X such that

(1.10) ∆ξi = ∆i = (ξi ⊗ ξi)∆Xi
for any i ∈ N.

It is easy to check that (X⊗∆)∆ξi = (∆⊗X)∆ξi for every i ∈ N and hence, by the
universal property of the direct limit, we get (X ⊗∆)∆ = (∆⊗X)∆. Now, as ξj

i is
a homomorphism of coalgebras, εXj

ξj
i = εXi

. Hence, there exists a unique morphism
ε : X → 1 such that

(1.11) εξi = εXi
for any i ∈ N.

Then we have (X ⊗ ε)∆ξi = r−1
X ξi, for any i ∈ N and hence, by the universal

property of direct limits we deduce that (X ⊗ ε)∆ = r−1
X . Analogously one gets

(ε⊗X)∆ = l−1
X . Thus (X, ∆, ε) is a coalgebra in M. Note that relations (1.10) and

(1.11) mean that ξi : Xi → X is a homomorphism of coalgebras.
Let now (C, ∆C , εC) be a coalgebra in M and let (fi : Xi → C)i∈N be a compatible
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family of morphisms of coalgebras in M. Since (fi : Xi → C)i∈N is a compatible
family of morphisms in M, there exists a unique morphism f : X → C such that
fξi = fi for any i ∈ N. We prove that f is a homomorphism of coalgebras. We have
(f ⊗ f)∆ξi = ∆Cfξi and εCfξi = εξi, for any i ∈ N, and hence, by the universal
property of the direct limit, we deduce that (f ⊗ f)∆ = ∆Cf and εCf = ε.

Proposition 1.6.3. Let δ : D → C be a monomorphism which is a homomorphism
of coalgebras in an coabelian monoidal category M. Then for any i ≤ j in N there

is a (unique) morphism ξj
i : D∧i

C → D∧j
C such that

(1.12) δjξ
j
i = δi.

Moreover ξj
i is a coalgebra homomorphism and ((D∧i

C )i∈N, (ξ
j
i )i,j∈N) is a direct system

in M whose direct limit, if it exists, carries a natural coalgebra structure that makes
it the direct limit of ((D∧i

C )i∈N, (ξ
j
i )i,j∈N) as a direct system of coalgebras.

Proof. Set Di := D∧i
C for any i ∈ N. Consider the following diagram:

0 // Di+1 δi+1
// C

p⊗i+1∆i
C // L⊗i+1

Di

δi

OO

ξi+1
i

bb

Let i > 0. Since δi = Ker(p⊗i∆i−1
C ) is a coalgebra homomorphism, we have:

p⊗i+1∆i
Cδi = p⊗i+1(C ⊗∆i−1

C )∆Cδi

= p⊗i+1(C ⊗∆i−1
C )(δi ⊗ δi)∆Di = (pδi ⊗ p⊗i∆i−1

C δi)∆Di = 0.

Then, for any i ≥ 1, by the universal property of the kernel, there exists a unique
morphism ξi+1

i : Di → Di+1 such that δi+1ξ
i+1
i = δi. Set ξ1

0 = 0 and for any j > i,
define:

ξj
i = ξj

j−1ξ
j−1
j−2 · · · ξi+2

i+1ξ
i+1
i : Di → Dj.

In such a way we obviously obtain a direct system in M. Let us prove that ξj
i is a

homomorphism of coalgebras for any j > i. It is clearly sufficient to verify this for
j = i + 1.
As δi+1 and δi are coalgebra homomorphisms, we have

(δi+1⊗δi+1)∆Di+1ξi+1
i = ∆Dδi+1ξ

i+1
i = ∆Dδi = (δi⊗δi)∆Di = (δi+1⊗δi+1)(ξ

i+1
i ⊗ξi+1

i )∆Di .

Since the tensor functors are left exact, δi+1 ⊗ δi+1 is a monomorphism so that we
get ∆Di+1ξi+1

i = (ξi+1
i ⊗ ξi+1

i )∆Di . Moreover we have

εDi+1ξi+1
i = εDδi+1ξ

i+1
i = εDδi = εDi .

The last assertion follows by Proposition 1.6.2.
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Notation 1.6.4. Let δ : D → C be a homomorphism of coalgebras in a cocomplete
coabelian monoidal categoryM. By Proposition 1.6.3 ((D∧i

C )i∈N, (ξ
j
i )i,j∈N) is a direct

system in M whose direct limit carries a natural coalgebra structure that makes it
the direct limit of ((D∧i

C )i∈N, (ξ
j
i )i,j∈N) as a direct system of coalgebras.

From now on we set: (D̃C , (ξi)i∈N) = lim−→(D∧i
C )i∈N, where ξi : D∧i

C → D̃C denotes

the structural morphism of the direct limit. We simply write D̃ if there is no danger
of confusion. We note that, since D̃ is a direct limit of coalgebras, the canonical
(coalgebra) homomorphisms (δi : D∧i

C → C)i∈N, which are compatible by (1.12),

factorize to a unique coalgebra homomorphism δ̃ : D̃ → C such that δ̃ξi = δi for
any i ∈ N.

Proposition 1.6.5. Let M be a cocomplete abelian category. Let (Vi)i∈N be a
family of objects in M and let (V, vi) = ⊕i∈NVi be the direct sum of the family
(Vi)i∈N. Then

(V,∇ [(vi)
n
i=0]) = lim−→(⊕n

i=0Vi),

where ∇ [(vi)
n
i=0] : ⊕n

i=0Vi → V denotes the codiagonal morphism associated to the
family (vi)

n
i=0 .

Proof. Set V n := ⊕n
i=0Vi, for any n ∈ N, and let wn

m : V m → V n be the canonical
inclusion for m ≤ n. Let (fn : V n → X)n be a compatible family of morphisms in
M, i.e. fnw

n
m = fm for any m ≤ n. Let vn

m : Vm → V n be the canonical inclusion for
every m ≤ n and let vn

m = 0 otherwise. Note that the morphism∇ [(vi)
n
i=0] : V n → V

is uniquely defined by the following relation:

∇ [(vi)
n
i=0] v

n
m = vm, for every m ≤ n.

Observe that, for every m ≤ n ≤ t, we have

ftv
t
m = ftw

t
nv

n
m = fnv

n
m

so that, by the universal property of the direct sum, there exists a unique morphism
f : V → X such that

(1.13) fvm = fnv
n
m,

for any m ∈ N, where n ∈ N and m ≤ n. Thus

fnvn
m = fvm = f∇ [(vi)

n
i=0] v

n
m for every m ≤ n.

By the universal property of V n := ⊕n
i=0Vi, fn is the unique morphism that composed

with vn
m gives fnv

n
m for any m ≤ n. We get that

fn = f∇ [(vi)
n
i=0] , for every n ∈ N.
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In order to conclude that V = lim−→V i, it remains to prove that f : V → X is the
unique morphism with this property. Let g : V → X be a morphism such that
fn = g∇ [(vi)

n
i=0] for every n ∈ N. Then

fvm = fnv
n
m = g∇ [(vi)

n
i=0] v

n
m = gvm for every m,n ∈ N,m ≤ n.

By uniqueness of f with respect to (1.13), we get g = f.

1.7 Cotensor product

1.7.1. Let e : E1 → E2 be a coalgebra homomorphism in a coabelian monoidal
category M. Let (V1, ρ

E1
V1

) be a right E1-comodule, let (W1,
E1ρW1) be a left E1-

comodule, let (V2, ρ
E2
V2

) be a right E2-comodule and let (W2,
E2ρW2) be a left E2-

comodule. Let v : V1 → V2 and w : W1 → W2 be E2-comodule homomorphisms
(where V1 and W1 are regarded as E2-comodules via e). Then there is a unique
morphism v¤ew : V1¤E1W1 → V2¤E2W2 such that the following diagram

V1¤E1W1

v¤ew
²²

ςE1
(V1,W1)

// V1 ⊗W1

v⊗w

²²
V2¤E2W2

ςE2
(V2,W2)

// V2 ⊗W2

commutes. In fact we have

(ρE2
V2
⊗W2) ◦ (v ⊗ w) ◦ ςE1(V1,W1)

= (v ⊗ E2 ⊗ w) ◦ (ρE2
V1
⊗W1) ◦ ςE1(V1,W1)

= (v ⊗ E2 ⊗ w) ◦ [(V1 ⊗ e)ρE1
V1
⊗W1] ◦ ςE1(V1,W1)

= (v ⊗ e⊗ w) ◦ (ρE1
V1
⊗W1) ◦ ςE1(V1,W1)

= (v ⊗ e⊗ w) ◦ [V1 ⊗ E1ρW1 ] ◦ ςE1(V1,W1)

= (v ⊗ E2 ⊗ w) ◦ [V1 ⊗ (e⊗W1) ◦ E1ρW1 ] ◦ ςE1(V1,W1)

= (v ⊗ E2 ⊗ w) ◦ (V1 ⊗ E2ρW1) ◦ ςE1(V1,W1)

= (V2 ⊗ E2ρW2) ◦ (v ⊗ w) ◦ ςE1(V1,W1)

so that, since (V2¤E2W2, ςE2(V2, W2)) is the equalizer of ρE2
V2
⊗W2 and V2 ⊗ E2ρW2 ,

we conclude.
Note that if E1 = E2 = E and e = IdE, one has

v¤ew = v¤Ew.
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Lemma 1.7.2. Let e : E1 → E2 and e′ : E2 → E3 be coalgebra homomorphisms in
M. Let

(V1, ρ
E1
V1

) ∈ME1 , (V2, ρ
E2
V2

) ∈ME2 , (V3, ρ
E3
V3

) ∈ME3 ,

(W1,
E1ρW1) ∈ E1M, (W2,

E2 ρW2) ∈ E2M, (W3,
E3 ρW3) ∈ E3M.

Let v : V1 → V2 and w : W1 → W2 be E2-comodule homomorphisms (where V1 and
W1 are regarded as E2-comodules via e) and let v′ : V2 → V3 and w′ : W2 → W3 be
E3-comodule homomorphisms (where V2 and W2 are regarded as E3-comodules via
e′). Then

(1.14) (v′¤e′w
′) ◦ (v¤ew) = (v′v¤e′ew

′w).

Proof. : straightforward.

1.8 The Heyneman-Radford theorem for monoidal

categories

This section is devoted to the proof of the Heyneman-Radford Theorem for Monoidal
Categories. The original Heyneman-Radford’s Theorem (see [HR, Proposition 2.4.2]
or [Mo, Theorem 5.3.1, page 65]) is a very useful tool in classical Hopf algebra theory.
We also point out that our proof is pretty different from the classical one and hence
might be of some interest even in the classical case. We refer to [Ar3].

Definition 1.8.1. Let E be a coalgebra and let δ : X → E be a monomorphism in
a coabelian monoidal category M. Define the morphism

αE
X : E → E

X
⊗ E

X

by setting
αE

X =
(
pE

X ⊗ pE
X

) ◦∆E.

Observe that (X ∧E X, iEX∧EX) = Ker(αE
X).

Lemma 1.8.2. Let δ : D → E and let f : E → C be coalgebra homomorphisms in a
coabelian monoidal category M. Assume that both δ and f ◦ δ are monomorphism.
Then the following diagram

E

αE
D

²²

f // C

αC
D

²²
E
D
⊗ E

D

f
D
⊗ f

D // C
D
⊗ C

D

is commutative.
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Proof. Note that the notations E/D and C/D make sense as both δ and f ◦ δ are
monomorphisms. We have

(
f

D
⊗ f

D

)
◦ αE

D =

(
f

D
⊗ f

D

)
◦ (

pE
D ⊗ pE

D

) ◦∆E

=
(
pC

D ⊗ pC
D

) ◦ (f ⊗ f) ◦∆E

=
(
pC

D ⊗ pC
D

) ◦∆C ◦ f = αC
D ◦ f.

Lemma 1.8.3. [Ar3, Lemma 2.3] Let D and E be coalgebras in a coabelian monoidal
category M. Let δ : D → E be a monomorphism which is a morphism of coalgebras
in M. Then, for every n ∈ N, there exists a unique morphism τn : Dn+1 →
Dn/D ⊗Dn/D such that the following diagram

Dn+1

τn

vv

αDn+1

D

²²
Dn

D
⊗ Dn

D ξn+1
n
D

⊗ ξn+1
n
D

// Dn+1

D
⊗ Dn+1

D

is commutative.

Proof. Consider the following exact sequence

(1.15) 0 // Dn

D

ξn+1
n
D // Dn+1

D

Dn+1

ξn
1 // Dn+1

Dn
// 0

By applying the functor Dn+1/D ⊗ (−) we get

0 // Dn+1

D
⊗ Dn

D

Dn+1

D
⊗ ξn+1

n
D // Dn+1

D
⊗ Dn+1

D

Dn+1

D
⊗Dn+1

ξn
1 // Dn+1

D
⊗ Dn+1

Dn
// 0

We have
(

δn+1

D
⊗ δn+1

Dn

)
◦

(
Dn+1

D
⊗ Dn+1

ξn
1

)
◦ αDn+1

D

=

(
δn+1

D
⊗ δn+1

Dn

)
◦

(
Dn+1

D
⊗ Dn+1

ξn
1

)
◦

(
pDn+1

D ⊗ pDn+1

D

)
◦∆Dn+1

=

(
δn+1

D
⊗ δn+1

Dn

)
◦

(
pDn+1

D ⊗ pDn+1

Dn

)
◦∆Dn+1

=
(
pE

D ⊗ pE
Dn

) ◦ (δn+1 ⊗ δn+1) ◦∆Dn+1

=
(
pE

D ⊗ pE
Dn

) ◦∆E ◦ δn+1 = 0.



1.8 The Heyneman-Radford theorem for monoidal categories 27

In fact, by Proposition 1.5.8, Dn+1 = D∧E Dn. Since δn+1

D
⊗ δn+1

Dn is a monomorphism,
we obtain

(1.16)

(
Dn+1

D
⊗ Dn+1

ξn
1

)
◦ αDn+1

D = 0

so that, as the above sequence is exact, by the universal property of kernels, there
exists a unique morphism

βn : Dn+1 → Dn+1

D
⊗ Dn

D

such that

(1.17)

(
Dn+1

D
⊗ ξn+1

n

D

)
◦ βn = αDn+1

D .

By applying the functor (−)⊗Dn/D to (1.15), we get

0 // Dn

D
⊗ Dn

D

ξn+1
n
D

⊗Dn

D // Dn+1

D
⊗ Dn

D

Dn+1

ξn
1

⊗Dn

D
// Dn+1

Dn ⊗ Dn

D
// 0.

We have
(

Dn+1

Dn
⊗ ξn+1

n

D

)
◦

(
Dn+1

ξn
1

⊗ Dn

D

)
◦ βn

=

(
Dn+1

ξn
1

⊗ Dn+1

D

)
◦

(
Dn+1

D
⊗ ξn+1

n

D

)
◦ βn

(1.17)
=

(
Dn+1

ξn
1

⊗ Dn+1

D

)
◦ αDn+1

D = 0

where the last equality can be proved similarly to (1.16). Since Dn+1

Dn ⊗ ξn+1
n

D
is a

monomorphism we get (
Dn+1

ξn
1

⊗ Dn

D

)
◦ βn = 0

so that, as the previous sequence is exact, by the universal property of kernels there
exists a unique morphism

τn : Dn+1 → Dn

D
⊗ Dn

D

such that (
ξn+1
n

D
⊗ Dn

D

)
◦ τn = βn.
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Finally we have
(

ξn+1
n

D
⊗ ξn+1

n

D

)
◦ τn =

(
Dn+1

D
⊗ ξn+1

n

D

)
◦

(
ξn+1
n

D
⊗ Dn

D

)
◦ τn

=

(
Dn+1

D
⊗ ξn+1

n

D

)
◦ βn = αDn+1

D .

Theorem 1.8.4. [Ar3, Theorem 2.4] Let D and E be coalgebras in a cocomplete
coabelian monoidal category M satisfying AB5. Let δ : D → E be a monomorphism
which is a morphism of coalgebras in M and keep the notations introduced in No-
tation 1.6.4.
Let f : E → C be a coalgebra homomorphism and assume that

f ◦ δ2 : D ∧E D → C

is a monomorphism. Then the coalgebra homomorphism

f ◦ δ̃ : D̃E → C

is a monomorphism.

Proof. Since M satisfies AB5, it is enough to prove that f ◦ δ̃ ◦ ξn = f ◦ δn is a
monomorphism for every n ∈ N.

For n = 0, we have f ◦ δ0 = f ◦ 0 = 0 which is a monomorphism as D0 = 0.
For n = 1, we have f ◦ δ1 = f ◦ δ2 ◦ ξ2

1 which is a monomorphism.
Let n ≥ 2 and let us assume that f ◦ δn is a monomorphism. Let us prove that

f ◦ δn+1 is a monomorphism. Let λ : X → Dn+1 be a morphism such that

f ◦ δn+1 ◦ λ = 0

and consider the following diagram

D ∧Dn+1 D

iD
n+1

D∧
Dn+1D

²²

D∧δn+1
D

// D ∧E D

δ2

²²
X

λ

88

λ // Dn+1

τn

xxqqqqqqqqqqqqqqqqqqqqq

αDn+1

D

²²

δn+1 // E
f //

αE
D

²²

C

αC
D

²²
Dn

D
⊗ Dn

D ξn+1
n
D

⊗ ξn+1
n
D

// Dn+1

D
⊗ Dn+1

D δn+1
D

⊗ δn+1
D

// E
D
⊗ E

D f
D
⊗ f

D

// C
D
⊗ C

D
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where all the squares are commutative in view of Lemma 1.8.2 and the bottom
triangle commutes in view of Lemma 1.8.3. We have

(
fδn

D
⊗ fδn

D

)
◦ τn ◦ λ

=

(
fδn+1ξ

n+1
n

D
⊗ fδn+1ξ

n+1
n

D

)
◦ τn ◦ λ

=

(
f

D
⊗ f

D

)
◦

(
δn+1

D
⊗ δn+1

D

)
◦

(
ξn+1
n

D
⊗ ξn+1

n

D

)
◦ τn ◦ λ

= αC
D ◦ f ◦ δn+1 ◦ λ = 0.

Since f ◦δn is a monomorphism, we get that also fδn/D⊗fδn/D is a monomorphism
so that we obtain

τn ◦ λ = 0

and we have

αDn+1

D ◦ λ =

(
ξn+1
n

D
⊗ ξn+1

n

D

)
◦ τn ◦ λ = 0.

Thus, since
(
D ∧Dn+1 D, iD

n+1

D∧Dn+1D

)
= Ker

(
αDn+1

D

)
, by the universal property of

the kernel, there exists a unique morphis, λ : X → D ∧Dn+1 D such that

λ = iD
n+1

D∧Dn+1D ◦ λ.

Now we have
f ◦ δ2 ◦

(
D ∧δn+1 D

) ◦ λ = f ◦ δn+1 ◦ λ = 0.

Since f ◦ δ2 and D ∧δn+1 D are monomorphisms, we get that λ = 0 and hence
λ = 0.

Corollary 1.8.5. (Heyneman-Radford) ([HR, Proposition 2.4.2] or [Mo, Theorem
5.3.1, page 65]) Let K be a field. Let E and C be K-coalgebras and let f : E → C
be a coalgebra homomorphism such that f|D∧ED is injective, where D is the coradical
of E. Then f is injective.

Proof. Since D is the coradical of E is well known that (E, IdE) = (D̃E, δ̃) (see e.g.
[Sw, Corollary 9.0.4, page 185]). The conclusion follows by Theorem 1.8.4 applied
in the case when M is the category of vector spaces over K. Observe that in this
case ”monomorphism” is equivalent to ”injective”.
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Chapter 2

Relative projectivity and
injectivity

In this chapter we deal with some results concerning the theory of relative left
derived functors that will be used to define and classify the Hochschild cohomology
in the frame of monoidal categories. We also recall and study the notion of relative
projectivity and injectivity with a particular interest to those projective classes that
are defined by means of suitable adjunctions related to the tensor functors.

2.1 Relative projectivity and injectivity

A main tool for introducing the Hochschild cohomology in the frame of monoidal
categories is that of relative left derived functors. Most of the material introduced
below can be found in [HS] and [We, Cap.8, page 279-281].

Definitions 2.1.1. ([HS, Cap. IX, page 307-312]) Let C be a category and let H
be a class of morphisms in C.
An object P ∈ C is called f -projective, where f : C1 → C2 is a morphism in C, if

HomC(P, f) : HomC(P,C1) → HomC(P,C2) : g 7→ f ◦ g

is surjective.
P is H-projective if it is f -projective for every f ∈ H.
Define the closure of H by

H := {f ∈ C | P is H-projective ⇒ P is f -projective, for every P ∈ C} ⊇ H.

H is called closed if H = H.
A closed classH is said to be projective if, for each object C ∈ C, there is a morphism
f : P → C in H where P is H-projective.
C is called H-semisimple, whenever every object in C is H-projective.

31
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Definitions 2.1.2. Assume now that C is an abelian category.
Let H be a closed class of morphisms in C.
A morphism f ∈ C is called H-admissible if, in the canonical factorization

f = µ ◦ ξ,

where µ is a monomorphism and ξ is an epimorphism, we have ξ ∈ H.
An exact sequence in C is called H-exact if all its morphisms are H-admissible.
Finally, an H-projective resolution of an object C ∈ C is an H-exact sequence

· · · −→ Pn
dn−→ Pn−1

dn−1−→ · · · d2−→ P1
d1−→ P0

d0−→ C −→ 0

such that Pn is H-projective, for every n ∈ N.

The whole theory of relative injectivity and its applications can be obtained by
duality, i.e. by working in the opposite category of C (note that the abelianity of a
category is selfdual). Since this process is completely formal and does not require
new ideas, when working with relative injectivity, we will just state the main results.

Theorem 2.1.3. Let C be an abelian category and let H be a projective class of
epimorphism in C. Then every object in C admits an H-projective resolution.

Proof. The proof is similar to the classical one. Namely, let C be an object in C.
Since H is a projective class of epimorphisms, there is an epimorphism f0 : P0 → C,
where P0 is H-projective. Set d0 = f0. Let (K1, i1) = Ker(d0). Then there is an
epimorphism f1 : P1 → K1 in H, where P1 is H-projective. Set d1 = i1 ◦ f1.
Proceeding in this way one gets a sequence

· · · dn+1 // Pn
dn //

fn

¿¿ ¿¿8
88

88
88

Pn−1
dn−1 // · · · d2 // P1

d1 //

f1

¾¾ ¾¾7
77

77
77

P0
d0 // C // 0.

Kn

0³
in

@@£££££££
K1

1´
i1

CC̈
¨̈

¨̈
¨̈

Clearly dn is H-admissible for every n > 0 and Im(dn) ' Kn = Ker(dn−1), for every
n > 1. Therefore the above is an H-projective resolution of C.

2.1.4. The theory of derived functors can be adapted to the relative context with-
out difficulties. For details the reader is referred to [HS, page 308-309]. Let B, C be
abelian categories and let H be a projective class of epimorphism in B. By Theorem
2.1.3, every object in B admits an H-projective resolution.
Given a contravariant additive functor T :B → C and given an H-projective reso-
lution

P• −→ B −→ 0
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of B, the object Hn(TP•) depends only on B and yields an additive functor

Rn
HT : B → C, Rn

HT (B) := Hn(TP•).

The functor Rn
HT is called the n-th right H-derived functor of T.

Theorem 2.1.5. [HS, see Theorem 2.1, page 309] Let B, C be abelian categories,
let H be a projective class of epimorphisms in B and let

0 → B1 → B2 → B3 → 0

be a short H-exact sequence in B.
Let T : B → C be a contravariant additive functor.
Then for every n ≥ 0 there exists a connecting homomorphism

ωn : Rn
HT (B1) → Rn+1

H T (B3)

such that the sequence

0 → R0
HT (B3) → R0

HT (B2) → R0
HT (B1)

ω0→ R1
HT (B3) → · · ·

· · · ωn−1→ Rn
HT (B3) → Rn

HT (B2) → Rn
HT (B1)

ωn→ Rn+1
H T (B3) → · · · .

is exact.

Definition 2.1.6. Let B, C be abelian categories and let H be a projective class
of epimorphisms in B. Recall that a contravariant functor T : B → C is called left
H-exact if, for every H-exact sequence

B1 → B2 → B3 → 0,

the sequence 0 → T (B3) → T (B2) → T (B1) is exact.

Proposition 2.1.7. ([HS, pag. 311-312]) Let B, C be abelian categories and let H
be a projective class of epimorphisms in B.
Let T : B → C be a contravariant left H-exact functor. Then:

1) T is additive.
2) There is a functorial isomorphism τ : T → R0

HT.
3) Rn

HT (P ) = 0, for every n > 0 and for every H-projective object P.

2.2 The Case of an Arbitrary Adjunction

Theorem 2.2.1. (see [Ar1, Theorem 2.2]) Let H : B → A be a covariant functor
and consider:

(2.1) PH := {f ∈ B | H(f) splits in A}.
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Let T : A → B be a left adjoint of H and let ε : TH → IdB be the counit of the
adjunction.
Then, for any object P ∈ B, the following assertions are equivalent:

(a) P is PH-projective.
(b) Every morphism f : B → P in PH has a section.
(c) εP : THP → P has a section β : P → THP , i.e. εP ◦ β = IdP .
(d) There is a split epimorphism π : TX → P for a suitable object X ∈ A.

In particular all objects of the form TX, X ∈ A, are PH-projective.
Moreover PH is a closed projective class.

Proof. Let η : IdA → HT be the unit of the adjunction.
(a) ⇒ (b). Assume that P ∈ B is PH-projective i.e. that for every f : B → B′ in
PH and for every morphism γ : P → B′, there exists a morphism β : P → B such
that γ = f ◦ β. In particular, for B′ := P and γ := IdP , there exists a morphism
β : P → B such that IdP = f ◦ β.
(b) ⇒ (c). Since H(εB)◦ηHB = IdHB, we infer that H(εB) splits and hence the counit
εB : THB → B belongs to PH for any B ∈ B.
(c) ⇒ (d). Obvious.
(d) ⇒ (a). Let f : B1 → B2 be in PH and denote by g : HB2 → HB1 the section of
H(f). Let γ : P → B2. Assume that π : TX → P is a split morphism for a suitable
object X ∈ A. Let σ : P → TX be a section of π and τ : P → B1 be defined by

P
σ→ TX

T(ηX)−→ THTX
TH(π)−→ THP

TH(γ)−→ THB2
T(g)→ THB1

εB1→ B1.

We have

fτ = fεB1T (g)TH (γ)TH (π)T (ηX) σ

= εB2TH (f)T (g)TH (γπ)T (ηX) σ

= εB2T [H (f) (g)]TH (γπ)T (ηX) σ

= εB2TH (γπ)T (ηX) σ

= γπεTXT (ηX) σ

= γπσ = γ

and hence P is PH-projective.
Since εTX◦T(ηX) = IdTX , by (c) ⇒ (d) ⇒ (a), we have that TX is PH-projective.
Let us prove that PH is closed. Let f ∈ PH, f : B1 → B2. Since THB2 is PH-

projective, it is also f -projective i.e. B(THB2, f) is surjective. In particular there
exists a morphism ν : THB2 → B1 such that f ◦ ν = εB2 , so that

H(f) ◦H (ν) ◦ ηHB2 = H(f ◦ ν) ◦ ηHB2 = H(εB2) ◦ ηHB2 = IdHB2

i.e. H (f) splits and hence f ∈ PH.
The class PH is projective as, for every B in B, the morphism εB : THB → B is in
PH and THP is PH-projective.
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Remark 2.2.2. We point out that the the class PH, introduced in Theorem 2.2.1,
need not to be a class of epimorphisms in general. In fact this is true if we also
assume that the functor H is faithful (see 6.1.3). This will be the case in most of
the examples we will consider. Thus our definition of projective class will agree
with [HS, Cap. IX, page 307] where the class is always assumed to be a class of
epimorphisms.

For completeness we include the dual statement of Theorem 2.2.1.

Theorem 2.2.3. (see [Ar1, Theorem 2.3]) Let T : A → B be a covariant functor
and consider:

(2.2) IT := {g ∈ A | T(g) cosplits in B}

Let H : B → A, be a right adjoint of T and let η : IdA → HT be the unit of the
adjunction.
Then, for any object I ∈ A, the following assertions are equivalent :

(a) I is IT-injective.
(b) every morphism f : I → A in IT has a retraction.
(c) ηI : I → HTI has a retraction α : HTI → I , i.e. α ◦ ηI = IdI .
(d) There is a cosplit morphism i : I → HY for a suitable object Y ∈ B.

In particular all objects of the form HY , Y ∈ B, are IT-injective.
Moreover IT is a closed injective class.

Theorem 2.2.4. Let A,B be a abelian categories. Let H : B → A be a covariant
functor. Assume that H is faithful. Let T : A → B be a left adjoint of H.

Let P•
d•→ B be a complex in B, where P−1 = B. Assume that, for every n ∈ N,

there is a morphism
sn : H (Pn) → H (Pn+1)

such that

H (d0) ◦ s−1 = IdHB and H (dn+1) ◦ sn + sn−1 ◦H (dn) = IdH(Pn)

i.e. an homotopy between the identity morphism of the complex

H (P•)
H(d•)→ H (B) and the zero morphism. Then P•

d•→ B is a PH-exact sequence.

Proof. Let
(Kn, in) = Ker (dn) .

Since dn ◦ dn+1 = 0, for every n ∈ N, by the universal property of kernels, there
exists a unique morphism pn : Pn+1 → Kn such that

in ◦ pn = dn+1.
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We have

H (in) = IdH(Pn) ◦H (in)

= [H (dn+1) ◦ sn + sn−1 ◦H (dn)] ◦H (in)

= H (dn+1) ◦ sn ◦H (in) = H (in) ◦H (pn) ◦ sn ◦H (in)

and hence

(2.3) H (in) = H (dn+1) ◦ sn ◦H (in) = H (in) ◦H (pn) ◦ sn ◦H (in) .

In view of [St, Proposition 9.4], H preserves limits and in particular kernels. Since
in is a monomorphism, and hence a kernel in B, then H (in) is a kernel and hence
a monomorphism in A. From the relations above, we get that

H (pn) ◦ sn ◦H (in) = IdH(Kn).

i.e. pn ∈ PH and hence dn+1 is admissible for every n ∈ N. Note also that

H (d0) ◦ s−1 = IdHB

means that d0 ∈ PH and hence d0 is admissible as it is an epimorphism.

It remains to prove that the complex P•
d•→ B is an exact sequence in B.

Let
(Cn, πn) = Coker (dn+1) .

We have to verify that

(Kn, in) = Im (dn+1) = Ker (πn) .

By (2.3), we have

H (πn ◦ in) = H (πn) ◦H (in) = H (πn) ◦H (dn+1) ◦ sn ◦H (in) = 0.

Since H is faithful, we get that πn ◦ in = 0.
Let now β : Pn → X be a morphism in B such that β ◦ in = 0. Then

β ◦ dn+1 = β ◦ in ◦ pn = 0.

Since (Cn, πn) =Coker(dn+1) , there is a unique morphism γ : Cn → X such that

γ ◦ πn = β.

In this way we have proved that

(Cn, πn) = Coker (in) .

Since B is an abelian category and in is a monomorphism, this is equivalent to
(Kn, in) = Ker (πn) .
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2.3 Some adjunctions associated to the tensor func-

tor

2.3.1. Let (A,m, u) be an algebra in (M,⊗,1, a, l, r). We have the functors

AT : M→ AM where AT(X) := A⊗X and AT(f) := A⊗ f,

TA : M→MA where TA(X) := X ⊗ A and TA(f) := f ⊗ A,

ATA : M→ AMA where ATA(X) := A⊗ (X ⊗ A) and ATA(f) := A⊗ (f ⊗ A),

with their right adjoint (see [AMS3, Proposition 1.6]) AH,HA, AHA, respectively,
that forget the module structures. Then the adjunctions (TA,HA), (AT, AH) and
(ATA,AHA), give rise to the following classes of epimorphisms:

PA := PHA
= {g ∈MA | g splits in M},

AP := P
AH = {g ∈ AM | g splits in M},

P := P
AHA

= {g ∈ AMA | g splits in M}.

Proposition 2.3.2. [AMS3, Proposition 1.6]
a) AT is a left adjoint of AU : AM→M, the functor that “forgets” the module
structure.

b) TA is a left adjoint of UA : MA→M, the functor that “forgets” the module
structure.

c) ATA is a left adjoint of AUA : AMA → M, the functor that “forgets” the
bimodule structure.

Proof. a) To prove that AT is a left adjoint of AU : AM→M we need morphisms:

AM(A⊗X, M)
φl(X,M) // M(X, M)
ψl(X,M)

oo

which are mutual inverses that are natural in X and M . We define φl(X,M)(f) :=
f(u⊗X)l−1

X and ψl(X,M)(g) := µ(A⊗ g), where µ is the module structure of M. It
is easy to prove that ψl(X,M)(g) is a morphism of left modules, and that ψl(X,M)
is the inverse of φl(X, M).

b) The isomorphisms

MA(X ⊗ A,M)
φr(X,M) // M(X,M)
ψr(X,M)

oo
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are now given by φr(X,M)(f) := f(X⊗u)r−1
X and ψr(X, M)(g) := µ(g⊗A), where

µ is the module structure of M.
c) The isomorphisms

AMA ((A⊗X)⊗ A,M)
φ(X,M) // M(X,M)
ψ(X,M)

oo

are obtained by combining the isomorphisms constructed above:

φ(X, M) = φl(X,M)φr(A⊗X,M),

and similarly for ψ(X,M). For future references, we explicitly write them down:

φ(X, M)(f) = f(A⊗X ⊗ u)r−1
A⊗X(u⊗X)l−1

X ,(2.4)

ψ(X,M)(g) = µr
M(µl

M ⊗ A)(A⊗ g ⊗ A),(2.5)

where µr and µl give respectively the right and left A-module structures of M.

Corollary 2.3.3. Let (M,⊗,1) be an abelian monoidal category. The functors AT,
TA and ATA are additive and preserve colimits. In particular they are right exact.

Proof. In view of the fact that the tensor product is an additive functor in both
variables, all the functors that appear in Proposition 2.3.2 are additive and the
adjunctions themselves are additive too.

By applying Theorem 2.2.1 in the case of the adjunction (ATA,AHA), we deduce
the following result.

Theorem 2.3.4. Let P be an object in AMA, the following assertions are equivalent:
(a) P is P-projective.
(b) Every morphism f : M → P in P has a section.
(c) εP = µr

P (µl
P ⊗ A) : A ⊗ P ⊗ A → P has a section β : P → A ⊗ P ⊗ A in

AMA, i.e. εP β = IdP .
(d) There is a split epimorphism π : A ⊗ X ⊗ A → P in AMA for a suitable

object X ∈M.
In particular all objects of the form A⊗X ⊗ A, X ∈M, are P-projective.
Moreover P is a closed projective class of epimorphisms.



Chapter 3

Hochschild cohomology

In this chapter, we introduce and investigate the properties of Hochschild coho-
mology of algebras in an abelian monoidal category (see Definition 1.3.1), and we
will show that several properties of separable and formally smooth algebras in the
classical sense still hold true in this wider context. The multitude of interesting
examples is one of the explanations for our interest in defining Hochschild cohomol-
ogy of algebras in abelian monoidal categories. In this way we will recover, in an
unifying manner, many well known results regarding apparently different variants
of Hochschild cohomology. The main applications of our work on Hochschild co-
homology are included in [AMS1]. In that paper, using the “categorical” version
of Wedderburn-Malcev Theorem, besides other results, we characterize bialgebras
with (dual) Chevalley property (see Theorem 6.8.6 and Theorem 6.8.7).

3.1 Hochschild cohomology

3.1.1. Let A be an algebra in an abelian monoidal category (M,⊗,1), and let TA

and HA be the functors defined in 2.3.1. For every (M, µr
M) ∈ MA let us consider

the complex (β∗(A,M), d∗), where we set

βn(A,M) =





0, for n < −1;
M, for n = −1;
M ⊗ A⊗n+1 for n > −1;

and dn : βn(A,M) → βn−1(A,M) is defined by

dn =
n∑

i=0

(−1)i∂n
i ,

where

(3.1) ∂n
i =

{
M ⊗ A⊗n−i−1 ⊗m⊗ A⊗i, for 0 ≤ i < n;
µr

M ⊗ A⊗n, for i = n.

39
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Observe that, for n ≥ 0 we have

βn(A,M) = βn−1(A,M)⊗ A = TAHA(βn−1(A,M)),

∂n
i = µr

βn−i−1(A,M) ⊗ A⊗i = βi−1(A, µr
βn−i−1(A,M)).

Moroever, for n ≥ 0 and i ≥ 1, we have

∂n
i = ∂n−1

i−1 ⊗ A.

Theorem 3.1.2. Let M be an object in M. We have that:
i) If M ∈MA then (β∗(A,M), d∗) is a PA-projective resolution of M.
ii) If M ∈ AMA then (β∗(A,M), d∗) is a P-projective resolution of M.

Proof. Let us check that (β∗(A,M), d∗) is a complex, i.e. dn ◦ dn+1 = 0, for every
n ∈ N.
If n = 0, we have

dn ◦ dn+1 = d0 ◦ d1

= ∂0
0 ◦

(
∂1

0 − ∂1
1

)

= µr
M ◦ (M ⊗m)− µr

M ◦ (µr
M ⊗ A) = 0

Let n > 0. Assume dt ◦ dt+1 = 0 for every 0 ≤ t ≤ n − 1 and let us prove that
dn ◦ dn+1 = 0. First of all, we have

dn =
n∑

i=0

(−1)i∂n
i

= ∂n
0 +

n∑
i=1

(−1)i∂n
i

= ∂n
0 +

n∑
i=1

(−1)i
(
∂n−1

i−1 ⊗ A
)

= ∂n
0 +

[(
n∑

i=1

(−1)i∂n−1
i−1

)
⊗ A

]

= ∂n
0 +

[(
n−1∑
u=0

(−1)u+1∂n−1
u

)
⊗ A

]

= ∂n
0 +

[
−

(
n−1∑
u=0

(−1)u∂n−1
u

)
⊗ A

]

= ∂n
0 − (dn−1 ⊗ A) .
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so that

dn ◦ dn+1 = [∂n
0 − (dn−1 ⊗ A)] ◦ [

∂n+1
0 − (dn ⊗ A)

]

= ∂n
0 ◦ ∂n+1

0 − ∂n
0 ◦ (dn ⊗ A)− (dn−1 ⊗ A) ◦ ∂n+1

0 + (dn−1 ⊗ A) ◦ (dn ⊗ A)

= ∂n
0 ◦ ∂n+1

0 − ∂n
0 ◦ (dn ⊗ A)− (dn−1 ⊗ A) ◦ ∂n+1

0

= ∂n
0 ◦ ∂n+1

0 − ∂n
0 ◦ [(∂n

0 − (dn−1 ⊗ A))⊗ A]− (dn−1 ⊗ A) ◦ ∂n+1
0

= ∂n
0 ◦ ∂n+1

0 − ∂n
0 ◦ (∂n

0 ⊗ A) + ∂n
0 ◦ (dn−1 ⊗ A⊗ A)− (dn−1 ⊗ A) ◦ ∂n+1

0

=
(
M ⊗ A⊗n−1 ⊗m

) ◦ (
M ⊗ A⊗n ⊗m

)
+

− (
M ⊗ A⊗n−1 ⊗m

) ◦ (
M ⊗ A⊗n−1 ⊗m⊗ A

)
+

+
(
M ⊗ A⊗n−1 ⊗m

) ◦ (dn−1 ⊗ A⊗ A)− (dn−1 ⊗ A) ◦ (
M ⊗ A⊗n ⊗m

)

= 0

Thus (β∗(A,M), d∗) is a complex.
Since βn(A,M) = TAHA(βn−1(A,M)), for every n ∈ N, by Theorem 2.3.4, one

has that βn(A,M) is PA-projective.
For every n ≥ −1, let sn : βn(A,M) → βn+1(A, M) be the morphism in M

defined by:
sn = (βn(A,M)⊗ u) ◦ r−1

βn(A,M),

where u : 1 → A is the unit of A.
We have

d0 ◦ s−1 = d0 ◦ (β−1(A,M)⊗ u) ◦ r−1
β−1(A,M)

= µr
M ◦ (M ⊗ u) ◦ r−1

M = IdM = Idβ−1(A,M)

Moreover, for any n ≥ 0, we have

dn+1 ◦ sn

=
[
∂n+1

0 − (dn ⊗ A)
] ◦ (βn(A,M)⊗ u) ◦ r−1

βn(A,M)

= ∂n+1
0 ◦ (βn(A,M)⊗ u) ◦ r−1

βn(A,M) − (dn ⊗ A) ◦ (βn(A,M)⊗ u) ◦ r−1
βn(A,M)

=
(
M ⊗ A⊗n ⊗m

) ◦ (βn(A,M)⊗ u) ◦ r−1
βn(A,M) − (βn−1(A,M)⊗ u) ◦ r−1

βn−1(A,M) ◦ dn

= ((βn−1(A,M)⊗m) ◦ (βn−1(A,M)⊗ A⊗ u) ◦ r−1
βn(A,M) − sn−1 ◦ dn

=
[
βn−1(A,M)⊗ (

m ◦ (A⊗ u) ◦ r−1
A

)]− sn−1 ◦ dn = Idβn(A,M) − sn−1 ◦ dn.

Then, we showed that:

d0 ◦ s−1 = IdA and dn+1 ◦ sn + sn−1 ◦ dn = Idβn(A,M).

Observe now that (β∗(A,M), d∗) is a complex in MA (resp. AMA) whenever M is
an object in MA (resp. AMA). Since HA : MA → M (resp. AHA : AMA → M)
is faithful, we can apply Theorem 2.2.4 to conclude that (β∗(A,M), d∗) is a PA-
projective (resp. P-projective) resolution of M.
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Definition 3.1.3. As in the classical case, the exact complex (β∗(A,M), d∗) will
be called the bar resolution of M .

3.1.4. By Theorem 2.3.4, P is a projective class of epimorphisms so that, in view of
Theorem 2.1.3, any object in AMA admits a P-projective resolution. Furthermore,
as in the non-relative case, one can prove that such a resolution is unique up to a
homotopy.

Following 2.1.4, we can now consider, for every M ∈ AMA, the right P-derived
functors R∗

PFM of FM := AMA(−,M).

Definition 3.1.5. For every M, N ∈ AMA, we set:

(3.2) Ext∗P(N,M) = R∗
PFM(N).

The following well known result can be proved as in the non-relative case.

Proposition 3.1.6. Let (A,m, u) be an algebra in an abelian monoidal category
(M,⊗,1) and let N ∈AMA. The following assertions are equivalent:

(a) N is P-projective.
(b) Ext1

P(N, M) = 0, for all M ∈ AMA.
(c) Extn

P(N, M) = 0, for all M ∈ AMA, and n > 0.

Definition 3.1.7. Let (A,m, u) be an algebra in an abelian monoidal category
(M,⊗,1), and let M be an A-bimodule.
The Hochschild cohomology of A with coefficients in M is:

H∗(A,M) = Ext∗P(A,M).

The Hochschild dimension of A is

Hdim(A) = min
{
n ∈ N |Hn+1(A,M) = 0,∀M ∈ AMA

}

if it exists. If such an n does not exist, we will say that the Hochschild dimension
of A is infinite.

3.1.8. In order to compute H∗(A,M) we shall apply the functor AMA(−,M) to
the bar resolution β∗(A,A) which is, by Theorem 3.1.2, a P-projective resolution of
A:

· · · −→ A⊗n+2 dn−→ A⊗n+1 dn−1−→ · · · d2−→ A⊗ A⊗ A
d1−→ A⊗ A

d0−→ A −→ 0

For any morphism f in M let us denote AMA(f,M) by f̂ . Thus we have the
following complex:

0−→AMA(A,M)
bd0−→ AMA(A⊗ A,M)

bd1−→ AMA(A⊗ A⊗ A,M)
bd2−→ · · · .
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Take the notations of Proposition 2.3.2. For every n > 1, we denote by bn−1 the
unique map that makes the following diagram commutative:

AMA(A⊗ A⊗n ⊗ A,M)
φ(A⊗n,M) // M(A⊗n,M)

AMA(A⊗ A⊗n−1 ⊗ A,M)

bdn

OO

M(A⊗n−1,M)
ψ(A⊗n−1,M)

oo

bn−1

OO

and we set
b0 := φ(A,M) ◦ d̂1 ◦ γ̂ ◦ ψ(1,M),

where γ : A⊗ A :−→ A⊗ 1⊗ A is the canonical isomorphism.
In this way, we obtain the so called standard complex :

0 −→M(1,M)
b0−→M(A,M)

b1−→M(A⊗ A,M)
b2−→M(A⊗ A⊗ A,M)

b3−→ · · · .

By definition

Hn(A,M) =
Ker (bn)

Im (bn−1)

For every f ∈M(1,M), set

b0
0 (f) := µr

M(f ⊗ A)l−1
A and b0

1 (f) := µl
M(A⊗ f)r−1

A

while, for every n > 0 and f ∈M(A⊗n,M), set:

bn
i (f) =





µr
M ◦ (f ⊗ A), i = 0;

f ◦ (A⊗n−i ⊗m⊗ A⊗i−1), i = 1, . . . , n;
µl

M ◦ (A⊗ f) , i = n + 1.

It can be easily proved that

bn
i = φ(A⊗n+1,M) ◦ ∂̂n+1

i ◦ ψ(A⊗n,M)

and

bn(f) =
∑n+1

i=0
(−1)ibn

i (f), for every n ≥ 0.

In particular, for n ∈ {0, 1, 2} the differentials bn are given by:

b0(f) = µr
M(f ⊗ A)l−1

A − µl
M(A⊗ f)r−1

A ;

b1(f) = µr
M(f ⊗ A)− fm + µl

M(A⊗ f);

b2(f) = µr
M(f ⊗ A)− f(A⊗m) + f(m⊗ A)− µl

M(A⊗ f).

Definition 3.1.9. The abelian group Ker (bn) is also denoted by Zn(A,M) and
its elements are called n-cocycles. The abelian group Im (bn−1) is also denoted by
Zn(A,M) and its elements are called of n-coboundaries.
A 1-cocycle is also called a derivation of A with values in the A-bimodule M .
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3.2 Separable algebras

Remark 3.2.1. Let (A,m, u) be an algebra in a monoidal category M. The multi-
plication m always has a section in AM and in MA, namely A⊗ u and respectively
u ⊗ A. In general, m has no section in AMA. We are going to characterize those
algebras whose multiplication has an A-bilinear section.

Lemma 3.2.2. Let (A,m, u) be a separable algebra in a monoidal category (M,⊗,1).
If (M,µl

M , µr
M) ∈ AMA, then µl

M and µr
M split in AMA.

Proof. We will only prove that µr
M splits in AMA, for µl

M we can proceed analo-
gously.
Let σ : A → A⊗ A be a section of m in AMA.

Let γr : M → M ⊗ A be defined by

γr = (µr
M ⊗ A)(M ⊗ σ)(M ⊗ u)r−1

M .

Using the fact that M is an A-bimodule and the naturality of the right unit
constraint, it is easy to check that γr is a section of µr

M in MA. Let us prove that
γr is also left A-linear. Since σ is right A-linear, we have (A⊗m) (σ ⊗ A) = σm so
that

(M ⊗m) (γr ⊗ A) = (M ⊗m) (µr
M ⊗ A⊗ A)(M ⊗ σ ⊗ A)(M ⊗ u⊗ A)

(
r−1
M ⊗ A

)

= (µr
M ⊗ A) [M ⊗ (A⊗m) (σ ⊗ A) (u⊗ A)]

(
M ⊗ l−1

A

)

= (µr
M ⊗ A)

[
M ⊗ σm (u⊗ A) l−1

A

]

= (µr
M ⊗ A) (M ⊗ σ) .

On the other hand, since σ is left A-linear, we have (m⊗ A) (A⊗ σ) = σm so that

γrµ
r
M = (µr

M ⊗ A)(M ⊗ σ)(M ⊗ u)r−1
M µr

M

= (µr
M ⊗ A)(M ⊗ σ)(M ⊗ u) (µr

M ⊗ 1) r−1
M⊗A

= [µr
M (µr

M ⊗ A)⊗ A] (M ⊗ A⊗ σ)(M ⊗ A⊗ u)
(
M ⊗ r−1

A

)

= [µr
M (M ⊗m)⊗ A]

[
M ⊗ (A⊗ σ) (A⊗ u) r−1

A

]

= (µr
M ⊗ A)

[
M ⊗ (m⊗ A) (A⊗ σ) (A⊗ u) r−1

A

]

= (µr
M ⊗ A)

[
M ⊗ σm (A⊗ u) r−1

A

]

= (µr
M ⊗ A) (M ⊗ σ) = (M ⊗m) (γr ⊗ A) .

Theorem 3.2.3. [AMS3, Theorem 1.30] Let (A,m, u) be an algebra in an abelian
monoidal category (M,⊗,1). The following assertions are equivalent:

(a) m splits in AMA.



3.3 Hochschild extensions of algebras in a
monoidal category 45

(b) A is P-projective.
(c) H1(A,M) = 0, for all M ∈ AMA.
(d) Hn(A,M) = 0, for all n > 0 and for all M ∈AMA.
(e) Any morphism in AMA splits in AMA whenever it splits in M.
(f) The category AMA is P-semisimple.

Proof. (a) ⇒ (f) Let (M, µl
M , µr

M) ∈ AMA. By the previous lemma there are sl :
M → A ⊗M and sr : M → M ⊗ A sections in AMA of µl

M and µr
M , respectively.

Then (sl ⊗ A)sr is a section of µr
M(µl

M ⊗ A) in AMA. It follows that M is a direct
summand of (A⊗M)⊗ A, which proves that M is P-projective.

The other implications follow as in the classical case.

Definition 3.2.4. Any algebra (A,m, u) in an abelian monoidal category (M,⊗,1),
satisfying one of the conditions of Theorem 3.2.3, is called separable.

Corollary 3.2.5. An algebra (A,m, u) in an abelian monoidal category (M,⊗,1)
is separable iff Hdim(A) = 0.

3.3 Hochschild extensions of algebras in a

monoidal category

Our goal in this section is to classify Hochschild extensions of an algebra A (de-
fined in an appropriate way) by using the second Hochschild cohomology group
H2(A,−). This classification will be used in the next section to investigate algebras
of Hochschild dimension 1.

First some definitions and preliminary results.

Definition 3.3.1. Let A and B be two algebras in a monoidal category (M,⊗,1).
A morphism σ : B → A in M is called unital if σuB = uA, where uA and uB are the
units of A and B, respectively. Moreover, if f : A → B is a morphism of algebras
in M we shall say that σ is an unital section of f if fσ = IdB and σ is an unital
morphism.

Let (E, mE, uE) be an algebra in M. If i : X −→ E is a monomorphism in M
then we will write X2 = 0 in the case when mE(i⊗ i) = 0.

Lemma 3.3.2. [AMS3, Lemma 2.3] Let (A, m, u) and (E, mE, uE) be algebras. Let
π : E → A be a morphism of algebras in (M,⊗,1) that has a section σ : A → E in
M. Let K = Ker(π) and assume that K2 = 0.

a) We have:

(3.3) mE (σu⊗ σu) l−1
1 = 2σu− uE.
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b) The morphism σ′ := 2σ −mE (σ ⊗ σ) (A⊗ u) r−1
A is a unital section of π.

c) Let µl
K : A⊗K → K and µr

K : K ⊗A → K be the maps uniquely defined by:

iµl
K = mE(σ ⊗ i),(3.4)

iµr
K = mE(i⊗ σ),(3.5)

where i : K → E is the canonical inclusion. Then
(
K, µl

K , µr
K

)
is an A-bimodule

and µl
K and µr

K do not depend on the choice of the section σ.

Proof. a) The relation π (σu− uE) = 0 tells us that there exists a unique morphism
λ : 1 → K so that

(3.6) σu− uE = iλ.

On the other hand, K2 = 0 so that mE(i ⊗ i) = 0. We get mE[(σu − uE) ⊗ (σu −
uE)]l−1

1 = 0. Hence:

mE(σu⊗ σu)l−1
1 −mE(uE ⊗ σu)l−1

1 −mE(σu⊗ uE)l−1
1 + mE(uE ⊗ uE)l−1

1 = 0.

For any morphism f : 1 → E, we have mE(f ⊗ uE)l−1
1 = f and mE(uE ⊗ f)l−1

1 = f
(note that r1 = l1). It results mE (σu⊗ σu) l−1

1 − σu − σu + uE = 0, so relation
(3.3) is proved.

b) Straightforward computation. We have πσ′ = IdA as mA (A⊗ u) r−1
A = IdA

and σ is a section of π. One can prove easily that σ′ is unital by using the definition
of σ′, the fact that the right unit constraint is functorial, the equality r1 = l1 and
relation (3.3).

c) The relation π[mE (σ ⊗ σ)−σm] = m (πσ ⊗ πσ)−πσm = 0 tells us that there
exists a unique morphism ω : A⊗ A → K such that

(3.7) iω = mE (σ ⊗ σ)− σm.

The relation πmE (σ ⊗ E) (A⊗i) = mA (πσ ⊗ π) (A⊗i) = 0 tells us that there exists
a unique morphism µl

K : A⊗K → K such that iµl
K = mE(σ ⊗ i). Analogously one

gets that there exists a morphism µr
K : K ⊗ A → K, uniquely defined by (3.5). By

definition of µl
K and using (3.7), we have

iµl
K(A⊗ µl

K) = mE[σ ⊗mE(σ ⊗ i)]

= mE[mE(σ ⊗ σ)⊗ i] = mE((iω + σm)⊗ i) = iµl
K(m⊗K).

Moreover, by (3.6), we obtain

iµl
K(u⊗K) = mE(σu⊗ i) = mE(iλ + uE ⊗ i) = mE(uE ⊗ i)l−1

K lK = ilK
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Analogously we get iµr
K(µr

K ⊗ A) = iµr
K(K ⊗m) and iµr

K(K ⊗ u) = irK . Since i is
a monomorphism we deduce that

µl
K(u⊗K) = lK , µr

K(K ⊗ u) = rK ,

µl
K(A⊗ µl

K) = µl
K(m⊗K), µr

K(µr
K ⊗ A) = µr

K(K ⊗m).

Furthermore,

iµl
K(A⊗ µr

K) = mE[σ ⊗mE(i⊗ σ)] = mE (E ⊗mE) (σ ⊗ i⊗ σ),

iµr
K(µl

K ⊗ A) = mE[mE(σ ⊗ i)⊗ σ] = mE (mE ⊗ E) (σ ⊗ i⊗ σ).

so iµl
K(A⊗ µr

K) = iµr
K(µl

K ⊗ A). We conclude that (K, µl
K , µK) is an A-bimodule.

We now prove that µl
K does not depend on the choice of σ. Let τ : A → E be

another section of π in M and let γl : A ⊗ K → K be the associated left module
structure. As π (σ − τ) = 0 there exists a unique morphism ν : A → K such that
iν = σ − τ . Then

i(µl
K−γl) = iµl

K− iγl = mE(σ⊗ i)−mE(τ ⊗ i) = mE[(σ− τ)⊗ i] = mE(iν⊗ i) = 0,

so µl
K = γl, as i is a monomorphism. Analogously, µr

K does not depend on σ.

Definitions 3.3.3. 1) Let (A,m, u) be an algebra in an abelian monoidal category
(M,⊗,1) and let (M, µl

M , µr
M) be an A-bimodule.

A Hochschild extension (E) of A with kernel M is an exact sequence in M:

(E) 0 −→ M
i−→ E

π−→ A −→ 0

that satisfies the following conditions:
a) π is has a section σ in M;
b) (E, mE, uE) is an algebra in M and π is an algebra homomorphism;
c) M2 = 0, that is mE (i⊗ i) = 0;
d) the morphisms µl

K and µr
M fulfill relations (3.4) and (3.5), i.e.

iµl
M = mE(σ ⊗ i) and iµr

M = mE(i⊗ σ).

2) Two Hochschild extensions of A:

0 −→ M
i−→ E

π−→ A −→ 0

0 −→ M
i′−→ E ′ π′−→ A −→ 0

with kernel M are equivalent if there is a morphism of algebras f : E → E ′ such
that π′f = π and fi = i′.

3) An extension π : E → A is a trivial extension whenever it admits a section
that is an algebra homomorphism.
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Remarks 3.3.4. 1) Let (E) be a Hochschild extension of A with kernel M . Since
M2 = 0, by the previous lemma, one can define another bicomodule structure on
M, by choosing an arbitrary section σ of π in M. The third condition from the
definition of Hochschild extensions means that this new structure and (M,µl

M , µr
M)

coincide.

2) By the short 5-Lemma (see [McL1, Lemma 1, page 198]), f is always an
isomorphism of algebras.

3) Let π : E → A be a morphism of algebras in (M,⊗,1) that has a section
σ : A → E in M. Let (ker(π), i) be the kernel of π and assume that (ker(π))2 = 0.
By Lemma 3.3.2,

0 −→ ker(π)
i−→ E

π−→ A −→ 0

is a Hochschild extension.

Lemma 3.3.5. [AMS3, Lemma 2.6] Let (A,m, u) be an algebra in an abelian
monoidal category M and let (M, µr

M , µl
M) ∈ AMA. Suppose that ω : A⊗A → M is

a morphism in M. Define mω : (A⊕M)⊗ (A⊕M) → A⊕M and uω : 1 → A⊕M
by setting:

mω = iAm (pA ⊗ pA) + iM
[
µr

M (pM ⊗ pA) + µl
M (pA ⊗ pM)− ω (pA ⊗ pA)

]
,

uω = iAu + iMω(u⊗ u)l−1
1 ,

where iA, iM are the canonical injections in A ⊕M and pA, pM are the canonical
projections. Then mω is an associative multiplication if and only if ω is a Hochschild
2-cocycle. Moreover, in this case, (A⊕M, mω, uω) is an algebra and

0 −→ M
iM−→ A⊕M

pA−→ A −→ 0

is a Hochschild extension of A with kernel (M, iM). This extension will be denoted
by (Eω).

Proof. First we want to show that ω is a 2-cocycle if and only if mω is associative,
i.e. we have

(3.8) µl
M (A⊗ ω)− ω(m⊗ A) + ω (A⊗m)− µr

M(ω ⊗ A) = 0

if and only if mω (Eω ⊗mω) = mω (mω ⊗ Eω). In fact the last relation holds true if
and only if

pAmω (Eω ⊗mω) = pAmω (mω ⊗ Eω) and pMmω (Eω ⊗mω) = pMmω (mω ⊗ Eω) .
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A straightforward, but tedious, computation shows us that:

pAmω (Eω ⊗mω) = m(A⊗m) (pA ⊗ pA ⊗ pA) ,

pAmω (mω ⊗ Eω) = m(m⊗ A) (pA ⊗ pA ⊗ pA) ,

pMmω (Eω ⊗mω) = f − µl
M(A⊗ ω) (pA ⊗ pA ⊗ pA)− ω(A⊗m) (pA ⊗ pA ⊗ pA) ,

pMmω (mω ⊗ Eω) = g − µr
M(ω ⊗ A)(pA ⊗ pA ⊗ pA)− ω(m⊗ A)(pA ⊗ pA ⊗ pA),

where:

f =

(
µr

M(M ⊗m) (pM ⊗ pA ⊗ pA) + µl
M(A⊗ µr

M) (pA ⊗ pM ⊗ pA) +
+µl

M(A⊗ µl
M) (pA ⊗ pA ⊗ pM)

)
,

g =

(
µr

M(µr
M ⊗ A)(pM ⊗ pA ⊗ pA) + µr

M(µl
M ⊗ A) (pA ⊗ pM ⊗ pA) +

µl
M(m⊗M) (pA ⊗ pA ⊗ pM)

)
.

As M is an A-bimodule we get f = g.
Therefore pMmω (Eω ⊗mω) = pMmω (mω ⊗ Eω) if and only if

(3.9) [µl
M(A⊗ω)+ω(m⊗A)] (pA ⊗ pA ⊗ pA) = [µr

M(ω⊗A)+ω(m⊗A)](pA⊗pA⊗pA).

Furthermore, this relation holds if and only if ω is a 2-cocycle (the direct implication
follows by composing (3.9) with iA⊗iA⊗iA to the right, and the converse is obvious).
In conclusion, the multiplication on Eω is associative if and only if ω is a 2-cocycle.

For proving that uω is the unit of Eω we proceed similarly. We need the following
equalities:

pAmω(Eω ⊗ uω) = pArEω and pMmω (Eω ⊗ uω) = pMrEω ,(3.10)

pAmω (uω ⊗ Eω) = pAlEω and pMmω (uω ⊗ Eω) = pM lEω .(3.11)

We will prove only (3.10), the proof of (3.11) being left to the reader. First we notice
that we have pArEω = rA(pA ⊗ 1) and pMrEω = rM(pM ⊗ 1), as the unit constraint
r is a natural morphism. Furthermore, by the definition of mω and uω, we get:

pAmω(Eω ⊗ uω) = m(pA ⊗ pAuω) = m(pA ⊗ u) = m(A⊗ u)(pA ⊗ 1) = rA(pA ⊗ 1),

so we have the first equality of (3.10). We still have to prove the second relation of
(3.10). We have:

pMmω(Eω ⊗ uω) = µr
M(pM ⊗ pAuω) + µl

M(pA ⊗ pMuω)− ω(pA ⊗ pAuω)

= µr
M(pM ⊗ u) + µl

M [pA ⊗ ω(u⊗ u)l−1
1 ]− ω(pA ⊗ u).

Obviously, µr
M(pM ⊗ u) = rM(pM ⊗ 1).

Thus, to conclude it is enough to show that µl
M [pA ⊗ ω(u ⊗ u)l−1

1 ] = ω(pA ⊗ u).
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Indeed,

ω(m⊗ A) (A⊗ u⊗ u) = ω(m (A⊗ u)⊗ u) = ω(rA ⊗ u),

ω (A⊗m) (A⊗ u⊗ u) = ω (A⊗m (u⊗ u))

= ω[A⊗m (u⊗ A) (1⊗ u)]

= ω(A⊗ lA)(A⊗ 1⊗ u).

On the other hand, by the triangle axiom we have A⊗ lA = rA ⊗ A, so that:

ω (A⊗m) (A⊗ u⊗ u) = ω(rA ⊗ A) (A⊗ 1⊗ u) = ω(rA ⊗ u).

We deduce
ω(m⊗ A) (A⊗ u⊗ u) = ω (A⊗m) (A⊗ u⊗ u) .

Therefore, if we compose (3.8) with A⊗ u⊗ u to the right, we obtain:

µl
M [A⊗ ω (u⊗ u)] = µr

M [ω (A⊗ u)⊗ u] = ω (A⊗ u) rA⊗1.

Hence:

µl
M [pA ⊗ ω (u⊗ u) l−1

1 ] = µl
M [A⊗ ω (u⊗ u)](pA ⊗ l−1

1 ) = ω (A⊗ u) rA⊗1(pA ⊗ l−1
1 ).

Finally,

ω (A⊗ u) rA⊗1(pA ⊗ l−1
1 ) = ω (A⊗ u) rA⊗1(A⊗ l−1

1 )(pA ⊗ 1) = ω (pA ⊗ u)

as rA⊗1 = A⊗ l1, by the triangle axiom.

Definitions 3.3.6. a) The Hochschild extension pA : Eω → A, introduced in the
lemma above, is called the Hochschild extension associated to ω.

b) If (A,mA, uA) and (E, mE, uE) are algebras and σ : A → E is a morphism in
M, we define the curvature of σ to be the morphism:

(3.12) θσ : A⊗ A → E, θσ := σmA −mE(σ ⊗ σ)

Proposition 3.3.7. [AMS3, Proposition 2.8] Let π : E → A be a Hochschild
extension of A with kernel (M, i), let σ : A → E be a section of π and let θσ be
the curvature of σ. Then there is a unique morphism ω : A ⊗ A → M , such that
iω = θσ. Moreover, ω is a 2-cocycle whose class [ω] ∈ H2 (A,M) does not depend
on the choice of σ. If pA : Eω → A is the Hochschild extension associated to ω, the
morphism

fω := σpA + ipM : Eω → E

defines an equivalence of Hochschild extensions.
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Proof. The morphism π is an algebra homomorphism, and hence πθσ = 0. Thus
there exists a unique morphism ω : A ⊗ A → M such that iω = θσ. Let µl

M and
µr

M be the morphisms that define the module structure of M and let mA and mE

be the multiplications of A and E respectively. By formulas (3.4), (3.5) and the
construction of ω we have:

ib2 (ω) = mE (θσ ⊗ σ)− θσ (A⊗mA) + θσ(mA ⊗ A)−mE (σ ⊗ θσ) .

Thus, by the definition of curvature θσ we get ib2(ω) = 0. Since i is a monomorphism,
we obtain b2 (ω) = 0, that is ω is a cocycle.

Let σ′ : A → E be another section of π. Since π (σ − σ′) = 0, there exists
a unique morphism τ : A → M such that iτ = σ − σ′. Let ω′ be the 2-cocycle
associated to σ′. Since µl

M and µr
M are independent of the choice of the section, the

relation (3.4) holds true if we replace σ by σ′. Hence by definition of b1, equation
iω′ = θσ′ and construction of τ we get:

i
(
ω′ − b1 (τ)

)
=

{
σ′mA −mE(σ′ ⊗ σ′)−mE[σ′ ⊗ (σ − σ′)]+

+σmA − σ′mA −mE[(σ − σ′)⊗ σ]

}
.

We deduce i (ω′ − b1 (τ)) = σmA −mE (σ ⊗ σ) = θσ = iω, so that ω′ = b1 (τ) + ω.
Thus [ω] = [ω′] .

It remains to show that fω is an equivalence of extensions. First, fω is a morphism
of algebras. Indeed, we have:

fωmω = [σpA + ipM ] mω

= σmA (pA ⊗ pA) + i[µr
M (pM ⊗ pA) + µl

M (pA ⊗ pM)− ω (pA ⊗ pA)]

= mE

[
(i⊗ σ) (pM ⊗ pA) + (σ ⊗ i) (pA ⊗ pM) +
+ (σ ⊗ σ) (pA ⊗ pA) + (i⊗ i) (pM ⊗ pM)

]

= mE (fω ⊗ fω) ,

as mE(i⊗ i) = 0. Similarly, we have:

fωuω = [σpA + ipM ] uω

= σu + iω (u⊗ u) l−1
1 = σu + σmA (u⊗ u) l−1

1 −mE (σu⊗ σu) l−1
1

= 2σu−mE (σu⊗ σu) l−1
1 = uE,

where for the last equality we used (3.3). Finally, one can check easily that πfω = pA

and fωiM = i, so fω is an equivalence of Hochschild extensions.

Definitions 3.3.8. With the notations of the previous Proposition, ω is called the
2-cocycle associated to σ, while the class [ω] is called the cohomology class associated
to the Hochschild extension π : E → A.
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Lemma 3.3.9. Let ω : A ⊗ A → M be a 2-cocycle and let pA : Eω → A be the
Hochschild extension associated to ω. Then the cohomology class associated to the
Hochschild extension pA : Eω → A is exactly [ω] .

Proof. Since iA : A → Eω is a section of pA, we have:

θiA = iAmA −mω (iA ⊗ iA) = iAmA − iAmA + iMω = iMω.

Thus, in view of Proposition 3.3.7, the cohomology class associated to this extension
is [ω].

3.3.10. Let A be an algebra and let M be an A-bimodule. If π : E → A is a
Hochschild extension, we will denote by [E] the class of all Hochschild extensions
equivalent to it. We define:

Ext (A,M) := {[E] | E → A is a Hochschild extension of A with kernel M} .

Proposition 3.3.11. [AMS3, Proposition 2.12] Let A be an algebra and let M be
an A-bimodule. If ω, ω′ : A⊗ A → M are 2-cocycles, then:

[ω] = [ω′] ⇐⇒ [Eω] = [Eω′ ] .

Moreover, if [ω] = 0, i.e. there exists a morphism τ : A → M such that ω = b1(τ),
then the morphism σ := iA + iMτ : A → Eω is an algebra homomorphism which is
a section of pA : Eω → A.

Proof. Suppose that [Eω] = [Eω′ ] . Therefore, there exists an algebra homomorphism
g : Eω → Eω′ which is an equivalence of Hochschild extensions, that is pAg = pA

and giM = iM .
As giA is a section of pA : Eω′ → A, we have:

θ′giA
= giAmA −mω′ (giA ⊗ giA) = g [iAmA −mω (iA ⊗ iA)] = giMω = iMω,

so that, by definition, the cohomology class associated to (Eω′) is [ω]. On the other
hand, by Lemma 3.3.9, the cohomology class of (Eω′) is [ω′]. Thus [ω] = [ω′] .

If [ω] = [ω′] , there exists a morphism τ : A → M such that ω = ω′ + b1 (τ) . The
morphism σ := iA + iMτ : A → Eω is a section of pA : Eω → A. Let µl

M and µr
M be

the morphisms that define the module structure of M. Thus:

θσ = σmA −mω (σ ⊗ σ) = iAmA + iMτmA − iAmA − iM
[
µr

M (τ ⊗ A) + µl
M (A⊗ τ)− ω

]

= iM
[
τmA − µr

M (τ ⊗ A)− µl
M (A⊗ τ) + ω

]
= iM(−b1 (τ) + ω) = iMω′.

Applying Proposition 3.3.7 to the Hochschild extension pA : Eω → A, we get that
there is an equivalence between (Eω′) and (Eω), namely fω′ = σpA + iMpM : Eω′ →
Eω. Therefore [Eω] and [Eω′ ] are equal.
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If ω′ = 0, then iA : A → Eω′ is clearly an algebra homomorphism which is
a section of the projection pA : Eω′ → A. Now, σ := iA + iMτ is a section of
pA : Eω → A so that the morphism fω′ = σpA + ipM : Eω′ → Eω is an algebra
homomorphism. Since fω′iA = σ, we conclude.

Theorem 3.3.12. [AMS3, Theorem 2.13] Let A be an algebra and let M be an
A-bimodule. The map:

Φ : H2(A,M) → Ext (A, M) ,

where Φ ([ω]) := [Eω] , is well−defined and is a bijection.

Proof. Φ is well−defined and bijective by Proposition 3.3.11 and Proposition 3.3.7.

Lemma 3.3.13. Let A and B be algebras in a monoidal category (M,⊗,1) and
let f : A → B be an algebra homomorphism. Let M be an B−bimodule. Let
ωB ∈ M(B ⊗ B,M) and ωA := ωB(f ⊗ f) ∈ M(A ⊗ A,M). Then, if we regard
M as an A-bimodule via f , then b2(ωA) = b2(ωB)(f ⊗ f ⊗ f). In particular ωA is a
2-cocycle whenever ωB is.

Proof. Let µr
M : M ⊗ B → M and µl

M : B ⊗ M → M be the morphisms defining
the module structure of M . Then the left A-module structure on M is given by

µ̃l
M :=µl

M(f ⊗ M). The map µ̃r
M , giving the right A-module structure of M , is

defined similarly. Hence the relation

b2(ωB)(f ⊗ f ⊗ f) = b2(ωA).

follows by the definitions of b2, ωA, µ̃l
M , µ̃r

M and the fact that f is an algebra
homomorphism.

Proposition 3.3.14. [AMS3, Proposition 2.15] Let A and B be algebras in a
monoidal category (M,⊗,1) and let f : A → B be an algebra homomorphism.
Let π : E → B be a Hochschild extension of B with kernel (M, i), let σ : B → E be
a section of π and let ωB : B⊗B → M the associated 2-cocycle. Let ωA := ωB(f⊗f).
If pA : EωA

→ A is the Hochschild extension associated to ωA, then the morphism

πf := σfpA + ipM : EωA
→ E

defines an algebra homomorphism such that the following diagram commutes:

0 // M
iM // EωA

πf

²²

pA // A

f

²²

// 0

0 // M
i // E

π // B // 0
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Proof. Denote the canonical injections (respectively projections) in EωA
by iA, iM

(respectively pA, pM). Let jB, jM (respectively qB, qM) be the canonical injections
(respectively projections) in EωB

. By Proposition 3.3.7, the morphism

fωB
:= σqB + iqM : EωB

→ E

defines an equivalence of Hochschild extensions. It is clear that the following diagram

0 // M
iM // EωA

ξ
²²

pA // A

f

²²

// 0

0 // M
jM // EωB

qB // B // 0

commutes, where ξ := jBfpA + jMpM : EωA
→ EωB

. If ξ is an algebra homomor-
phism, then fωB

ξ = (σqB + iqM)ξ = σfpA + ipM is an algebra homomorphism, and
hence πf satisfies the required properties. Thus, let us check that ξ is an algebra
homomorphism. Let µr

M : M ⊗ B → M and µl
M : B ⊗M → M be the morphisms

defining the B-module structures of M. If ζ = mωB
(ξ ⊗ ξ) we have:

ζ = mωB
[(jBfpA ⊗ jBfpA) + (jBfpA ⊗ jMpM) + (jMpM ⊗ jBfpA) + (jMpM ⊗ jMpM)]

= jBmB(fpA ⊗ fpA)− jMωB(fpA ⊗ fpA) + jMµl
M(fpA ⊗ pM) + jMµr

M(pM ⊗ fpA)

= jBfmA(pA ⊗ pA)− jMωA(pA ⊗ pA) + jM µ̃l
M(pA ⊗ pM) + jM µ̃r

M(pM ⊗ pA) = ξmωA
.

Moreover, ξuωA
= jBfuA + jMωA (uA ⊗ uA) l−1

1 = jBuB + jMωB (fuA ⊗ fuA) l−1
1

= uωB
.

Corollary 3.3.15. Let π : E → B be a Hochschild extension of B with kernel
(M, i), let σ : B → E be a section of π. Let ωB : B ⊗ B → M be the 2-cocycle
associated to σ, let f : A → B be an algebra homomorphism and let ωA = ωB(f⊗f).
If there exists a morphism τ : A → M such that ωA = b1(τ), i.e. [ωA] = 0, then the
morphism

f = σf + iτ : A → E

defines a morphism of algebras such that πf = f .

Proof. Since [ωA] = 0, by Proposition 3.3.11, the morphism σ′ := iA + iMτ : A →
EωA

is an algebra homomorphism which is a section of pA : EωA
→ A. By Proposition

3.3.14, then the morphism

πf := σfpA + ipM : EωA
→ E

defines an algebra homomorphism such that ππf = fpA. Then the morphism f :=
πfσ

′ is an algebra map such that πf = ππfσ
′ = fpAσ′ = f.
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3.4 Formally smooth algebras

The starting point is the basic observation included in the following Lemma.

Lemma 3.4.1. Let M be an abelian monoidal category. Let (A,m, u) be an algebra
in M, let (I, iI) be an ideal in A and let n ∈ N∗. With the notations of section 1.4
and in particular of 1.4.12, if the canonical morphism pn

I : A/In+1 → A/In splits in
M then the sequence

0 → In

In+1

jn
I−→ A

In+1

pn
I−→ A

In
→ 0,

defines a Hochschild extension of A
In with kernel In

In+1 .

Proof. follows in view of 1.4.12, Lemma 1.4.13 and 3) of Remarks 3.3.4.

Definition 3.4.2. Let M be an abelian monoidal category.
Let (En, pn)n∈N∗ be a sequence of morphisms in M

(3.13) · · · pn+1−→ En+1
pn−→ En

pn−1−→ · · · p2−→ E2
p1−→ E1.

We say that (En, pn)n∈N∗ is an inverse system of extensions if

• pn is an algebra homomorphism,

• (Ker(pn))2 = 0, for any n ≥ 1.

We say that (En, pn)n∈N∗ is an inverse system of Hochschild extensions if

• (En, pn)n∈N∗ is an inverse system of extensions,

• pn has a section in M, for any n ≥ 1.

We say that an inverse system of Hochschild extensions (En, pn)n∈N∗ has an inverse
limit if lim←−En exists in the category Alg(M) of algebras in M.

Remark 3.4.3. 1) Let (En, pn)n∈N∗ be an inverse system of Hochschild extensions.
In view of Remarks 3.3.4 each exact sequence

0 −→ Ker(pn)
i−→ En+1

pn−→ En −→ 0

defines a Hochschild extension of En with kernel Ker(pn). This justifies the above
terminology.
2) We point out that, if M is an abelian monoidal category and the inverse limit
lim←−En exists inM, then it can be endowed with a natural algebra structure in such a

way that it is the inverse limit in the category Alg(M) of algebras in M. Therefore,
in this case, (En, pn)n∈N∗ has an inverse limit.



56 3. Hochschild cohomology

Example 3.4.4. Let I be an ideal of an algebra E in an abelian monoidal category
and let

pn
I :

E

In+1
→ E

In

the morphism defined in 1.4.13. In view of Lemma 3.4.1, we have that

(
E

In
, pn

I )n∈N∗ ,

defines an inverse system of extensions which is called the I−adic inverse system.
This is not an inverse system of Hochschild extensions unless each pn

I has a section
in M.

Definition 3.4.5. Let A,E,B be algebras and let π : E → B be an algebra
homomorphism in a monoidal category M. We say that A has the lifting property
with respect to π whenever the canonical map

Homalg(A, π) : Homalg(A, E) → Homalg(A,B) : f 7→ π ◦ f

is surjective. This means that every algebra homomorphism g : A → B can be lifted
to an algebra homomorphism f : A → E that makes the following diagram

A
f

~~
g

²²
E π

// B

commutative.

Theorem 3.4.6. [AMS3, Theorem 3.8] Let (M,⊗,1) be an abelian monoidal cate-
gory. Let (A,m, u) be an algebra inM. Then the following conditions are equivalent:

(a) A has the lifting property with repect to every algebra homomorphism π :
E → B that splits in M and such that (Ker(π))2 = 0.

(b) A has the lifting property with repect to the canonical morphism

lim←−En → E1

for every inverse system of Hochschild extensions (En, pn)n∈N∗ which has inverse
limit lim←−En.

(c) A has the lifting property with repect to the canonical morphism

lim←−
E

In
→ E

I

for any algebra E in M and any ideal I of E such that (E/In, pn
I )n∈N∗ is an inverse

system of Hochschild extensions which has inverse limit lim←−E/In.

(d) Any Hochschild extension of A is trivial.
(e) H2 (A,M) = 0, for every M ∈ AMA.
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Proof. (a) ⇒ (b) Let (En, pn)n∈N∗ be an inverse system of Hochschild extensions
that has an inverse limit lim←−En. Let f : A → E1 be an algebra homomorphism.
Since pn : En+1 → En is by hypothesis a Hochschild extension, for every n ≥ 1, we
can construct inductively a morphism of algebras fn : A → En such that f := f1 and
fn = pnfn+1. We deduce that there is an algebra homomorphism g : A → lim←−En

such that q1g = f, where qn : lim←−En → En are the canonical morphisms coming
from the definition of the inverse limit in a category.

(b) ⇒ (c) Obvious.
(c) ⇒ (d) Let M ∈ AMA and let

0 −→ M
i−→ E

π−→ A −→ 0

be a Hochschild extension of A with kernel M . Let pM : E → E/M be the canonical
projection and let f : E/M → A be the canonical isomorphism such that fpM = π.
Now pM : E → E/M is a Hochschild extension of E/M with kernel M . Since
M2 = 0, it is clear that (E, pM) = lim←−E/Mn so that there exists g ∈ Homalg(A,E)

such that pMg = f−1. Thus

πg = fpMg = ff−1 = IdA.

(d) ⇒ (e) Let M ∈ AMA and let

0 −→ M
i−→ E

π−→ A −→ 0

be a Hochschild extension of A with kernel M . By the definition of trivial extension,
there exists a section σ : A → E of π that is an algebra homomorphism. If ω is the
cocycle associated to σ then

iω = θσ = σmA −mE (σ ⊗ σ) = 0.

Thus ω = 0 so, by Proposition 3.3.7, we have [E] = [E0]. Therefore, Ext (A,M) =
{[E0]} and hence, by Theorem 3.3.12, we get H2 (A,M) = 0,∀M ∈ AMA.

(e)⇒ (a) Since (Ker(π))2 = 0 it results that π : E → B is a Hochschild extension
of B with kernel Ker(π). The conclusion follows by Corollary 3.3.15.

Definition 3.4.7. Any algebra (A,m, u) in an abelian monoidal category (M,⊗,1),
satisfying one of the conditions of Theorem 3.4.6, is called formally smooth.

Corollary 3.4.8. Any separable algebra in M is formally smooth.

Corollary 3.4.9. Let (A, m, u) be an algebra in an abelian monoidal category
(M,⊗,1). Then the following assertions are equivalent:

(a) A is formally smooth.
(b) Ker(m) is P-projective.
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Proof. Let (L, j) := Ker(m) and let us consider the exact sequence:

0 −→ L
j−→A⊗ A

m−→A −→ 0.

We know that m has a section in M so that m ∈ P . Given any M ∈ AMA, we
apply the functor F := AMA(−,M) to the sequence above and find:

Ext1
P (A⊗ A,M) −→ Ext1

P (L,M) −→ Ext2
P (A,M) −→ Ext2

P (A⊗ A,M) .

Since A ⊗ A is P-projective, we get that Ext1
P (L,M) ' Ext2

P (A,M) = H2(A,M).
We conclude by applying Proposition 3.1.6 and Theorem 3.4.6.

Theorem 3.4.10. [AMS3, Theorem 3.13] Let (A,m, u) be an algebra in an abelian
monoidal category (M,⊗,1). Then the following conditions are equivalent:

(a) A is formally smooth.
(b) The canonical morphism lim←−E/In → A has an algebra homomorphism sec-

tion, where I is an ideal in an algebra E such that E/I ' A (as algebras) and
(E/In, pn

I )n∈N∗ is an inverse system of Hochschild extensions which has inverse limit
lim←−E/In.

(c) Let π : E → A be an epimorphism in M. If π is an algebra homomorphism,
the kernel I of π is nilpotent and (E/In, pn

I )n∈N∗ is an inverse system of Hochschild
extensions, then π has an algebra homomorphism section.

Proof. (a) ⇒ (b) Let f : E/I → A be an isomorphism of algebras. Let qn :
lim←−E/In → E/In be the canonical map, coming from the definition of inverse limit.

Then the morphism lim←−E/In → A is the composition of f and q1. Since A is

formally smooth, condition (c) of Theorem 3.4.6 holds true. Hence, there is an
algebra homomorphism g : A → lim←−E/In such that q1g = f−1. Thus g is a section

of lim←−E/In → A.

(b) ⇒ (c) Let iI : I → E be the inclusion, let pI : E → E/I be the projection
and let N ≥ 2 be a natural number such that IN = 0. Then pn

I : E/In+1 → E/In

is the identity morphism of E, for n ≥ N. On the other hand, since (A, π) is the
cokernel of iI , there is an isomorphism of algebras f : E/I → A such that π = fpI .
As (E/In, pn

I )n∈N∗ is an inverse inverse system of Hochschild extensions then, by
assumption, lim←−E/In → A has an algebra homomorphism section. Obviously E,

together the canonical morphisms pIn : E → E/In, is the inverse limit of the I−adic
inverse system. Thus, in this case, q1 = pI so the canonical map lim←−E/In → A is
fpI = π. Thus π splits.

(c) ⇒ (a) Let π : E → A be a Hochschild extension. Since (Ker(π))2 = 0 then
I = Ker(π) is nilpotent and pn

I : E/In+1 → E/In is the identity morphism of E, for
n ≥ 2. In particular, p1

I = pI . Let f : E/I → A be the algebra isomorphism such
that fpI = π. We deduce that p1

I splits as, by definition π, does. Obviously, for any
n ≥ 2, we have pn

I = IdE/In , so (E/In, pn
I )n∈N∗ is an inverse system of Hochschild

extensions. Thus π has an algebra homomorphism section.
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3.5 Coseparable and formally smooth coalgebras

The whole theory of Hochschild cohomology for coalgebras and its application to
coseparability and formal smoothness can be obtained from our general framework
by duality, i.e. by working in the dual category of (M,⊗,1, a, l, r). Since this process
is completely formal and does not require new ideas we will just state the main
results.

3.5.1. Let (C, ∆, ε) be a coalgebra in (M,⊗,1, a, l, r). Like in the dual case, we
have the functors

CH : M→ CM where CH(X) := C ⊗X and CH(f) := C ⊗ f,

HC : M→MC where HC(X) := X ⊗ C and HC(f) := f ⊗ C,
CHC : M→ CMC where CHC(X) := C ⊗ (X ⊗ C) and CHC(f) := C ⊗ (f ⊗ C),

with their left adjoint CT,TC , CTC , respectively, that forget the comodule structures.
Then the adjunctions (CT, CH), (TC ,HC) and (CTC , CHC) gives rise to the following
classes of monomorphisms:

CI := ICT = {g ∈ CM | g cosplits in M},
IC := ITC = {g ∈MC | g cosplits in M},
I := ICTC = {g ∈ CMC | g cosplits in M}.

3.5.2. Now, for any C-bicomodule M ∈ CMC , we define the Hochschild cohomology
of C with coefficients in M by:

H∗(M, C) = Ext∗I(M,C),

where Ext∗I(M,−) are the relative left derived functors of CMC(M,−). Note that
H∗(M,C) is the Hochschild cohomology of the algebra C with the coefficients in M
(regarded as objects in M◦).

Theorem 3.5.3 (dual to Theorem 3.2.3). Let (C, ∆, ε) be a coalgebra in a coabelian
monoidal category M. The following assertions are equivalent:

(a) ∆ cosplits in CMC .
(b) C is I−injective.
(c) H1(M, C) = 0, for all M ∈ CMC.
(d) Hn(M, C) = 0, for all M ∈ CMC and n > 0.
(e) Any morphism in CMC cosplits in CMC whenever it cosplits in M.
(f) The category CMC is I-cosemisimple (i.e. every object in CMC is I−injective).

Definition 3.5.4. Any coalgebra (C, ∆, ε) in a coabelian monoidal category (M,⊗,1),
satisfying one of the conditions of Theorem 3.5.3, is called coseparable.
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3.5.5. Let (C, ∆, ε) be an coalgebra in (M,⊗,1) and let
(
L, ρl

L, ρr
L

)
be a C-

bicomodule. By the dual of Definition 3.1.9, we have that a morphism

ζ : L → C ⊗ C

is a Hochschild 2-cocyle whenever

b2(ζ) = (ζ ⊗ C) ◦ ρr
L − (C ⊗∆) ◦ ζ + (∆⊗ C) ◦ ζ − (C ⊗ ζ) ◦ ρl

L

is zero.

Definition 3.5.6 (dual to Definition 3.3.3). Let (C, ∆C , εC) be a coalgebra in a
coabelian monoidal category (M,⊗,1) and let (L, ρl

L, ρr
L) be a C-bicomodule. A

Hochschild coextension (E) of C with cokernel L, is an exact sequence in M:

(E) 0 −→ C
σ−→ E

p−→ L −→ 0

that satisfies the following conditions:
a) σ has a retraction π in M;
b) (E, ∆E, εE) is a coalgebra in M and σ is a coalgebra homomorphism;
c) C ∧E C = E, that is (p⊗ p)∆ = 0;
d) the morphisms ρl

L and ρr
L fulfill the following relations

ρl
Lp = (π ⊗ p)∆E and ρr

Lp = (p⊗ π)∆E.

The following result will lead to the definition of a coalgebra structure for the
cotensor coalgebra.

Lemma 3.5.7. Let (C, ∆, ε) be a coalgebra in a coabelian monoidal category M and
let (L, ρr

L, ρl
L) ∈ CMC. Suppose that ζ : L → C ⊗ C is a morphism in M. Define

∆ζ : C ⊕ L → (C ⊕ L)⊗ (C ⊕ L) and εζ : C ⊕ L → 1 by setting:

∆ζ = (iC ⊗ iC) ∆pC +
[
(iL ⊗ iC) ρr

L + (iC ⊗ iL) ρl
L − (iC ⊗ iC) ζ

]
pL,(3.14)

εζ = εpC + l1 (ε⊗ ε) ζpL,(3.15)

where iC , iL are the canonical injections in C⊕L and pC , pL are the canonical pro-
jections. Then ∆ζ is a coassociative comultiplication if and only if ζ is a Hochschild
2-cocycle. Moreover, in this case, (C ⊕ L, ∆ζ , εζ) is a coalgebra and

(E) 0 −→ C
iC−→ C ⊕ L

pL−→ L −→ 0

is a Hochschild coextension of C with cokernel (L, pL). This coextension will be
denoted by Eζ.



3.5 Coseparable and formally smooth coalgebras 61

Proof. The dual of an abelian monoidal category is a coabelian monoidal category.
The conclusion follows by applying Lemma 3.3.5.

Definition 3.5.8. Let M be a coabelian monoidal category.

Let
(
(Ei)i∈N ,

(
ηj

i

)
i,j∈N

)
be a sequence of morphisms in M

(3.16) E1

η2
1−→ E2

η3
2−→ · · · ηn

n−1−→ En
ηn+1

n−→ En+1

ηn+2
n+1−→ · · · .

We say that
(
(Ei)i∈N ,

(
ηj

i

)
i,j∈N

)
is a direct system of coextensions if

• in is a coalgebra homomorphism,

• En ∧En+1 En = En, for any n ≥ 1.

We say that
(
(Ei)i∈N ,

(
ηj

i

)
i,j∈N

)
is a direct system of Hochschild coextensions if

•
(
(Ei)i∈N ,

(
ηj

i

)
i,j∈N

)
is a direct system of extensions,

• ηi+1
i has a retraction in M, for any n ≥ 1.

We say that a direct system of Hochschild coextensions
(
(Ei)i∈N ,

(
ηj

i

)
i,j∈N

)
has

a direct limit if lim−→En exists in the category Coalg(M) of coalgebras in M.

Definition 3.5.9. Lat C,E, D be coalgebras and let δ : D → E be a coalgebra
homomorphism in a monoidal categoryM. We say that C has the extension property
with respect to δ whenever the canonical map

Homcoalg(δ, C) : Homcoalg(E, C) → Homcoalg(D,C) : f 7→ f ◦ δ

is surjective. This means that every coalgebra homomorphism g : D → C can
be extended to a coalgebra homomorphism f : E → C that makes the following
diagram

D

g

²²

δ // E
f

~~
C

commutative.
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Theorem 3.5.10 (dual to Theorem 3.4.6). [AMS3, Theorem 4.16] Let (M,⊗,1)
be a coabelian monoidal category. Let (C, ∆, ε) be a coalgebra in M. Then the
following conditions are equivalent:

(a) C has has the extension property with respect to every coalgebra homomor-
phism δ : D → E that cosplits in M and such that D ∧E D = E.

(b) C has has the extension property with respect to the canonical morphism

E1 → lim−→En

for every direct system of Hochschild coextensions
(
(Ei)i∈N ,

(
ηj

i

)
i,j∈N

)
which has

direct limit lim−→En.

(c) C has has the extension property with respect to the canonical morphism

D → lim−→D∧n
E

for any coalgebra E in M and any subcoalgebra (D, δ : D → E) of E such that((
D∧i

E

)
i∈N

,
(
ξj
i

)
i,j∈N

)
is a direct system of Hochschild coextensions which has direct

limit lim−→D∧n
E .

(d) Any Hochschild coextension of C is trivial.
(e) H2 (M,C) = 0, for any M ∈ CMC .

Definition 3.5.11. Any coalgebra (C, ∆, ε) in a coabelian monoidal category (M,⊗,1),
satisfying one of the conditions of Theorem 3.5.10, is called formally smooth.

Corollary 3.5.12. Any coseparable coalgebra in M is formally smooth.

Corollary 3.5.13. Let (C, ∆, ε) be a coalgebra in a coabelian monoidal category
(M,⊗,1). Then the following assertions are equivalent:

(a) C is formally smooth.
(b) Coker ∆ is I-injective.

Definition 3.5.14. Let E be a coalgebra in M and let (C, δ), where δ : C → E,
be a subcoalgebra of E. We will say that C is conilpotent in E if there is n such
that δn : C∧n

E → E is an isomorphism.

Theorem 3.5.15. Let (C, ∆, ε) be a coalgebra in a coabelian monoidal category
(M,⊗,1). Then the following conditions are equivalent:

(a) C is formally smooth.
(b) The canonical morphism C → lim−→C∧n

E has a coalgebra homomorphism retrac-
tion, where E is a coalgebra endowed with a coalgebra homomorphism δ : C → E

which is a monomorphism in M and such that
((

C∧i
E

)
i∈N

,
(
ξj
i

)
i,j∈N

)
is a direct

system of Hochschild coextensions which has direct limit lim−→C∧n
E .
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(c) Let δ : C → E be a monomorphism in M. If δ is a coalgebra homomor-

phism, C is conilpotent and
((

C∧i
E

)
i∈N

,
(
ξj
i

)
i,j∈N

)
is a direct system of Hochschild

coextensions, then δ has a coalgebra homomorphism retraction.
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Chapter 4

The tensor algebra

In this chapter we introduce the tensor algebra inside the framework of monoidal
categories. As in the classical case, we prove that the tensor algebra TA(M), where
A is a formally smooth algebra and M is a projective A-bimodule in a monoidal
category M, is itself formally smooth as an algebra in M. Furthermore TH(M) can
be endowed with a braided bialgebra structure whenever H is a braided bialgebra in
a braided monoidal category M satisfying suitable assumptions and M is an object
in H

HMH
H . This structure will be used in chapter 5 in the definition of a braided

version of the notion of Bialgebra of type one (see Definition 5.6.10).

4.1 The algebra structure and the universal prop-

erty

Definition 4.1.1. Let (M,⊗,1) be a cocomplete (i.e. M has arbitrary coproducts)
abelian monoidal category.
We say that the tensor product commutes with direct sums whenever

Y ⊗ (⊕i∈IXi) = ⊕i∈I(Y ⊗Xi) and (⊕i∈IXi)⊗ Y = ⊕i∈I(Xi ⊗ Y ),

for any Y ∈M and for any family (Xi)i∈I in M.

4.1.2. Let (M,⊗,1) be a cocomplete abelian monoidal category such that the
tensor product commutes with direct sums. For any object X ∈M, we can define

T = T (X) (the tensor algebra of X).

Let

mp,q : X⊗p ⊗X⊗q → X⊗p+q, for every p, q ∈ N

65
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be the canonical isomorphism, which is unique by Coherence Theorem.
Still by Coherence Theorem one has

(4.1) mp+q,r[mp,q ⊗X⊗r] = mp,q+r[X
⊗p ⊗mq,r].

We now define

T (X) := ⊕p∈NX⊗p

and

mT := ⊕p∈N (∇[(mi,j)i+j=p]) : T (X)⊗ T (X) → T (X),

where ∇[(mi,j)i+j=p] : ⊕i+j=p (X⊗i ⊗X⊗j) −→ X⊗p denotes the codiagonal mor-
phism associated to the family (mi,j)i+j=p. Note that this makes sense. In fact,
since the tensor product commutes with direct sums, we have

T (X)⊗ T (X) = ⊕p∈N
[⊕i+j=p

(
X⊗i ⊗X⊗j

)]
.

If

ip : X⊗p → T (X)

is the canonical injection, then mT is uniquely defined by

(4.2) mT ◦ (ip ⊗ iq) = ip+q ◦mp,q, for every p, q ∈ N.

By (4.1) it results immediately that mT (X) is associative. Moreover,

(T (X),mT , i0)

is an algebra in M.

In analogy to the case of vector spaces, the tensor algebra has the following
universal property.

Theorem 4.1.3 (Universal property of the tensor algebra). Let (M,⊗,1) be a
cocomplete abelian monoidal category such that the tensor product commutes with
direct sums.
Let X ∈ M, let A be an algebra in M and let f : X → A be a morphism in M.
Then there is a unique algebra homomorphism f : T (X) → A such that

X
i1 //

f ÂÂ?
??

??
??

? T (X)

f||
A
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4.1.4. Let (A,mA, uA) be an algebra in a cocomplete abelian monoidal category
(M,⊗,1) such that the tensor product commutes with direct sums.
As explained in 1.3.2, we have that (AMA,⊗A, A) is an abelian monoidal category.
Furthermore one can see that AMA has also arbitrary direct sums which commute
with ⊗A.
Therefore we can consider, in the monoidal category (AMA,⊗A, A), the tensor al-
gebra of an arbitrary A-bimodule M. We will denote it by

(T = TA(M),mT , uT ) .

Note that
T = ⊕p∈NM⊗Ap

mT : T ⊗A T → T and uT : A → T.

Set

mT = mT ◦ AχT,T : T ⊗ T → T and

uT = uT ◦ uA : 1 → T,

where AχT,T : T ⊗ T −→ T ⊗A T is the canonical morphism introduced in 1.3.2.
Then (T, mT , uT ) is an algebra in (M,⊗,1).

We are now able to state the Universal property of the relative tensor algebra.

Theorem 4.1.5 (Universal property of the relative tensor algebra). Let
(M,⊗,1) be a cocomplete abelian monoidal category such that the tensor product
commutes with direct sums.
Let A,B be algebras in M and let fA : A → B be an algebra homomorphism.
Let M ∈ AMA, and let fM : M → B be a morphism in AMA, where B ∈ AMA via
f0.
Then there is a unique algebra homomorphism f : TA(M) → B such that

M

fM

²²

i1 // TA(M)

f

ww
B A

fA

oo

i0

OO

where i0 : A → TA(M) and i1 : M → TA(M) are the canonical injections.

Proof. Using the fact that fA is an algebra homomorphism, one can prove that the
multiplication of B factors to a unique morphism mB : B ⊗A B −→ B such that
mB ◦ AχB,B = mB. Furthermore (B, mB, fA) comes out to be an algebra in the
monoidal category (AMA,⊗A, A). Since (TA(M),mT , uT ) is the tensor algebra in
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this category, by its universal property, there is a unique algebra homomorphism
f : (TA(M), mT , uT ) −→ (B, mB, fA) in AMA such that

f ◦ i1 = fM .

Moreover, if T = TA(M), we have f ◦ i0 = f ◦ uT = fA. Finally

f ◦mT = f ◦mT ◦ AχT,T

= mB ◦ (f ⊗A f) ◦ AχT,T

= mB ◦ AχB,B ◦ (f ⊗A f) =mB ◦ (f ⊗A f) ,

f ◦ uT = f ◦ uT ◦ uA = fA ◦ uA = uB,

so that f : (TA(M),mT , uT ) −→ (B,mB, uB) is an algebra homomorphism in M.

4.2 Formal smoothness

In the classical case it is well known (see e.g. [CQ, Proposition 5.3]) that the tensor
algebra TA(M), where A is a formally smooth (quasi-free in terminology of [CQ])
algebra and M is a projective A-bimodule, is itself formally smooth. The following
theorem states that this result still holds true in monoidal categories.

Theorem 4.2.1. [AMS3, Proposition 3.29] Let A be an algebra in a cocomplete
abelian monoidal category M such that the tensor product commutes with direct
sums. If
• A is a formally smooth algebra in M,
• M is a P-projective A-bimodule in the sense of section 2.3,
then the tensor algebra TA(M) is also formally smooth as an algebra in M.

Proof. Let π : E → TA(M) be a Hochschild extension of TA(M) in M. Since A is
formally smooth, by the first condition from Theorem 3.4.6, there exists an algebra
homomorphism g0 : A → E such that πg0 = i0, where i0 : A → TA (M) is the
canonical inclusion. The objects E and TA(M) have a natural A-bimodule structure
induced by g0 and i0, respectively. Thus π becomes a morphisms of A-bimodules
so that π ∈ P . Let i1 : M → TA (M) be the canonical inclusion. Since M is P-
projective and π ∈ P , there exists a morphism of A-bimodules g1 : M → E such
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that πg1 = i1.

A

g0

yy

i0

²²
E

π // TA(M)

g

hh // 0

M

g1

ee

i1

OO

By the universal property of TA (M) , there exists a unique algebra homomorphism
g : TA (M) → E such that gi0 = g0 and gi1 = g1. Then πgi0 = πg0 = i0 and
πgi1 = πg1 = i1, so πg = IdTA(M). This means that π is a trivial Hochschild
extension.

Corollary 4.2.2. If (A,m, u) is a formally smooth algebra, the tensor algebra
TA (Ker(m)) is also formally smooth. If A is separable, the tensor algebra TA(M) is
formally smooth, for any M ∈ AMA.

Proof. Apply Corollary 3.4.9 and Theorem 3.2.3.

Remark 4.2.3. Let A be an algebra in a cocomplete abelian monoidal category M
such that the tensor product commutes with direct sums. By the universal property
of the tensor algebra it results that T (X) is formally smooth, for any object X in
M. Thus TA(M) is always formally smooth as an algebra in (AMA,⊗A, A) for any
A-bimodule M, and even if A is not formally smooth in M.

4.3 Braided bialgebra Structure

Next aim is to provide a braided bialgebra structure (see 1.2.5) for the tensor algebra
inside a braided monoidal category.

Theorem 4.3.1. Let H be a braided bialgebra in a cocomplete abelian braided
monoidal category (M, c). Assume that the tensor product commutes with direct
sums.
Let (M,µr

M , µl
M , ρr

M , ρl
M) be in H

HMH
H . Let T = TH(M) be the tensor algebra. Then

there are unique coalgebra homomorphisms

∆T : T → T ⊗ T and εT : T → 1
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such that the diagrams

(4.3) M

(i0⊗i1)ρl
M+(i1⊗i0)ρr

M
²²

i1 // T

∆T

vv
T ⊗ T H

i0

OO

(i0⊗i0)∆H

oo

M

0
²²

i1 // T

εT

ww
1 H

i0

OO

εH

oo

are commutative, where in : M⊗Hn → T denotes the canonical injection. Moreover
(T, mT , uT , ∆T , εT ) is a braided bialgebra in M.

Proof. First of all recall that (T ⊗ T, mT⊗T , uT⊗T ) is an algebra where

mT⊗T : T ⊗ T ⊗ T ⊗ T
T⊗cT,T⊗T−→ T ⊗ T ⊗ T ⊗ T

mT⊗mT−→ T ⊗ T,

uT⊗T : 1
(m1)−1

−→ 1⊗ 1
uT⊗uT−→ T ⊗ T .

Set

fH : = (i0 ⊗ i0) ∆H : H → T ⊗ TE,

fM : = (i0 ⊗ i1) ρl
M + (i1 ⊗ i0) ρr

M : M → T ⊗ T.

Then fH is a algebra homomorphism:

fHmH = (i0 ⊗ i0) ∆HmH

= (i0 ⊗ i0) (mH ⊗mH) (H ⊗ cH,H ⊗H) (∆H ⊗∆H)
(4.2)
= (mT ⊗mT ) (i0 ⊗ i0 ⊗ i0 ⊗ i0) (H ⊗ cH,H ⊗H) (∆H ⊗∆H)

= (mT ⊗mT ) (T ⊗ cT,T ⊗ T ) (i0 ⊗ i0 ⊗ i0 ⊗ i0) (∆H ⊗∆H)

= mT⊗T (fH ⊗ fH)

Moreover fM is a morphism of left H-modules

fMµl
M = (i0 ⊗ i1) ρl

Mµl
M + (i1 ⊗ i0) ρr

Mµl
M

(1.1),(1.3)
= (i0 ⊗ i1)

(
mH ⊗ µl

M

)
(H ⊗ cH,H ⊗M)

(
∆H ⊗ ρl

M

)
+

+ (i1 ⊗ i0)
(
µl

M ⊗mH

)
(H ⊗ cH,M ⊗H) (∆H ⊗ ρr

M)

= (mT ⊗mT ) (i0 ⊗ i0 ⊗ i0 ⊗ i1) (H ⊗ cH,H ⊗M)
(
∆H ⊗ ρl

M

)
+

+ (mT ⊗mH) (i0 ⊗ i1 ⊗ i0 ⊗ i0) (H ⊗ cH,M ⊗H) (∆H ⊗ ρr
M)

= (mT ⊗mT ) (T ⊗ cT,T ⊗ T ) (i0 ⊗ i0 ⊗ i0 ⊗ i1)
(
∆H ⊗ ρl

M

)
+

+ (mT ⊗mH) (T ⊗ cT,T ⊗ T ) (i0 ⊗ i0 ⊗ i1 ⊗ i0) (∆H ⊗ ρr
M)

= mT⊗T

[
fH ⊗ (i0 ⊗ i1) ρl

M

]
+ mT⊗T [fH ⊗ (i1 ⊗ i0) ρr

M ]

= mT⊗T [fH ⊗ fM ] .
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Analogously fMµr
M = mT⊗T (fM ⊗ fH) , i.e. fM is a morphism of right H-modules

and hence a morphism of H-bicomodules. By applying Theorem 4.1.5 to the case
B = T ⊗ T we get an algebra homomorphism

∆T = f : T → T ⊗ T

such that the left side of 4.3 is commutative. We have

(∆T ⊗ T ) ∆T i0 = (∆T ⊗ T ) fH

= (∆T ⊗ T ) (i0 ⊗ i0) ∆H

= (fH ⊗ i0) ∆H

= (i0 ⊗ i0 ⊗ i0) (∆H ⊗H) ∆H

Analogously (T ⊗∆T ) ∆T i0 = (i0 ⊗ i0 ⊗ i0) (H ⊗∆H) ∆H and hence

(∆T ⊗ T ) ∆T i0 = (T ⊗∆T ) ∆T i0.

Moreover

(∆T ⊗ T ) ∆T i1

= (∆T ⊗ T ) fM

= (∆T ⊗ T ) (i0 ⊗ i1) ρl
M + (∆T ⊗ T ) (i1 ⊗ i0) ρr

M

= (fH ⊗ i1) ρl
M + (fM ⊗ i0) ρr

M

= (i0 ⊗ i0 ⊗ i1) (∆H ⊗M) ρl
M + (i0 ⊗ i1 ⊗ i0)

(
ρl

M ⊗H
)
ρr

M +

+ (i1 ⊗ i0 ⊗ i0) (ρr
M ⊗H) ρr

M

Analogously

(T ⊗∆T ) ∆T i1

= (i0 ⊗ i0 ⊗ i1)
(
H ⊗ ρl

M

)
ρl

M + (i0 ⊗ i1 ⊗ i0) (H ⊗ ρr
M) ρl

M

+ (i1 ⊗ i0 ⊗ i0) (M ⊗∆H) ρr
M

so that
(∆T ⊗ T ) ∆T i1 = (T ⊗∆T ) ∆T i1.

Since T ⊗ T ⊗ T is an algebra and (T ⊗∆T ) ∆T is an algebra homomorphism, then
by uniqueness in the universal property of tensor algebra (Theorem 4.1.5), we have

(∆T ⊗ T ) ∆T = (T ⊗∆T ) ∆T .

Set

f ′H : = εH : H → 1,

f ′M : = 0 : M → 1.
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Then f ′H is an algebra homomorphism and f ′M is a morphism of H-bimodules. By
applying Theorem 4.1.5 to the case B = 1 we get an algebra homomorphism

εT = f ′ : T → 1

such that the right side of 4.3 is commutative.We have

(εT ⊗ T ) ∆T i0 = (εT ⊗ T ) fH

= (εT ⊗ T ) (i0 ⊗ i0) ∆H

= (f ′H ⊗ i0) ∆H

= (εH ⊗ i0) ∆H

= (1⊗ i0) l−1
H

= l−1
T i0

and

(εT ⊗ T ) ∆T i1 = (εT ⊗ T ) fM

= (εT ⊗ T ) (i0 ⊗ i1) ρl
M + (εT ⊗ T ) (i1 ⊗ i0) ρr

M

= (f ′H ⊗ i1) ρl
M + (f ′M ⊗ i0) ρr

M

= (εH ⊗ i1) ρl
M

= (1⊗ i1) l−1
M = l−1

T i1

Since 1 ⊗ T is an algebra and (εT ⊗ T ) ∆T is an algebra homomorphism, then by
uniqueness in the universal property of tensor algebra (Theorem 4.1.5), we have

(εT ⊗ T ) ∆T = l−1
T .

Analogously (T ⊗ εT ) ∆T = r−1
T . Thus (T, mT , uT , ∆T , εT ) is a braided bialgebra in

M.

We are now able to state the universal property of the tensor bialgebra.

Theorem 4.3.2. Let H be a braided bialgebra in a cocomplete abelian braided
monoidal category (M, c) . Assume that the tensor product commutes with direct
sums.
Let (M, µr

M , µl
M , ρr

M , ρl
M) be in H

HMH
H . Let T = TH(M) be the tensor algebra.

Let E be a braided bialgebra in M.
Let fH : H → E be a bialgebra homomorphism and let fM : M → E be a morphism
of H-bimodules, where E is a bimodule via fH . Assume that

∆EfM = (fH ⊗ fM) ρl
M + (fM ⊗ fH) ρr

M
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(i.e. fM is a coderivation of E with domain the E-bicomodule M , where M is
regarded as a bicomodule via fH). Then there is a unique algebra homomorphism
f : TH(M) → E such that fi0 = fH and fi1 = fM , where in : M⊗Hn → TH(M)
denotes the canonical injection.

M

fM

²²

i1 // TH(M)

f

ww
E H

fH

oo

i0

OO

Moreover f is a bialgebra homomorphism.

Proof. By Theorem 4.1.5, there is a unique algebra homomorphismf : T → E such
that fi0 = fH and fi1 = fM . By Theorem 4.3.1, we have

(f ⊗ f) ∆T i0 = (f ⊗ f) (i0 ⊗ i0) ∆H = (fH ⊗ fH) ∆H = ∆EfH = ∆Efi0

and

(f ⊗ f) ∆T i1 = (f ⊗ f)
[
(i0 ⊗ i1) ρl

M + (i1 ⊗ i0) ρr
M

]

= (fi0 ⊗ fi1) ρl
M + (fi1 ⊗ fi0) ρr

M

= (fH ⊗ fM) ρl
M + (fM ⊗ fH) ρr

M

= ∆EfM = ∆Efi1

From ∆EfM = (fH ⊗ fM) ρl
M + (fM ⊗ fH) ρr

M , we get

εEfM = m1 (εE ⊗ εE) ∆EfM

= m1 (εE ⊗ εE) (fH ⊗ fM) ρl
M + m1 (εE ⊗ εE) (fM ⊗ fH) ρr

M

= m1 (εH ⊗ εEfM) ρl
M + m1 (εEfM ⊗ εH) ρr

M

= εEfM + εEfM

so that
εEfM = 0.

Hence, by Theorem 4.1.5, we have

εEfi0 = εEfH = εH = εT i0,

εEfi1 = εEfM = 0 = εT i1.

Since (f ⊗ f) ∆T , ∆Ef : T → E ⊗E and εEf, εT : T → 1 are algebra homomor-
phisms, as a composition of algebra homomorphisms, and since

(f ⊗ f) ∆T in = ∆Efin and εEfin = εT in

for n = 0, 1, by uniqueness in Theorem 4.1.5, we get that (f ⊗ f) ∆T = ∆Ef and
εEf = εT i.e. that f is a coalgebra homomorphism.
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Chapter 5

Cotensor coalgebras

5.1 Preliminaries and notations

Let C be a coalgebra over a field K and let M be a C-bicomodule. The cotensor
coalgebra T c

C(M) was introduced by Nichols in [Ni] as a main tool to construct some
new Hopf algebras that he called ”bialgebras of type one”. These bialgebras can
be reconstructed, via a bosonization procedure, from the so called Nichols algebras,
which are essentially the H-coinvariant parts of the bialgebras of type one, in the
case when C = H is a Hopf algebra and M is a Hopf bimodule. Nichols algebras,
also named quantum symmetric algebras in [Ro], have been deeply investigated and
appear as a main step in the classification of finite dimensional Hopf algebras prob-
lem (see, e.g., [AG] and [AS]). In fact, in the case that C = H is a Hopf algebra
and M is a Hopf H-bimodule, the cotensor coalgebra T c

C(M) is a bialgebra that is
called ”quantum shuffle Hopf algebra” by Rosso in [Ro] where some fundamental
properties of this bialgebra and of its coinvariant Hopf algebra are investigated. The
coalgebra of paths of a quiver Q is an instance of a cotensor coalgebra. Namely let
Q0 be the set of vertices and let Q1 be the set of arrows of Q. Then M = KQ1 is
a C-bicomodule where C = KQ0 is equipped with its natural coalgebra structure.
The cotensor coalgebra T c

C(M) is the path coalgebra of the quiver Q. In [CR], Cibils
and Rosso provide the classification of path coalgebras which admit a graded Hopf
algebra structure, allowing the quiver to be infinite. On the other hand, in [JLMS],
hereditary coalgebras with coseparable coradical are characterized by means of a
suitable cotensor coalgebra. Moreover it is proved that if C is a formally smooth
coalgebra and M is I-injective then T c

C(M) is formally smooth.
In this chapter the notion of cotensor coalgebra in an abelian monoidal category is
introduced. We would like to outline that this fact is not immediate. In fact the
notion of coradical plays a fundamental role in the usual definition for coalgebras
over a field (see [Ni]) while we have no coradical substitution here. Also, having
developed in [AMS3] the notion of formally smooth coalgebras for abelian monoidal

75
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categories, we wanted to obtain the second quoted result of [JLMS] in this more gen-
eral setting, namely we prove Theorem 5.4.8 which states that, in a cocomplete and
complete abelian monoidal category M satisfying AB5, with left and right exact
tensor functors and such that denumerable coproducts commute with ⊗, the coten-
sor coalgebra T c

C(M) is formally smooth whenever C is a formally smooth coalgebra
in M and M is an I-injective C-bicomodule in M. We point out that in [Ar4] the
other quoted result of [JLMS] was investigated in the frame of coabelian monoidal

categories. In fact hereditary coalgebras that are the direct limit D̃ of a filtration
consisting of wedge products of a subcoalgebra D, where D is a coseparable coalge-
bra in M, are characterized by means of a cotensor coalgebra: more precisely, under
suitable assumptions, D̃ is hereditary if and only if it is formally smooth if and only
if it is the cotensor coalgebra T c

D(D ∧D/D) if and only if it is a cotensor coalgebra
T c

D(N), where N is a certain D-bicomodule in M.
In this chapter, we also provide a braided bialgebra structure for the cotensor coalge-
bra inside a braided monoidal category. This structure is used to extend the notion
of bialgebra of type one, introduced in the classical case by Nichols in [Ni], to the
wider context of a braided monoidal category (see Definition 5.6.10). A universal
property for the cotensor bialgebra is also proven (see Theorem 5.6.8)

We will write ¤ instead of ¤C , whenever there is no danger of misunderstanding.

Notations 5.1.1. Let (C, ∆, ε) be a coalgebra in a coabelian monoidal category M
and let (M, ρr

M , ρl
M) be a C– bicomodule. As observed in 1.3.2, (CMC , ¤, C) defines

a monoidal category. In view of Notation 1.6.4, we will write

M¤0 = C, M¤1 = M and M¤n = M¤n−1¤M for any n > 1.

Define (Cn(M))n∈N by

C0(M) = 0, C1(M) = C and Cn(M) = Cn−1(M)⊕M¤n−1 for any n > 1.

Let σi+1
i : Ci(M) → Ci+1(M) be the canonical inclusion and for any j > i, define:

σj
i = σj

j−1σ
j−1
j−2 · · · σi+2

i+1σ
i+1
i : C i(M) → Cj(M).

Then ((Ci(M))i∈N, (σ
j
i )i,j∈N) is a direct system in M.

When the category M is also cocomplete, we define

T c
C(M) =

⊕

n∈N
M¤n = C ⊕M ⊕M¤2 ⊕M¤3 ⊕ · · · .

Throughout let

πm
n : Cn(M) ³ Cm(M) (m ≤ n), πn : T c

C(M) ³ Cn(M),

pm
n : Cn(M) ³ M¤m (m < n), pn : T c

C(M) ³ M¤n,
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be the canonical projections and let

σn
m : Cm(M) ↪→ Cn(M) (m ≤ n), σn : Cn(M) ↪→ T c

C(M),

inm : M¤m ↪→ Cn(M) (m < n), im : M¤m ↪→ T c
C(M),

be the canonical injection for any m,n ∈ N. For technical reasons we set πm
n = 0,

σn
m = 0 for any n < m and pm

n = 0, inm = 0 for any n ≤ m. Then, we have the
following relations:

pnσk = pn
k , pnik = δn,kIdM¤k , πnik = ink .

Moreover, we have:

πm
n σn

k = σm
k , if k ≤ m ≤ n, and πm

n σn
k = πm

k , if m ≤ k ≤ n,
pm

n πn
k = pm

k , if m < n ≤ k, and σm
n ink = imk , if k < n ≤ m,

pm
n σn

k = pm
k , if m < k ≤ n, and πm

n ink = imk , if k < m ≤ n,
pm

n πn = pm, if m < n, and σni
n
m = im, if m < n,

πnσk = σn
k , if k ≤ n, and πnσk = πn

k , if n ≤ k,
pm

n inm = IdM¤m , if m < n.

In the other cases, these compositions are zero.

Corollary 5.1.2. Let (C, ∆, ε) be a coalgebra in a cocomplete abelian monoidal
category M and let (M,ρr

M , ρl
M) be a C-bicomodule. Then

(T c
C(M), (σn)n∈N) = lim−→Cn(M).

Proof. It follows by Proposition 1.6.5, once observed that Cn(M) = ⊕n−1
m=0M

¤m and
σn = ∇ [

(im)n−1
m=0

]
.

5.2 The coalgebra structure

5.2.1. Note that M¤n is a C-bicomodule via

ρl
n := ρl

M¤M¤n−1 and ρr
n := M¤n−1¤ρr

M .

Our next aim is to define, for any n ∈ N \ {0}, a Hochschild 2-cocycle

ζn : M¤n → Cn(M)⊗ Cn(M).

Then we will apply Lemma 3.5.7 to obtain that, for any n > 0, Cn+1(M) =
Cn(M)⊕M¤n can be endowed with a coalgebra structure (Cn+1(M), ∆ζn , εζn) inM
such that the canonical inclusion σn+1

n : Cn(M) → Cn+1(M) is a Hochschild coex-
tension of Cn(M) with cokernel M¤n. Then, by Proposition 1.6.2, T c

C(M) will carry
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a natural coalgebra structure that makes it the direct limit of ((Ci(M))i∈N, (σ
j
i )i,j∈N)

as a direct system of coalgebras.

Let ςM = ςC(M,M) : M¤M → M ⊗M be the canonical inclusion and define

(5.1) ζ1 = 0 and ζn = −
n−1∑
t=1

(int ⊗ inn−t)(M
¤t−1¤ςM¤M¤n−1−t),∀n > 1.

where we identify C¤X and X¤C with X, for any C-bicomodule X.

Proposition 5.2.2. [AMS2, Proposition 2.8] Let (C, ∆, ε) be a coalgebra in a co-
complete coabelian monoidal category M and let (M,ρr

M , ρl
M) be a C-bicomodule.

Let

∆(1) = ∆, and ε(1) = ε,

ρl
1 = ρl

M , and ρr
1 = ρr

M ,

and for every n ≥ 2 set

∆(n) = ∆ζn−1, and ε(n) = εζn−1 ,

as defined in (3.14), (3.15), and let

ρl
n = (σn

1 ⊗M¤n)(ρl
M¤M¤n−1), and ρr

n = (M¤n ⊗ σn
1 )(M¤n−1¤ρr

M).

Then, for any n ≥ 1, we have

a) (Cn(M), ∆(n), ε(n)) is a coalgebra.

b) (M¤n, ρl
n, ρr

n) is a bicomodule over the coalgebra Cn(M) such that the mor-
phism ζn : M¤n → Cn(M) ⊗ Cn(M), given by (5.1), defines a Hochschild
2-cocycle.

c) ε(n) = εCπ1
n.

d) For every 1 ≤ t ≤ n− 1 we have

(5.2) ∆(n)int = (int ⊗ σn
t ) ρr

t + (σn
t ⊗ int ) ρl

t − (σn
t ⊗ σn

t ) ζt.

e) ∆(n) fulfils the following relations:

∆(n)in0 = (in0 ⊗ in0 ) ∆

∆(n)in1 = (in1 ⊗ in0 ) ρr
M + (in0 ⊗ in1 ) ρl

M

and for 2 ≤ t ≤ n− 1

∆(n)int = (int ⊗ in0 ) (M¤t−1¤ρr
M) + (in0 ⊗ int ) (ρl

M¤M¤t−1) +

+
t−1∑
r=1

(inr ⊗ int−r)(M
¤r−1¤ςM¤M¤t−1−r).
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Proof. Set Cn = Cn(M) for any n ≥ 1. Recall that M¤n is a C-bicomodule via

ρl
n := ρl

M¤M¤n−1, and ρr
n := M¤n−1¤ρr

M .

Let us prove all the statements of the theorem by induction on n≥1.
If n = 1, then C1 = C is a coalgebra and M¤1 = M is a C1-bicomodule by

hypothesis. Obviously ζ1 = 0 fulfills (5.5). We have ε(1) = ε = εCπ1
1 and, since

i10 = IdC and i11 = 0, we get

∆(1)i10 = ∆ =
(
i10 ⊗ i10

)
∆, ∆(1)i11 = 0 =

(
i11 ⊗ i10

)
ρr

M +
(
i10 ⊗ i11

)
ρl

M .

Let n ≥ 2. Assume all the assertions hold true for any 1 ≤ t < n.
Thus (Cn−1, ∆(n− 1), ε(n− 1)) is a coalgebra in M, (M¤n−1, ρl

n−1, ρ
r
n−1) is a Cn−1-

bicomodule and ζn−1 is a 2-cocycle. By Lemma 3.5.7 applied to ”C” = Cn−1 and
”M” = M¤n−1, then (Cn, ∆(n), ε(n)) is a coalgebra. Moreover σt

t−1 : Ct−1 → Ct is
a Hochschild coextension of Ct−1 with cokernel M¤t−1 for any 1 ≤ t < n.
Since (M¤n, ρl

n, ρ
r
n) is a C-bicomodule and σn

1 : C → Cn is a coalgebra homo-
morphism (as a composition of coalgebra homomorphism), then (M¤n, ρl

n, ρ
r
n) is a

Cn-bicomodule, where

ρl
n = (σn

1 ⊗M¤n)(ρl
M¤M¤n−1), and ρr

n = (M¤n ⊗ σn
1 )(M¤n−1¤ρr

M).

Recall that, by definition, we have:

∆(n) = ∆ζn−1

=
(
σn

n−1 ⊗ σn
n−1

)
∆(n− 1)πn−1

n +




(
inn−1 ⊗ σn

n−1

)
ρr

n−1+
+

(
σn

n−1 ⊗ inn−1

)
ρl

n−1+
− (

σn
n−1 ⊗ σn

n−1

)
ζn−1


 pn−1

n ,

For any 0 ≤ t ≤ n− 1, we have that

[(
inn−1 ⊗ σn

n−1

)
ρr

n−1 +
(
σn

n−1 ⊗ inn−1

)
ρl

n−1 −
(
σn

n−1 ⊗ σn
n−1

)
ζn−1

]
pn−1

n int

=
[(

inn−1 ⊗ σn
n−1

)
ρr

n−1 +
(
σn

n−1 ⊗ inn−1

)
ρl

n−1 −
(
σn

n−1 ⊗ σn
n−1

)
ζn−1

]
δt,n−1

so that we obtain

∆(n)int =
(
σn

n−1 ⊗ σn
n−1

)
∆(n− 1)πn−1

n int +(5.3)

+

[ (
inn−1 ⊗ σn

n−1

)
ρr

n−1 +
(
σn

n−1 ⊗ inn−1

)
ρl

n−1

− (
σn

n−1 ⊗ σn
n−1

)
ζn−1

]
δt,n−1.

For t = 0 < n− 1, we have:

∆(n)in0 =
(
σn

n−1 ⊗ σn
n−1

)
∆(n− 1)in−1

0 ,
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so that, inductively we get:

∆(n)in0 =
(
σn

n−1 ⊗ σn
n−1

) (
in−1
0 ⊗ in−1

0

)
∆C = (in0 ⊗ in0 ) ∆C .

Let us prove that for every t ∈ N, such that 0 < t ≤ n− 1 we have (5.2).
Now, we apply (5.3). If t = n− 1, we get

∆(n)int =
(
inn−1 ⊗ σn

n−1

)
ρr

n−1 +
(
σn

n−1 ⊗ inn−1

)
ρl

n−1 −
(
σn

n−1 ⊗ σn
n−1

)
ζn−1.

If 0 < t < n− 1, we get

∆(n)int =
(
σn

n−1 ⊗ σn
n−1

)
∆(n− 1)in−1

t

=
(
σn

n−1 ⊗ σn
n−1

) [ (
in−1
t ⊗ σn−1

t

)
ρr

t +
(
σn−1

t ⊗ in−1
t

)
ρl

t+
− (

σn−1
t ⊗ σn−1

t

)
ζt

]

= (int ⊗ σn
t ) ρr

t + (σn
t ⊗ int ) ρl

t − (σn
t ⊗ σn

t ) ζt.

Thus we have obtained (5.2). Note that, for t = 1, by definition of ρl
1, ρ

r
1 and since

ζ1 = 0, one gets

∆(n)in1 = (in1 ⊗ σn
1 ) ρr

1 + (σn
1 ⊗ in1 ) ρl

1 = (in1 ⊗ in0 ) ρr
M + (in0 ⊗ in1 ) ρl

M .

For 2 ≤ t ≤ n− 1, by definition of ρl
n, ρ

r
n and of ζt, from (5.2), we get:

∆(n)int = (int ⊗ σn
t ) (M¤t ⊗ σt

1)(M
¤t−1¤ρr

M) +

+ (σn
t ⊗ int ) (σt

1 ⊗M¤t)(ρl
M¤M¤t−1) +

+
t−1∑
r=1

(σn
t ⊗ σn

t ) (itr ⊗ itt−r)(M
¤r−1¤ςM¤M¤t−1−r),

so that we obtain:

∆(n)int = (int ⊗ in0 ) (M¤t−1¤ρr
M) + (in0 ⊗ int ) (ρl

M¤M¤t−1) +

+
t−1∑
r=1

(inr ⊗ int−r)(M
¤r−1¤ςM¤M¤t−1−r).

Moreover, by definition, we have:

(5.4) ε(n) = εζn−1 = ε(n− 1)πn−1
n + l1[ε(n− 1)⊗ ε(n− 1)]ζn−1pn−1

n .

Since n ≥ 2 and ε(n− 1) = εCπ1
n−1, by (5.4), we have

ε(n) = εCπ1
n−1π

n−1
n + l1(εCπ1

n−1 ⊗ εCπ1
n−1)ζ

n−1pn−1
n

= εCπ1
n + l1(εC ⊗ εC)(π1

n−1 ⊗ π1
n−1)ζ

n−1pn−1
n .
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By definition of ζn−1, if n = 2 we have ζ1 = 0 so that (π1
n−1 ⊗ π1

n−1)ζ
n−1 = 0. If

n ≥ 3, we have

(π1
n−1 ⊗ π1

n−1)ζ
n−1 =

n−2∑
t=1

(π1
n−1 ⊗ π1

n−1)(i
n−1
t ⊗ in−1

n−1−t)(M
¤t−1¤ςM¤M¤n−2−t) = 0.

We conclude that (π1
n ⊗ π1

n)ζn−1 = 0 for any n ≥ 2 and hence ε(n) = εCπ1
n.

Recall that ζn is a 2-cocycle means that it verifies the following relation:

(5.5) 0 = b2(ζn) = (ζn ⊗ Cn)ρr
n − [Cn ⊗∆(n)]ζn + [∆(n)⊗ Cn]ζn − (Cn ⊗ ζn)ρl

n.

Now, since σn
1 = in0 and n ≥ 2, we have

−(ζn ⊗ Cn)ρr
n

=
n−1∑
t=1

[(int ⊗ inn−t)(M
¤t−1¤ςM¤M¤n−1−t)⊗ Cn](M¤n ⊗ σn

1 )(M¤n−1¤ρr
M)

=
n−1∑
t=1

(int ⊗ inn−t ⊗ σn
1 )(M¤t−1¤ςM¤M¤n−1−t ⊗ C)(M¤n−1¤ρr

M)

=
n−1∑
t=1

(
int ⊗ inn−t ⊗ in0

)
(M¤t ⊗M¤n−1−t¤ρr

M)(M¤t−1¤ςM¤M¤n−1−t)
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and

− [Cn ⊗∆(n)]ζn

= [Cn ⊗∆(n)]
n−1∑

t=1

(int ⊗ inn−t)(M
¤t−1¤ςM¤M¤n−1−t)

=
n−1∑

t=1

(int ⊗∆(n)inn−t)(M
¤t−1¤ςM¤M¤n−1−t)

=
n−1∑

t=1



int ⊗




(
inn−t ⊗ in0

)
(M¤n−t−1¤ρr

M )+
+

(
in0 ⊗ inn−t

)
(ρl

M¤M¤n−t−1)+
+

∑n−t−1
r=1 (inr ⊗ inn−t−r)(M

¤r−1¤ςM¤M¤n−t−1−r)






 (M¤t−1¤ςM¤M¤n−1−t)

=
n−1∑

t=1

(
int ⊗ inn−t ⊗ in0

)
(M¤t ⊗M¤n−t−1¤ρr

M )(M¤t−1¤ςM¤M¤n−1−t)+

+
n−1∑

t=1

(
int ⊗ in0 ⊗ inn−t

)
(M¤t ⊗ ρl

M¤M¤n−t−1)(M¤t−1¤ςM¤M¤n−1−t)+

+
n−1∑

t=1

n−t−1∑

r=1

(int ⊗ inr ⊗ inn−t−r)(M
¤t ⊗M¤r−1¤ςM¤M¤n−t−1−r)(M¤t−1¤ςM¤M¤n−1−t)

= −(ζn ⊗ Cn)ρr
n+

+
n−1∑

t=1

(
int ⊗ in0 ⊗ inn−t

)
(M¤t ⊗ ρl

M¤M¤n−t−1)(M¤t−1¤ςM¤M¤n−1−t)+

+
n−1∑

t=1

n−t−1∑

r=1

(int ⊗ inr ⊗ inn−t−r)(M
¤t ⊗M¤r−1¤ςM¤M¤n−t−1−r)(M¤t−1¤ςM¤M¤n−1−t)

Analogously one has

−(Cn ⊗ ζn)ρl
n =

n−1∑
t=1

(in0 ⊗ int ⊗ inn−t)(ρ
l
M¤M¤t−1M¤n−t)(M¤t−1¤ςM¤M¤n−1−t)

and

[∆(n)⊗ Cn]ζn

= −(Cn ⊗ ζn)ρl
n +

+
n−1∑

t=1

(
int ⊗ in0 ⊗ inn−t

)
(M¤t−1¤ρr

M ⊗M¤n−t)(M¤t−1¤ςM¤M¤n−1−t) +

+
n−1∑

t=1

t−1∑

r=1

(inr ⊗ int−r ⊗ inn−t)(M
¤r−1¤ςM¤M¤t−1−r ⊗M¤n−t)(M¤t−1¤ςM¤M¤n−1−t).
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Now, for any 1 ≤ t ≤ n− 1, by definition of ςM we have

(
int ⊗ in0 ⊗ inn−t

)
(M¤t−1¤ρr

M ⊗M¤n−t)(M¤t−1¤ςM¤M¤n−1−t)

=
(
int ⊗ in0 ⊗ inn−t

)
(
[
M¤t−1¤(ρr

M ⊗M)ςM¤M¤n−1−t
]

=
(
int ⊗ in0 ⊗ inn−t

)
(
[
M¤t−1¤(M ⊗ ρl

M)ςM¤M¤n−1−t
]

=
(
int ⊗ in0 ⊗ inn−t

)
(M¤t ⊗ ρl

M¤M¤n−1−t)(M¤t−1¤ςM¤M¤n−1−t)

an also

n−1∑
t=1

t−1∑
r=1

(inr ⊗ int−r ⊗ inn−t)(M
¤r−1¤ςM¤M¤t−1−r ⊗M¤n−t)(M¤t−1¤ςM¤M¤n−1−t)

=
n−1∑
t=1

t−1∑
r=1

(inr ⊗ int−r ⊗ inn−t)(M
¤r ⊗M¤t−1−r¤ςM¤M¤n−1−t)(M¤r−1¤ςM¤M¤n−1−r)

=
n−1∑
t=1

∑
r+j=t
r,j>0

(inr ⊗ inj ⊗ inn−t)(M
¤r ⊗M¤j−1¤ςM¤M¤n−1−t)(M¤r−1¤ςM¤M¤n−1−r)

=
∑

r+j+k=n
k,r,j>0

(inr ⊗ inj ⊗ ink)(M¤r ⊗M¤j−1¤ςM¤M¤k−1)(M¤r−1¤ςM¤M¤n−1−r)

=
n−1∑
t=1

∑

r+k=t
r,k>0

(int ⊗ inr ⊗ ink)(M¤t ⊗M¤r−1¤ςM¤M¤k−1)(M¤t−1¤ςM¤M¤n−1−t)

=
n−1∑
t=1

n−t−1∑
r=1

(int ⊗ inr ⊗ inn−t−r)(M
¤t ⊗M¤r−1¤ςM¤M¤n−t−1−r)(M¤t−1¤ςM¤M¤n−1−t)

Then ζn satisfies (5.5).

Theorem 5.2.3. [AMS2, Theorem 2.9] Let (C, ∆, ε) be a coalgebra in a cocomplete
coabelian monoidal category M and let (M, ρr

M , ρl
M) be a C-bicomodule.

(T c
C(M), (σi)i∈N) carries a natural coalgebra structure that makes it the direct limit

of ((Ci(M))i∈N, (σ
j
i )i,j∈N) as a direct system of coalgebras.

Proof. By Proposition 5.2.2, for any n ∈ N \ {0}, the canonical inclusion σn
n−1 :

Cn−1(M) → Cn(M) is a Hochschild coextension of Cn−1(M) with cokernel M¤n−1.
In particular σn

n−1 is a coalgebra homomorphism for any n ∈ N. Then, by 5.1.1, σn
m

is a coalgebra homomorphism for any m,n ∈ N. Now, in view of Corollary 5.1.2
and Proposition 1.6.2, T c

C(M) carries a natural coalgebra structure that makes it
the direct limit of ((C i(M))i∈N, (σ

j
i )i,j∈N) as a direct system of coalgebras.
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Lemma 5.2.4. Let (C, ∆, ε) be a coalgebra in a cocomplete coabelian monoidal
category M and let (M, ρr

M , ρl
M) be a C-bicomodule. Let T c := T c

C(M). Then,

εT cit = δt,0εC ,

for every t ∈ N, and ∆T c fulfils the following relations:

∆T ci0 = (i0 ⊗ i0) ∆

∆T ci1 = (i1 ⊗ i0) ρr
M + (i0 ⊗ i1) ρl

M

and for 2 ≤ t

∆T cit = (it ⊗ i0) (M¤t−1¤ρr
M) + (i0 ⊗ it) (ρl

M¤M¤t−1) +

+
t−1∑
r=1

(ir ⊗ it−r)(M
¤r−1¤ςM¤M¤t−1−r).

Proof. By construction, the counit ∆T c of T c is uniquely defined by the following
relation

εT cσt = ε (t) , for every t ∈ N.

By Proposition 5.2.2, for every t ∈ N, we have

εT cit = ∆T cσt+1i
t+1
t = ε (t + 1) it+1

t = εCπ1
t+1i

t+1
t = δt,0εCi1t = δt,0εC .

By construction, the comultiplication ∆T c of T c is uniquely defined by the following
relation

∆T cσt = (σt ⊗ σt) ∆ (t) , for every t ∈ N.

For every t ∈ N, we have

∆T cit = ∆T cσt+1i
t+1
t = (σt+1 ⊗ σt+1) ∆ (t + 1) it+1

t .

From this equality and by Proposition 5.2.2, we get

∆T ci0 = (σ1 ⊗ σ1) ∆ (1) i10 = (σ1 ⊗ σ1)
(
i10 ⊗ i10

)
∆ = (i0 ⊗ i0) ∆,

and also

∆T ci1 = (σ2 ⊗ σ2) ∆ (2) i21
= (σ2 ⊗ σ2)

(
i21 ⊗ i20

)
ρr

M +
(
i20 ⊗ i21

)
ρl

M

= (i1 ⊗ i0) ρr
M + (i0 ⊗ i1) ρl

M
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and, for every 2 ≤ t, we get

∆T cit = (σt+1 ⊗ σt+1) ∆ (t + 1) it+1
t

= (σt+1 ⊗ σt+1)




(
it+1
t ⊗ it+1

0

)
(M¤t−1¤ρr

M)+
+

(
it+1
0 ⊗ it+1

t

)
(ρl

M¤M¤t−1)+

+
∑t−1

r=1(i
t+1
r ⊗ it+1

t−r)(M
¤r−1¤ςM¤M¤t−1−r)




= (it ⊗ i0) (M¤t−1¤ρr
M) + (i0 ⊗ it) (ρl

M¤M¤t−1) +

+
t−1∑
r=1

(ir ⊗ it−r)(M
¤r−1¤ςM¤M¤t−1−r).

5.3 The universal property

Next aim is to prove the universal property of the cotensor coalgebra.

Lemma 5.3.1. [AMS2, Lemma 2.10] Let (C, ∆, ε) be a coalgebra in a cocomplete
coabelian monoidal category M and let (M, ρr

M , ρl
M) be a C-bicomodule. Let T c :=

T c
C(M). Then, for any m,n ≥ 1 the following relations hold true:

(pm ⊗ pn)∆T c = (M¤m−1¤ςM¤M¤n−1)pm+n, for any m,n ≥ 1;(5.6)

(pm ⊗ p0)∆T c = (M¤m−1¤ρr
M)pm, for any m ≥ 1;(5.7)

(p0 ⊗ pn)∆T c = (ρl
M¤M¤n−1)pn, for any n ≥ 1;(5.8)

(p0 ⊗ p0)∆T c = ∆Cp0.(5.9)

Proof. By Lemma 5.2.4Then, for k = 0, 1 we have respectively

(pm ⊗ pn)∆T ci0 = (pm ⊗ pn) (i0 ⊗ i0) ∆

= δm,0δn,0∆ =





0, for m ≥ 1 and n ≥ 1;
δm,0∆, for n = 0;
δn,0∆, for m = 0;

(pm ⊗ pn)∆T ci1 = (pm ⊗ pn)
[
(i1 ⊗ i0) ρr

M + (i0 ⊗ i1) ρl
M

]

= δm,1δn,0ρ
r
M + δm,0δn,1ρ

l
M =





0, for m ≥ 1 and n ≥ 1;
δm,1ρ

r
M , for n = 0;

δn,1ρ
l
M , for m = 0;

while, for t ≥ 2,we have:

∆T cit = (it ⊗ i0) (M¤t−1¤ρr
M) + (i0 ⊗ it) (ρl

M¤M¤t−1) +

+
t−1∑
r=1

(ir ⊗ it−r)(M
¤r−1¤ςM¤M¤t−1−r).
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(pm ⊗ pn)∆T cit = (pm ⊗ pn)




(it ⊗ i0) (M¤t−1¤ρr
M)+

+ (i0 ⊗ it) (ρl
M¤M¤t−1)+

+
∑t−1

r=1(ir ⊗ it−r)(M
¤r−1¤ςM¤M¤t−1−r)




= δm,tδn,0(M
¤t−1¤ρr

M) + δm,oδn,t(ρ
l
M¤M¤t−1) +

+
t−1∑
r=1

δm,rδn,t−r(M
¤r−1¤ςM¤M¤t−1−r)

=





δn,t−m(M¤m−1¤ςM¤M¤n−1), for m ≥ 1 and n ≥ 1;
δ0,t−m(M¤t−1¤ρr

M), for n = 0;
δn,t(ρ

l
M¤M¤t−1), for m = 0;

so that, for any t ≥ 0, we get:

(pm ⊗ pn)∆T cit = δn+m,t(M
¤m−1¤ςM¤M¤n−1)

= (M¤m−1¤ςM¤M¤n−1)pm+nit, for any m,n ≥ 1;

(pm ⊗ p0)∆T cit = δm,t(M
¤t−1¤ρr

M) = (M¤m−1¤ρr
M)pmit, for any m ≥ 1;

(p0 ⊗ pn)∆T cit = δn,t(ρ
l
M¤M¤t−1) = (ρl

M¤M¤n−1)pnit, for any n ≥ 1;

(p0 ⊗ p0)∆T cit = δ0,t∆(1) = ∆Cp0it.

Therefore, we conclude.

Proposition 5.3.2. [AMS2, Proposition 2.11] Let (C, ∆, ε) be a coalgebra in a
cocomplete coabelian monoidal category M and let (M, ρr

M , ρl
M) be a C-bicomodule.

Let T c := T c
C(M). Let E be a coalgebra and let α : E → T c and β : E → T c be

coalgebra homomorphisms. If p1α = p1β, then pnα = pnβ for any n ≥ 1.

Proof. Let us prove it by induction on n ≥ 1, the case n = 1 being true by assump-
tion. Thus let n ≥ 2 be such that pnα = pnβ. Then

(ςM¤M¤n−1)pn+1α
(5.6)
= (p1 ⊗ pn)∆T cα

= (p1α⊗ pnα)∆T c

= (p1β ⊗ pnβ)∆T c

= (p1 ⊗ pn)∆T cβ
(5.6)
= (ςM¤M¤n−1)pn+1β.

Since ςM is a monomorphism, then, by left exactness of the tensor functors, ςM¤M¤n−1

is a monomorphism too, so that pn+1α = pn+1β.

Our next aim is to prove the universal property of T c
C(M).

Theorem 5.3.3. [AMS2, Theorem 2.13] Let (C, ∆, ε) be a coalgebra in a cocomplete
coabelian monoidal category M and let (M,ρr

M , ρl
M) be a C-bicomodule. Let δ :
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D → E be a monomorphism which is a homomorphism of coalgebras such that
the canonical morphism δ̃ : D̃ → E of Notation 1.6.4 is a monomorphism. Let
fC : D̃ → C be a coalgebra homomorphism and let fM : D̃ → M be a morphism of
C-bicomodules such that fMξ1 = 0, where D̃ is a C-bicomodule via fC . Then there
is a unique morphism f : D̃ → T c

C(M) such that

D∧n
E

fn

²²

ξn // D̃

f
²²

Cn(M)
σn // T c

C(M)

is commutative for any n ∈ N, where

(5.10) fn =
n∑

t=0

int f
¤t
M ∆

t−1
eD ξn

and ∆
n
eD : D̃ → D̃¤n+1 is the nth-iteration of ∆ eD (∆

−1
eD = fC , ∆

0
eD = Id eD, ∆

1
eD = ∆ eD :

D̃ → D̃¤D̃).
Moreover:

1) f is a coalgebra homomorphism;
2) the following diagram is commutative

T c
C(M)

p0

²²

p1 // M

C D̃

fM

OO

fPPPPPPPP

ggPPPPP

fC

oo

where pn : T c
C(M) → M¤n denotes the canonical projection.

Furthermore, any coalgebra homomorphism f : D̃ → T c
C(M) that fulfils 2) satisfies

the following relation:

(5.11) pkf = f¤k
M ∆

k−1
eD for any k ∈ N.

Proof. Set T c := T c
C(M). By Proposition 1.5.8), if we denote by (L, p) the cokernel

of δ : D → E in M, we have

(D∧n
E , δn) := Ker (p⊗n∆n−1

E )

for any n ∈ N\{0}, where ∆n : E → E⊗n+1 is the nth iterated comultiplication of E
(∆0 = IdE, ∆1 := ∆E). Since fCξ1 : D → C is a coalgebra homomorphism, then D
becomes a C-bicomodule and ξ1 a morphism of C-bicomodules. Set Cn = Cn(M)
and Dn = D∧n

E for any n ∈ N \ {0}. Define fn : Dn → Cn, for every n ∈ N, as in
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(5.10).
Note that, for every n ≥ 1, inn = 0 so that we have

fn =
n−1∑
t=0

int f¤t
M ∆

t−1
eD ξn.

Let us prove that fn+1ξ
n+1
n = σn+1

n fn for any n ∈ N. We have that

fn+1ξ
n+1
n =

n∑
t=0

in+1
t f¤t

M ∆
t−1
eD ξn+1ξ

n+1
n

=
n∑

t=0

in+1
t f¤t

M ∆
t−1
eD ξn

=
n−1∑
t=0

σn+1
n int f

¤t
M ∆

t−1
eD ξn + in+1

n f¤n
M ∆

n−1
eD ξn

= σn+1
n fn + in+1

n f¤n
M ∆

n−1
eD ξn.

Let (L̃, p̃) be the cokernel of ξ1 : D → D̃ in M. Let ςeL : L̃¤L̃ → L̃ ⊗ L̃ be the

canonical injection. Define ςn
eL : L̃¤n → L̃⊗n, for every n ∈ N, by setting ς0

eL = IdC ,

ς1
eL = IdeL, ς2

eL = ςeL and ςn
eL = (L̃⊗n−2 ⊗ ςeL)(ςn−1

eL ¤L̃) for any n > 2. Since the tensor
functors are left exact, ςn

eL is a monomorphism. By Lemma 1.5.9, we have

(D∧n
E , ξn) = D∧n

eD = Ker (p̃⊗n∆n−1
eD )

Thus, for any n ≥ 1, we have

Ker (p̃⊗n∆n−1
eD ) = Ker (ςn

eL ◦ p̃¤n∆
n−1
eD ) = Ker (p̃¤n∆

n−1
eD ).

so that we get

(5.12) p̃¤n∆
n−1
eD ξn = 0.

Now, since fMξ1 = 0, there is a unique morphism of C-bicomodules λ : L̃ → M such
that λp̃ = fM . Thus:

(5.13) f¤n
M ∆

n−1
eD ξk = λ¤n(p̃¤n∆

n−1
eD ξn)ξn

k

(5.12)
= 0, for any k ≤ n.

We conclude that fn+1ξ
n+1
n = σn+1

n fn for any n ∈ N so that (σnfn : Dn → T c)n is a

compatible family of morphisms inM. Thus there is a unique morphism f : D̃ → T c

such that
fξk = σkfk, for any k ∈ N.
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We have that

(5.14) pn
k

k∑
t=0

ikt f
¤t
M ∆

t−1
eD ξk = f¤n

M ∆
n−1
eD ξk

for any 0 ≤ n < k. Note that, for k ≤ n, pn
k = 0 and the right side of (5.14) is zero

by (5.13). Thus, the relation above holds true for any k, n ∈ N. Then we get:

pnfξk = pnσkfk = pn
kfk = pn

k

k∑
t=0

ikt f
¤t
M ∆

t−1
eD ξk = f¤n

M ∆
n−1
eD ξk, for any k, n ∈ N.

We conclude that pnf = f¤n
M ∆

n−1

E , for any n ∈ N. In particular, for n = 0, 1, we get

p0f = ∆
−1
eD = fC and p1f = fM∆

0
eD = fM .

We have now to prove that f is a coalgebra homomorphism. Let us check that
fn : Dn → Cn is a coalgebra homomorphism for every n ∈ N.
For n = 0, fn = 0 and there is nothing to prove.
Assume n ≥ 1. By Proposition 5.2.2, we get:

∆(n)fn

=
n∑

t=0

∆(n)int f
¤t
M ∆

t−1
eD ξn

= ∆(n)in0f
¤0
M ∆

−1
eD ξn + ∆(n)in1f

¤1
M ∆

0
eDξn +

n∑
t=2

∆(n)int f
¤t
M ∆

t−1
eD ξn

= ∆(n)in0fCξn + ∆(n)in1fMξn +
n∑

t=2

∆(n)int f
¤t
M ∆

t−1
eD ξn

= (in0 ⊗ in0 )∆CfCξn +
[
(in1 ⊗ in0 )ρr

M + (in0 ⊗ in1 )ρl
M

]
fMξn +

+
n∑

t=2




(int ⊗ in0 ) (M¤t−1¤ρr
M)+

+ (in0 ⊗ int ) (ρl
M¤M¤t−1)+∑t−1

r=1(i
n
r ⊗ int−r)(M

¤r−1¤ςM¤M¤t−1−r)


 f¤t

M ∆
t−1
eD ξn

= (in0fC ⊗ in0fC)∆ eDξn +
[
(in1 ⊗ in0 )ρr

M + (in0 ⊗ in1 )ρl
M

]
fMξn +

+
n∑

t=2

[
(int ⊗ in0 ) (M¤t−1¤ρr

M) + (in0 ⊗ int ) (ρl
M¤M¤t−1)

]
f¤t

M ∆
t−1
eD ξn +

+
n∑

t=2

t−1∑
r=1

(inr ⊗ int−r)(M
¤r−1¤ςM¤M¤t−1−r)f¤t

M ∆
t−1
eD ξn
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= (in0fC ⊗ in0fC)∆ eDξn +

+
n∑

t=1

[
(int ⊗ in0 ) (M¤t−1¤ρr

M) + (in0 ⊗ int ) (ρl
M¤M¤t−1)

]
f¤t

M ∆
t−1
eD ξn +

+
n∑

t=2

t−1∑
r=1

(inr ⊗ int−r)(M
¤r−1¤ςM¤M¤t−1−r)f¤t

M ∆
t−1
eD ξn.

Now:

n∑
t=1

(int ⊗ in0 ) (M¤t−1¤ρr
M)f¤t

M ∆
t−1
eD ξn

=
n∑

t=1

(int ⊗ in0 ) (f¤t−1
M ¤ρr

MfM)∆
t−1
eD ξn

=
n∑

t=1

(int ⊗ in0 ) [f¤t−1
M ¤(fM ⊗ C)ρr

eD]∆
t−1
eD ξn

=
n∑

t=1

(int ⊗ in0 ) (f¤t−1
M ¤fM ⊗ C)(D̃¤t−1¤ρr

eD)∆
t−1
eD ξn

=
n∑

t=1

(int ⊗ in0 ) (f¤t
M ⊗ C)[D̃¤t−1¤(D̃ ⊗ fC)∆ eD]∆

t−1
eD ξn

=
n∑

t=1

(int ⊗ in0 ) (f¤t
M ⊗ fC)[D̃¤t−1¤∆ eD]∆

t−1
eD ξn

=
n∑

t=1

(int ⊗ in0 ) (f¤t
M ⊗ fC)[∆

t−1
eD ⊗ D̃]∆ eDξn

=
n∑

t=1

(
int f

¤t
M ∆

t−1
eD ⊗ in0fC

)
∆ eDξn

Analogously one gets

n∑
t=1

(in0 ⊗ int ) (ρl
M¤M¤t−1)f¤t

M ∆
t−1
eD ξn =

n∑
t=1

(
in0fC ⊗ int f

¤t
M ∆

t−1
eD

)
∆ eDξn



5.3 The universal property 91

Moreover we have:
n∑

t=2

t−1∑
r=1

(inr ⊗ int−r)(M
¤r−1¤ςM¤M¤t−1−r)f¤t

M ∆
t−1
eD ξn

=
n∑

t=2

t−1∑
r=1

(inr ⊗ int−r)(f
¤r
M ⊗ f¤t−r

M )(D̃¤r−1¤ς eD¤D̃¤t−1−r)∆
t−1
eD ξn

=
n∑

t=2

t−1∑
r=1

(inr f¤r
M ⊗ int−rf

¤t−r
M )(∆

r−1
eD ⊗∆

t−1−r
eD )∆ eDξn

=
n∑

t=2

t−1∑
r=1

(inr f¤r
M ∆

r−1
eD ⊗ int−rf

¤t−r
M ∆

t−1−r
eD )∆ eDξn

So we get

∆(n)fn = (in0fC ⊗ in0fC)∆ eDξn +

+
n∑

t=1

(
int f¤t

M ∆
t−1
eD ⊗ in0fC

)
∆ eDξn +

+
n∑

t=1

(
in0fC ⊗ int f

¤t
M ∆

t−1
eD

)
∆ eDξn +

+
n∑

t=2

t−1∑
r=1

(inr f
¤r
M ∆

r−1
eD ⊗ int−rf

¤t−r
M ∆

t−1−r
eD )∆ eDξn

On the other hand we have

(fn ⊗ fn)∆Dn

= (
n∑

t=0

int f¤t
M ∆

t−1
eD ξn ⊗

n∑

k=0

inkf¤k
M ∆

k−1
eD ξn)∆Dn

= (
n∑

t=0

int f¤t
M ∆

t−1
eD ⊗

n∑

k=0

inkf¤k
M ∆

k−1
eD )∆ eDξn

= (in0f
¤0
M ∆

−1
eD ⊗ in0f

¤0
M ∆

−1
eD )∆ eDξn +

+
n∑

t=1

(int f
¤t
M ∆

t−1
eD ⊗ in0f

¤0
M ∆

−1
eD )∆ eDξn +

+
n∑

k=1

(in0f
¤0
M ∆

0−1
eD ⊗ inkf¤k

M ∆
k−1
eD )∆ eDξn

+(
n∑

t=1

int f
¤t
M ∆

t−1
eD ⊗

n∑

k=1

inkf
¤k
M ∆

k−1
eD )∆ eDξn
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= (in0fC ⊗ in0fC)∆ eDξn +
n∑

t=1

(int f¤t
M ∆

t−1
eD ⊗ in0fC)∆ eDξn +

+
n∑

k=1

(in0fC ⊗ inkf
¤k
M ∆

k−1
eD )∆ eDξn +

+
n∑

t=1

n∑

k=1

(int f¤t
M ∆

t−1
eD ⊗ inkf

¤k
M ∆

k−1
eD )∆ eDξn

= ∆(n)fn −
n∑

t=2

t−1∑
r=1

(inr f
¤r
M ∆

r−1
eD ⊗ int−rf

¤t−r
M ∆

t−1−r
eD )∆ eDξn +

+
n∑

t=1

n∑

k=1

(int f¤t
M ∆

t−1
eD ⊗ inkf

¤k
M ∆

k−1
eD )∆ eDξn.

Now

(int f¤t
M ∆

t−1
eD ⊗ inkf

¤k
M ∆

k−1
eD )∆ eDξn

= (int f
¤t
M ⊗ inkf

¤k
M )(∆

t−1
eD ⊗∆

k−1
eD )∆ eDξn

= (int f
¤t
M ⊗ inkf

¤k
M )(D̃¤t−1¤ς eD¤D̃¤k−1)∆

t+k−1
eD ξn

= (int ⊗ ink)(f¤t
M ⊗ f¤k

M )(D̃¤t−1¤ς eD¤D̃¤k−1)∆
t+k−1
eD ξn

= (int ⊗ ink)(M¤t−1¤ςM¤M¤k−1)f¤t+k
M ∆

t+k−1
eD ξn.

By (5.13), the last term is zero whenever t + k > n, so that:

n∑
t=1

n∑

k=1

(int f
¤t
M ∆

t−1
eD ⊗ inkf¤k

M ∆
k−1
eD )∆ eDξn

=
∑

1≤t,k≤n
t+k≤n

(int f¤t
M ∆

t−1
eD ⊗ inkf

¤k
M ∆

k−1
eD )∆ eDξn

=
n∑

t=2

t−1∑
r=1

(inr f
¤r
M ∆

r−1
eD ⊗ int−rf

¤t−r
M ∆

t−1−r
eD )∆ eDξn,

and hence

(fn ⊗ fn)∆Dn = ∆(n)fn.
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Furthermore ε(0)f0 = 0 = εD0 , while, for every n ≥ 1, we have

ε(n)fn =
n∑

t=0

ε(n)int f
¤t
M ∆

t−1
eD ξn

=
n∑

t=0

εCπ1
ni

n
t f

¤t
M ∆

t−1
eD ξn

= εCπ1
nin0f

¤0
M ∆

0−1
eD ξn

= εCi10fCξn = εCfCξn = εDn .

We conclude that fn is a coalgebra homomorphism. Now, by construction, f is
the unique morphism such that fξk = σkfk, for any k ∈ N. By Proposition 1.6.3,
((D∧i

C )i∈N, (ξ
j
i )i,j∈N) is a direct system in M whose direct limit D̃ carries a natural

coalgebra structure that makes it the direct limit of ((D∧i
C )i∈N, (ξ

j
i )i,j∈N) as a direct

system of coalgebras. Since σk is a coalgebra homomorphism so is σkfk and hence
f is a coalgebra homomorphism.
Assume now that g : E → T c is another coalgebra homomorphism such that p0g =
fC and p1g = fM . Then, by Proposition 5.3.2, we have png = pnf for any n ∈ N.

Lemma 5.3.4. Let (Xi)i∈N be a family of objects in a cocomplete and complete
abelian category M satisfying AB5. Let Y be an object in M and f : Y → ⊕i∈NXi

be a morphism such that
pkf = 0 for any k ∈ N,

where pk : ⊕Xi → Xk denotes the canonical projection. Then f = 0.

Proof. By [Po, Corollary 8.10, page 61], M is a C2-category so that the conclusion
follows by [Po, Proposition, page 54].

Corollary 5.3.5. Let (C, ∆, ε) be a coalgebra in a cocomplete complete coabelian
monoidal category M satisfying AB5 and let (M, ρr

M , ρl
M) be a C-bicomodule. Let

T c := T c
C(M). Let E be a coalgebra and let α : E → T c and β : E → T c be coalgebra

homomorphisms.
Then α = β whenever pnα = pnβ, for n = 0, 1.

Proof. follows by Theorem 5.3.2 and Lemma 5.3.4.

Theorem 5.3.6 (The universal property of cotensor coalgebra). [AMS2, Theorem
2.15] Let (C, ∆, ε) be a coalgebra in a cocomplete and complete abelian monoidal
category M satisfying AB5. Let (M, ρr

M , ρl
M) be a C-bicomodule. Let δ : D → E

be a monomorphism which is a homomorphism of coalgebras. Let fC : D̃ → C be a
coalgebra homomorphism and let fM : D̃ → M be a morphism of C-bicomodules such
that fMξ1 = 0, where D̃ is a bicomodule via fC . Then there is a unique coalgebra
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homomorphism f : D̃ → T c
C(M) such that p0f = fC and p1f = fM , where pn :

T c
C(M) → M¤n denotes the canonical projection.

T c
C(M)

p0

²²

p1 // M

C D̃

fM

OO

f

gg

fC

oo D
ξ1

oo

0

ffMMMMMMMMMMMMMM

Proof. Since M satisfies AB5, the morphism δ̃ : D̃ → E of Notation 1.6.4 is a
monomorphism, so that, by applying Theorem 5.3.3, there is a coalgebra homomor-
phism f : D̃ → T c

C(M) such that p0f = fC and p1f = fM . The uniqueness follows
by Corollary 5.3.5.

The following result describes completely the wedge powers of C as a subcoalge-
bra of the cotensor coalgebra T c

C(M), where M is a C-bicomodule.

Theorem 5.3.7. [AMS2, Theorem 2.18] Let (C, ∆, ε) be a coalgebra in a cocomplete
and complete coabelian monoidal category M satisfying AB5. Let (M,ρr

M , ρl
M) be a

C-bicomodule. Let T c := T c
C(M). Then

(Cn (M) , σn) = C∧n
Tc ,

for every n ∈ N.

Proof. Let n ∈ N. Let
λn

a : M¤a → ⊕b≥nM
¤b

be defined by

λn
a =

{
the canonical injection if a ≥ n,
0 otherwise.

Define
νn : ⊕a≥nM

¤a → T c

as the codiagonal map of the family (ia)a≥n so that we have

νn ◦ λn
a =

{
ia for every a ≥ n
0 otherwise.

Define
τn : T c → ⊕a≥nM

¤a

as the codiagonal map of the family (λn
a)a∈N , that is

τnia = λn
a , for every a ∈ N.
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Thus, we have
τnνnλn

a = τnia = λn
a for a ≥ n,

so that
τnνn = Id⊕a≥nM¤a for every n ∈ N.

Let Cn = Cn (M) for every n ∈ N. Let us prove the following sequence

0 → Cn σn−→ T c τn−→ ⊕a≥nM¤a → 0

is exact. We check that
(⊕a≥nM¤a, τn

)
= Coker (σn).

Since τnνn = Id, it is clear that τn is an epimorphism and that νn is a monomorphism.
From

τnσnina = τnia = λn
a = 0, for every 0 ≤ a ≤ n− 1,

we deduce that
τnσn = 0 for every n ∈ N.

Let f : T c → X be a morphism such that fσn = 0 for every n ∈ N. Thus, for every
0 ≤ a ≤ n− 1, we have

fia = fσnina = 0

Set
f = fνn

and let us prove that f = fτn. From

fτnia = fνnλn
a =

{
fia for every a ≥ n
0 otherwise.

we deduce that fτnia = fia, for every a ∈ N, and hence fτn = f.
Let us prove that Cn = C∧n

Tc , for every n ∈ N.
The case n = 0 is trivial. Let us prove the equality above for every n ≥ 1 by
induction on n.
If n = 1, by definition, we have C1 = C = C∧1

Tc .
Let n ≥ 2 and assume that C∧n−1

Tc = Cn−1. By Proposition 1.5.8 and Lemma 1.5.3,
we have

C∧n
Tc = C∧n−1

Tc ∧T cC∧1
Tc = Cn−1∧T cC1 = Ker (τn−1)∧T cKer (τ1) = Ker [(τn−1 ⊗ τ1) ∆T c ]

so that

0 → C∧n
Tc ↪→ T c (τn−1⊗τ1)∆Tc−→ (⊕a≥n−1M

¤a
)⊗ (⊕a≥1M

¤a
)

is an exact sequence. In order to conclude, it is enough to check that the following
sequence

0 → Cn σn−→ T c (τn−1⊗τ1)∆Tc−→ (⊕a≥n−1M
¤a

)⊗ (⊕a≥1M
¤a

)
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is exact. For every 0 ≤ a ≤ n− 1, we have

(τn−1 ⊗ τ1) ∆T cσnina = (τn−1 ⊗ τ1) (σn ⊗ σn) ∆ (n) ina

By Proposition 5.2.2 we can write

∆ (n) ina =
a∑

r=0

(inr ⊗ ina−r)fr,a−r

where fi,j : M¤a → M¤i ⊗M¤j are suitable morphisms. Thus we get

(τn−1 ⊗ τ1) ∆T cσni
n
a =

a∑
r=0

(τn−1 ⊗ τ1) (σn ⊗ σn) (inr ⊗ ina−r)fr,a−r

=
a∑

r=0

(τn−1ir ⊗ τ1ia−r) fr,a−r =
a∑

r=0

(
λn−1

r ⊗ λ1
a−r

)
fr,a−r = 0

Therefore (τn−1 ⊗ τ1) ∆T cσn = 0, for every n ∈ N.
Let g : Y → T c be a morphism such that

(τn−1 ⊗ τ1) ∆T cg = 0.

Now, for every c ∈ N and for every a ≥ b, we have

paνbτbic = paνbλ
b
c =

{
paic for every c ≥ b
0 = paic otherwise.

so that
paνbτb = pa, for every a ≥ b.

Thus, for every a ≥ n− 1 and b ≥ 1, by Lemma 5.3.1, we have

0 = (paνn−1τn−1 ⊗ pbν1τ1) ∆T cg = (pa ⊗ pb) ∆T cg=
(
M¤a−1¤ςM¤M¤b

)
pa+bg.

By left exactness of the tensor functors, M¤a−1¤ςM¤M¤b is a monomorphism so
that

pa+bg = 0.

We conclude that
pcg = 0, for every c ≥ n.

Set
g = πng.

and let us prove that g = σng. By Lemma 5.3.4 this is the case if and only if

pag = paσng, for every a ∈ N.

We have

paσng = pa
nπng =

{
pag for every a < n
0 = pag otherwise.
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5.4 Formal smoothness

The main aim of this section is to prove Theorem 5.4.8 which is the ”cotensor”
analogue of Theorem 4.2.1.

Proposition 5.4.1. [AMS2, Proposition 3.4] Let i ∈ {1, 2}. Let fi : Xi → Yi

be morphisms in an abelian monoidal category M. Let σi : Yi → Xi such that
fiσi = IdYi

. Then

Ker(f1 ⊗ f2) = [Ker (f1)⊗X2] + [X1 ⊗Ker (f2)].

Proof. Let (Ki, ki) = Ker (fi) for i = 1, 2. Let ν1 : K1⊗X2 → (K1⊗X2)⊕(X1⊗K2)
and ν2 : X1 ⊗K2 → (K1 ⊗X2)⊕ (X1 ⊗K2) be the canonical inclusions. Then, by
the universal property of coproducts, there is a unique morphism τ : (K1 ⊗ X2) ⊕
(X1 ⊗K2) → X1 ⊗X2 such that

(5.15) τν1 = k1 ⊗X2 and τν2 = X1 ⊗ k2.

By definition, one has (K1 ⊗ X2) + (X1 ⊗K2) = Im(τ) = Ker (π), where (C, π) =
coker(τ).
Thus, in order to prove our statement, we will show that (C, π) = (Y1⊗Y2, f1⊗ f2).
By (5.15), we have

(f1 ⊗ f2)τν1 = (f1 ⊗ f2)(k1 ⊗X2) = 0,

(f1 ⊗ f2)τν2 = (f1 ⊗ f2)(X1 ⊗ k2) = 0,

so that (f1 ⊗ f2)τ = 0. By the universal property of cokernels, we obtain a unique
morphism α : C → Y1 ⊗ Y2 such that απ = f1 ⊗ f2.
Define β : Y1⊗Y2 → C by β := π(σ1⊗σ2). Let us prove that β is a two-sided inverse
of α. Clearly one has

αβ = απ(σ1 ⊗ σ2) = (f1 ⊗ f2)(σ1 ⊗ σ2) = IdX1⊗X2 .

Now, since fiσi = IdYi
, there is a unique morphism ρi : Xi → Ki such that ρiki =

IdKi
and

(5.16) kiρi + σifi = IdXi
, for any i ∈ {1, 2}.
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Then we have:

βαπ = β(f1 ⊗ f2)

= π(σ1f1 ⊗ σ2f2)
(5.16)
= π[σ1f1 ⊗ (IdX2 − k2ρ2)]

= π(σ1f1 ⊗ IdX2)− π(σ1f1 ⊗ k2ρ2)

= π[(IdX1 − k1ρ1)⊗ IdX2 ]− π(X1 ⊗ k2)(σ1f1 ⊗ ρ2)
(5.15)
= π − π(k1ρ1 ⊗ IdX2)− πτν2(σ1f1 ⊗ ρ2)

= π − π(k1 ⊗ IdX2)(ρ1 ⊗ IdX2)
(5.15)
= π − πτν1(ρ1 ⊗ IdX2)

= π

Since π is an epimorphism we conclude that βα = IdC and hence that α is an
isomorphism. Thus (C, π) = (Y1 ⊗ Y2, f1 ⊗ f2).

Proposition 5.4.2. Let δ : D → C be a morphism that cosplits in M. If δ is a
coalgebra homomorphism, then we have

(5.17) D∧2
C = D ∧C D = ∆−1

C (D ⊗ C + C ⊗D).

Proof. Set (L, p) = coker(σ). Let

(D∧n
C , δn) := Ker (p⊗n∆n−1

C ).

We have

D∧2
C = Ker [(p⊗ p)∆C ]

(∗)
= ∆−1

C [Ker (p⊗ p)]
(∗∗)
= ∆−1

C {[Ker (p)⊗ C] + [C ⊗Ker (p)]} = ∆−1
C [(D ⊗ C) + (C ⊗D)].

where in (*) we have applied ([St, Proposition 5.1, page 90]) and in (**) Proposition
5.4.1.

Proof. Since
p′iσαi = p′iα

′
iσi = 0,

by the universal property of cokernels, there is a unique morphism τi : Li → L′i such
that τipi = p′iσ. Then we have:

(p′1 ⊗ p′2)∆A′σλ1,2 = (p′1 ⊗ p′2)(σ ⊗ σ)∆Aλ1,2 = (τ1 ⊗ τ2)(p1 ⊗ p2)∆Aλ1,2 = 0.

By the universal property of kernels, there is a unique morphism λ : X1 ∧A X2 →
X ′

1 ∧A′ X
′
2 such that λ′1,2λ = σλ1,2. Clearly, as σ and λ1,2 are monomorphisms, λ is

a monomorphism too.
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Lemma 5.4.3. Let ((Xi)i∈N, (ξ
j
i )i,j∈N) and let ((Yi)i∈N, (ζ

j
i )i,j∈N) be direct systems

in a monoidal category M, where, for i ≤ j, ξj
i : Xi → Xj and ζj

i : Yi → Yj. Let
σ : A → B be a coalgebra homomorphism and let (αi : Xi → A)i∈N and (βi : Yi →
B)i∈N be compatible families of morphisms in M. Let λi : Xi → Yi be a morphism
such that βiλi = σαi, for any i ∈ N. If βi is a monomorphism, for any i ∈ N, we
have that (λi : Xi → Yi)i∈N is a direct system of morphisms in M.

Proof. For any i ≤ j, we have that:

βjλjξ
j
i = σαjξ

j
i = σαi = βiλi = βjζ

j
i λi.

Since βj is a monomorphism for any j ∈ N, we conclude that λjξ
j
i = ζj

i λi i.e. that
(λi : Xi → Yi)i∈N is a direct system of morphisms in M.

Lemma 5.4.4. Let M be a cocomplete monoidal category with left exact direct
limits. Let ((Xi)i∈N, (ξ

j
i )i,j∈N) be a direct system in M, where, for i ≤ j, ξj

i : Xi →
Xj. Let γ : N → N be an injection. Then ((Xγ(i))i∈N, (ξ

γ(j)
γ(i) )i,j∈N) is a direct system

in M. Let (X, (λi)i∈N) = lim−→Xγ(i), where λi : Xγ(i) → X for any i ∈ N. Then

(X, (ξi)i∈N) = lim−→Xi, where ξi : Xi → X is defined by ξi := λjξ
γ(j)
i : Xi → X, where

j ∈ N is such that γ(j) ≥ i.

Proof. Clearly ((Xγ(i))i∈N, (ξ
γ(j)
γ(i) )i,j∈N) is a direct system. Let us prove the last as-

sertion. Let j, j′ ∈ N such that γ(j′) ≥ γ(j) ≥ i. Then

λj′ξ
γ(j′)
i = λj′ξ

γ(j′)
γ(j) ξ

γ(j)
i = λjξ

γ(j)
i ,

so that ξi is well defined. Note that

(5.18) ξγ(j) = λjξ
γ(j)
γ(j) = λj.

Moreover, for any i ≤ j, and for any t ∈ N such that γ(t) ≥ j we have:

ξjξ
j
i = λtξ

γ(t)
j ξj

i = λtξ
γ(t)
i = ξi,

so that (ξi : Xi → X)i∈N is a direct system of morphisms. Let now (fi : Xi →
Y )i∈N be a compatible family of morphisms in M. Then (fγ(i) : Xγ(i) → Y )i∈N is
a compatible family of morphisms in M so that there exists a unique morphism
f : X → Y such that fλi = fγ(i) for any i ∈ N. For any i ∈ N and for any j ∈ N is
such that γ(j) ≥ i,we obtain

fξi = fλjξ
γ(j)
i = fγ(i)ξ

γ(j)
i = fi.

Let g : X → Y be another morphism such that gξi = fi. Then we have

gλi
(5.18)
= gξγ(i) = fγ(i).

By uniqueness of f we get g = f, so that (X, (ξi)i∈N) = lim−→Xi.
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Lemma 5.4.5. Let (M,⊗,1) be a cocomplete abelian monoidal category satisfying
AB5, with left exact direct limits and left and right exact tensor functors. Let (I,≤)
be a directed partially ordered set. Let ((Xi)i∈I, (ξ

j
i )i,j∈I) be a direct system in M,

where, for i ≤ j, ξj
i : Xi → Xj. Let (wi : Xi → W )i∈I be a compatible family of

monomorphisms in M. Let (X, (ξi)i∈I) = lim−→Xi. Let w : X → W be the unique
morphism such that wξi = wi for every i. Let ξ : ⊕Xi → X be the unique morphism
such that ξεi = ξi for any i ∈ I and let ω : ⊕Xi → W be the unique morphism such
that ωεi = wi for any i ∈ I, where εi : Xi → ⊕Xi is the canonical inclusion. Then:

wξ = ω.

Moreover w is a monomorphism and ξ is an epimorphism.

Proof. Since wξi = wi, the ξi’s are monomorphisms. Clearly we have

wξεi = wξi = wi = ωεi for any i ∈ I
and hence

wξ = ω

Moreover, regarding (wi : Xi → W )i∈I as a direct system of monomorphism, in view
of AB5, we have that w is a monomorphism and ξ is an epimorphism.

Lemma 5.4.6. Let (M,⊗,1) be a cocomplete abelian monoidal category satisfying
AB5 and with left and right exact tensor functors. Let (I,≤) be a directed partially
ordered set. Let ((Xi)i∈I, (ξ

j
i )i,j∈I) be a direct system in M, where, for i ≤ j, ξj

i :
Xi → Xj. If ⊕Xi commutes with ⊗, then lim−→Xi does.

Proof. Let ((Xi)i∈I, (ξ
j
i )i,j∈I) be a direct system inM, where, for i ≤ j, ξj

i : Xi → Xj.
Let (X, (ξi)i∈I) = lim−→Xi and let Y be an object in M. By [St, Lemma 1.2, page

115], the ξi’s are monomorphisms. Also, by the universal property of the coproduct,
there is a unique morphism ξ : ⊕Xi → X such that

(5.19) ξεi = ξi for any i ∈ I
where εi : Xi → ⊕Xi is the canonical inclusion. Moreover, ξ is an epimorphism.
Assume that

(5.20) ((⊕Xi)⊗ Y, εi ⊗ Y ) = ⊕(Xi ⊗ Y ),

Let γi : Xi⊗Y → lim−→(Xi⊗Y ) be the canonical morphism. By the universal property

of coproduct and by (5.20), there is a unique morphism γ : (⊕Xi)⊗Y → lim−→(Xi⊗Y )
such that

(5.21) γ(εi ⊗ Y ) = γi for any i ∈ I.
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In an analogous way, by the universal property of direct limits, there is a unique
morphism Λ : lim−→(Xi ⊗ Y ) → X ⊗ Y such that

(5.22) Λγi = ξi ⊗ Y for any i ∈ I.

It is easy to see that we can apply Lemma 5.4.5 to the present situation and get:

Λγ = ξ ⊗ Y.

where Λ is a monomorphism and γ is an epimorphism. Moreover, since the tensor
functor is left exact and ξ is an epimorphism, we get that ξ⊗ Y is an epimorphism.
Hence Λ is an epimorphism too.

Theorem 5.4.7. [AMS2, Theorem 3.11] Let (C, ∆, ε) be a coalgebra in a cocom-
plete abelian monoidal category M satisfying AB5, with left and right exact tensor
functors. Assume that denumerable coproducts commute with ⊗. Let α : C → A
and σ : A → B be monomorphisms which are coalgebra homomorphisms and let
β = σα. Assume that σ cosplits in M. Let pα = coker(α) in M, let (C∧n

A , αn) :=

Ker (p⊗n
α ∆n−1

A ) and assume that αn cosplits in M, for every n ∈ N. If C̃A = A and

B = A∧B2, then C̃B = B.

Proof. For any morphism η we set (Lη, pη) = coker(η) in M. By Proposition 5.4.2,
we get

B = A∧B2 (5.17)
= ∆−1

B (A⊗B + B ⊗ A).

Let

(C∧n
A , αn) := Ker (p⊗n

α ∆n−1
A ) and (C∧n

B , βn) := Ker (p⊗n
β ∆n−1

B ).

By assumption (A, (αn)n∈N) = C̃A = lim−→C∧n
A . Then, by Lemma 5.4.6, we obtain:

A⊗B = (lim−→C∧n
A)⊗B = lim−→(C∧n

A ⊗B).

We have:

B = ∆−1
B [lim−→(C∧m

A ⊗B) + lim−→(B ⊗ C∧n
A)]

= ∆−1
B lim−→[(C∧n

A ⊗B) + (B ⊗ C∧n
A)]

= lim−→∆−1
B [(C∧n

A ⊗B) + (B ⊗ C∧n
A)]

= lim−→(C∧n
A ∧B C∧n

A)

where in the second equality we have used that in an AB5-category direct limits
of direct systems of subobjects are just sums of their respective families; in the
third we have used a well known property of AB5-categories (see [St, Proposition
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1.1, page 114]); in the last equality we have used Proposition 5.4.2 in the case
δ = σαn : C∧n

A → B. Following 1.5.1, one defines inductivelly the morphism

C∧n
σ : C∧n

A → C∧n
B

which is uniquely defined by

(5.23) βnC∧n
σ = σαn.

By Lemma 5.4.3, (C∧n
σ : C∧n

A → C∧n
B)i∈N is a direct system of monomorphisms inM.

Let m ≤ n. Note that, if we denote by ξn
A,m : C∧m

A → C∧n
A and by ξn

B,m : C∧m
B → C∧n

B

the canonical morphisms, this means that C∧n
σξn

A,m = ξn
B,mC∧m

σ .
Let (Ln, pn) = coker(σnαn) and (L′n, p

′
n) = coker(βn). Let also

(C∧n
A ∧B C∧n

A , λn) = Ker [(pn ⊗ pn)∆B] and

(C∧n
B ∧B C∧n

B , λ′n) = Ker [(p′n ⊗ p′n)∆B].

Then
λ′n ◦

(
C∧n

σ ∧B C∧n
σ
)

= λn.

By Lemma 5.4.3, (C∧n
σ ∧B C∧n

σ : C∧n
A ∧B C∧n

A → C∧n
B ∧B C∧n

B)n∈N is a direct system
of monomorphisms in M. Since, by the foregoing, B = lim−→(C∧n

A∧B C∧n
A), by Lemma

5.6.1, applied in the case γi = C∧i
σ ∧B C∧i

σ for any i ∈ N, we obtain that

(B, (λ′n)n∈N) = lim−→(C∧n
B ∧B C∧n

B).

As

(C∧n
B ∧B C∧n

B , λ′n)
(1.9)
= (C∧2n

B , β2n)

we obtain
(B, (β2n)n∈N) = lim−→C∧2n

B .

Now, apply Lemma 5.4.4 in the case when γ : N→ N is defined by setting γ(n) = 2n
for every n ∈ N. Then we get

(B, (βn)n∈N) = lim−→C∧Bn = C̃B.

Theorem 5.4.8. [AMS2, Theorem 4.15] Let (C, ∆, ε) be a formally smooth coalge-
bra in a cocomplete and complete coabelian monoidal category M satisfying AB5,
with left and right exact tensor functors. Assume that denumerable coproducts com-
mute with ⊗. Let (M, ρr

M , ρl
M) be an I-injective C-bicomodule. Then the cotensor

coalgebra T c
C(M) is formally smooth.
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Proof. We will prove that any Hochschild coextension of T c := T c
C(M) is trivial. Let

σ : T c → B be a Hochschild coextension of T c. Since the canonical projection p0 :
T c → C is a coalgebra homomorphism and C is formally smooth, by a) of Theorem
3.5.10, there exists a coalgebra homomorphism g0 : B → C such that g0σ = p0. Then
B is a C-bicomodule via g0. Moreover σ becomes a morphism of C-bicomodules.
Since M is I-injective and the canonical projection p1 : T c → M is a morphism of
C-bicomodules, then there is a morphism of C-bicomodules g1 : B → M such that
g1σ = p1.

M

0 // T c
C(M)

p1

OO

σ
//

p0

²²

B
πtt

g1

ee

g0

yy
C

Since, by Proposition 5.3.7, we have

C̃T c = lim−→C∧n
Tc = lim−→Cn(M) = T c

We are going to apply the universal property of cotensor coalgebra. In order to
do it we have to check that the ”coradical condition” is fulfilled. Since σn : Cn →
T c cosplits and since, by definition of Hochschild coextension, B = (T c)∧

2
B and σ

cosplits, then by Theorem 5.4.7 applied to the case ”α” = i0 : C → T c the canonical
inclusion and ”σ” = σ, we have C̃B = B. Now we have

g1σi0 = p1i0 = 0.

Therefore we can apply Theorem 5.3.6 in the case when ”C” = ”D” = C, ”M” = M ,
”E” = B and ”δ” = σi0 in order to obtain a unique coalgebra homomorphism
f : B → T c such that p0f = g0 and p1f = g1. Then we have

p0fσ = g0σ = p0, and p1fσ = g1σ = p1.

By Corollary 5.3.5, we conclude that fσ = IdT c .

5.5 Examples

We now provide a number of examples of abelian monoidal categories for which our
results apply. These categories are all Grothendieck categories and hence cocomplete
and complete abelian categories satisfying AB5.
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Let B be a bialgebra over a field K.

• The category BM = (BM,⊗K , K), of all left modules over B. The tensor
V ⊗W of two left B-modules is an object in BM via the diagonal action; the unit
is K regarded as a left B-module via εB.

• The category BMB = (BMB,⊗K , K), of all two-sided modules over B. The
tensor V ⊗W of two B-bimodules carries, on both sides, the diagonal action; the
unit is K regarded as a B-bimodule via εB.

• The category BM = (BM,⊗K , K), of all left comodules over B. The tensor
product V ⊗W of two left B-comodules is an object in BM via the diagonal coaction;
the unit is K regarded as a left B-comodule via the map k 7→ 1B ⊗ k.

• The category BMB = (BMB,⊗K , K) of all two-sided comodules over B. The
tensor V ⊗W of two B-bicomodules carries, on both sides, the diagonal coaction;
the unit is K regarded as a B-bicomodule via the maps k 7→ 1B⊗k and k 7→ k⊗1B.

• Let H be a Hopf algebra over a field K with bijective antipode.
The category H

HYD = (H
HYD,⊗K , K) of left Yetter-Drinfeld modules over H. Recall

that an object V in H
HYD is a left H-module and a left H-comodule satisfying, for

any h ∈ H, v ∈ V , the compatibility condition:

∑
(h(1)v)<−1>h(2) ⊗ (h(1)v)<0> =

∑
h(1)v<−1> ⊗ h(2)v<0>

where ∆H (h) =
∑

h(1) ⊗ h(2) and ρ (v) =
∑

v<−1> ⊗ v<0> denote the comultipli-
cation of H and the left H-comodule structure of V respectively (we used Sweedler
notation).

The tensor product V ⊗W of two Yetter-Drinfeld modules is an object in H
HYD

via the diagonal action and the codiagonal coaction; the unit in H
HYD is K regarded

as a left H-comodule via the map x 7→ 1H⊗x and as a left H-module via the counit
εH .
The category H

HYD is a braided monoidal category where, for every V, W ∈ H
HYD,

the braiding cV,W : V ⊗W → W ⊗ V is defined by setting:

cV,W (v ⊗ w) =
∑

v<−1>w ⊗ v<0>,

for every v ∈ V and w ∈ W .

• The category QM = (QM,⊗K , K), of all left modules over a quasi-bialgebra Q
over a field K (see [Ka, Definition XV.1.1, page 368]).

• The category Q
QYD of Yetter-Drinfeld modules over a finite dimensional quasi-

Hopf algebra Q (see [Mj2]). In fact, since H is finite dimensional, this category is
isomorphic to the category of left modules over the quantum double D(H).
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5.6 Braided bialgebra structure

The main aim of this section is to provide a braided bialgebra structure for the
cotensor coalgebra inside a braided monoidal category. This structure is used to
extend the notion of bialgebra of type one, introduced in the classical case by Nichols
in [Ni], to the wider context of a braided monoidal category (see Definition 5.6.10).
A universal property for the cotensor bialgebra is also proven (see Theorem 5.6.8).

Lemma 5.6.1. Let M be a monoidal category with left exact direct limits. Let
((Ai)i∈N, (α

j
i )i,j∈N) and ((Bi)i∈N, (β

j
i )i,j∈N be direct systems in M, where, for i ≤ j,

αj
i : Ai → Aj and βj

i : Bi → Bj. Let (γi : Ai → Bi)i∈N be a direct system of
monomorphisms. Let (A, (αi)i∈N) = lim−→Ai and let (βi : Bi → A)i∈N be a compatible

family of monomorphisms such that βiγi = αi for any i ∈ N. Then (A, (βi)i∈N) =
lim−→Bi.

Proof. Since direct limits are left exact in M, the canonical morphism lim−→βi :
lim−→Bi → A is a monomorphism. Moreover, since lim−→βi ◦ lim−→γi = lim−→αi = IdA,
we have that lim−→βi is also an epimorphism and hence an isomorphism.

5.6.2. Let (M,⊗,1) be a cocomplete coabelian monoidal category. Recall that a
graded coalgebra in M is a coalgebra (B, ∆, ε) endowed with a family (Bi, βi) of
subobjects of B, such that

B = ⊕i∈NBi

and there exists a family (∆i)
i∈N of morphisms

∆i : Bi → (B ⊗B)i = ⊕a+b=i (Ba ⊗Bb) ,

such that
∆βi = ∇ [

(βa ⊗ βb)a+b=i

]
∆i

and
εβi = 0, for every i ≥ 1.

Here ∇ [
(βa ⊗ βb)a+b=i

]
denotes the codiagonal morphism associated to the family

(βa ⊗ βb)a+b=i .
It follows that (B0, ∆0, ε0) is a coalgebra in M, where ε0 : B0 → 1 is defined by
setting

ε0 = εβ0.

Moreover β0 is a coalgebra homomorphism.

Proposition 5.6.3. [AMS2, Proposition 3.3] Let (M,⊗,1) be a cocomplete coa-
belian monoidal category. Let B = ⊕i∈NBi be a graded coalgebra. Denote by (L, p)
the cokernel of β0 in M. Then

(5.24) p⊗n+1∆n
Bβb = 0, for every 0 ≤ b ≤ n.
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Moreover
B = lim−→(B

∧i
B

0 )i∈N.

Proof. Denote by βi : Bi → B the canonical inclusion and denote by τi : B → Bi

the canonical projection, for every i ∈ N. Since β0 is a coalgebra homomorphism
and β0 is a monomorphism, we can consider

(B
∧n

B
0 , δn) := Ker(p⊗n∆n−1

B ).

Denote by ξj
i : B

∧i
B

0 → B
∧j

B
0 the canonical inclusion, for every j ≥ i. Hence we have

δjξ
j
i = δi.

In order to prove (5.24), we proceed by induction on n ≥ 0. For n = 0, then b = 0
and we have

p⊗n+1∆n
Bβb = p∆0

Bβ0 = pβ0 = 0.

Let n ≥ 1 and assume p⊗i+1∆i
Bβj = 0, for every 0 ≤ j ≤ i ≤ n − 1. For every

0 ≤ c ≤ n, we have

p⊗n+1∆n
Bβc =

(
p⊗n−1 ⊗ p⊗2

) (
∆n−2

B ⊗∆B

)
∆Bβc

=
(
p⊗n−1∆n−2

B ⊗ p⊗2∆B

)∇ [
(βa ⊗ βb)a+b=c

]
∆c

= ∇
[(

p⊗n−1∆n−2
B βa ⊗ p⊗2∆Bβb

)
a+b=c

]
∆c = 0.

By definition of (B
∧n

B
0 , δn), there exists a unique morphism

γn : ⊕n
i=0Bi → B

∧n+1
B

0

such that
δn+1γn = ∇ [(βi)

n
i=0] .

Since each βi cosplits, then ∇ [(βi)
n
i=0] is a monomorphism. Thus also γn is a

monomorphism. Denote by βb
a : ⊕a

i=0Bi → ⊕b
i=0Bi the canonical injection when

a ≤ b. Then we have

δn+2γn+1β
n+1
n = ∇ [

(βi)
n+1
i=0

]
βn+1

n = ∇ [(βi)
n
i=0] = δn+1γn = δn+2ξ

n+2
n+1γn

Since δn+2 is a monomorphism, we get that

γn+1β
n+1
n = ξn+2

n+1γn

for every n ∈ N. Thus (γn : ⊕n
i=0Bi → B

∧n+1
B

0 )n∈N defines a direct system of monomor-
phisms in M. Now, as, by Proposition 1.6.5, (B, (∇ [(βi)

n
i=0])n∈N) = lim−→ (⊕n

i=0Bi),

by Lemma 5.6.1 we have that (B, (δn)n∈N) = lim−→(B
∧i

B
0 )i∈N.
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Proposition 5.6.4. Let (M, c) be a cocomplete coabelian braided monoidal category
and let B = ⊕n∈NBn be a graded coalgebra in M. Assume that the tensor product
commutes with direct sums. Then (B ⊗B, ∆B⊗B, εB⊗B) is a graded coalgebra where

∆B⊗B : B ⊗B
∆B⊗∆B−→ B ⊗B ⊗B ⊗B

B⊗cB,B⊗B−→ B ⊗B ⊗B ⊗B,

εB⊗B : B ⊗B
εB⊗εB−→ 1⊗ 1

m1−→ 1.

and with graduation given by (B ⊗B)n =
⊕

a+b=n Ba ⊗Bb.

Proof. It is well known that (B ⊗B, ∆B⊗B, εB⊗B) is a coalgebra (it is dual to [Mj1,
Lemma 9.2.12, page 438]). Let us check the part of the statement concerning the
graduation. Since B is a graded coalgebra, there exists a family (∆n)n∈N of mor-
phism, ∆n : Bn → (B ⊗B)n such that

∆Bβn = ∇ [(βa ⊗ βb)a+b=n] ∆n,

where βn : Bn → B and∇ [(βa ⊗ βb)a+b=n] : (B ⊗B)n → B⊗B denote the canonical
injection. Let

∆i,j := (pi ⊗ pj) ∆i+j : Bi+j → Bi ⊗Bj,

for every i, j ∈ N. We have

∆Bβn = ∇ [(βi ⊗ βj)i+j=a] ∆n =
∑

i+j=n

(βi ⊗ βj) ∆i,j.

Since the tensor product commutes with direct sums, we can write freely

[(B ⊗B)⊗ (B ⊗B)]n = ⊕a+b=n [(B ⊗B)a ⊗ (B ⊗B)b]

= ⊕i+j+u+v=n (Bi ⊗Bj ⊗Bu ⊗Bv)

Via this identification we have

∇{∇ [(βi ⊗ βj)i+j=a]⊗∇ [(βu ⊗ βv)u+v=b]} = ∇ [(βi ⊗ βj ⊗ βu ⊗ βv)i+j+u+v=n] .

Denote by

βi,j,u,v : Bi ⊗Bj ⊗Bu ⊗Bv → ⊕i′+j′+u′+v′=n (Bi′ ⊗Bj′ ⊗Bu′ ⊗Bv′)

the canonical injection and define ∆B⊗B
n : (B ⊗B)n → [(B ⊗B)⊗ (B ⊗B)]n by

∆B⊗B
n := ∇




∑
i+j=a
u+v=b

βi,j,u,v

(
Bi ⊗ cBj ,Bu ⊗Bv

)
(∆i,j ⊗∆u,v)




a+b=n

.
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We have

∇{∇ [(βi ⊗ βj)i+j=a]⊗∇ [(βu ⊗ βv)u+v=b]} ◦∆B⊗B
n

= ∇ [(βi ⊗ βj ⊗ βu ⊗ βv)i+j+u+v=n] ◦

◦∇




∑
i+j=a
u+v=b

βi,j,u,v

(
Bi ⊗ cBj ,Bu ⊗Bv

)
(∆i,j ⊗∆u,v)




a+b=n

= ∇
[ ∑

i+j=a
u+v=b

∇ [(βi ⊗ βj ⊗ βu ⊗ βv)i+j+u+v=n] ◦
◦βi,j,u,v

(
Bi ⊗ cBj ,Bu ⊗Bv

)
(∆i,j ⊗∆u,v)

]

a+b=n

= ∇




∑
i+j=a
u+v=b

(βi ⊗ βu ⊗ βj ⊗ βv)
(
Bi ⊗ cBj ,Bu ⊗Bv

)
(∆i,j ⊗∆u,v)




a+b=n

= ∇




∑
i+j=a
u+v=b

(B ⊗ cB,B ⊗B) (βi ⊗ βj ⊗ βu ⊗ βv) (∆i,j ⊗∆u,v)




a+b=n

= (B ⊗ cB,B ⊗B)∇




∑
i+j=a
u+v=b

(βi ⊗ βj) ∆i,j ⊗ (βu ⊗ βv) ∆u,v




a+b=n

= (B ⊗ cB,B ⊗B)∇ [∆Bβa ⊗∆Bβb]a+b=n

= (B ⊗ cB,B ⊗B) (∆B ⊗∆B)∇ [(βa ⊗ βb)a+b=n]

= ∆B⊗B∇ [(βa ⊗ βb)a+b=n] .

Moreover we have

εB⊗B ◦ ∇ [(βa ⊗ βb)a+b=n] = m1 (εB ⊗ εB)∇ [(βa ⊗ βb)a+b=n]

= m1∇ [(εBβa ⊗ εBβb)a+b=n] = 0,

for every n ≥ 1. Since the tensor product commutes with direct sums, we can write

B ⊗B = (⊕a∈NBa)⊗ (⊕b∈NBb) = ⊕n∈N (B ⊗B)n

so that B ⊗B is a graded coalgebra.

Proposition 5.6.5. Let (C, ∆C , εC) be a coalgebra in a cocomplete coabelian monoidal
categoryM and let (M, ρr

M , ρl
M) be a C-bicomodule. Let T c = T c

H(M) be the cotensor
coalgebra. Then T c = ⊕n∈NT c

n is a graded coalgebra where T c
n = M¤Hn.
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Proof. By Proposition 5.2.2 we can write

∆ (n) int =
∑

i+j=t

(ini ⊗ inj )fi,j, for every n ≥ 1 and 0 ≤ t ≤ n,

where fi,j : M¤H i+j → M¤H i ⊗M¤Hj are suitable morphisms. Denote by

βi,j : T c
i ⊗ T c

j → (T c ⊗ T c)i+j =
⊕

a+b=i+j

T c
a ⊗ T c

b

the canonical injection. Define

∆n :=
∑

i+j=n

βi,jfi,j : T c
n → (T c ⊗ T c)n

Then

∇ [(ina ⊗ inb )a+b=n] ∆n = ∇ [(ina ⊗ inb )a+b=n]
∑

i+j=n

βi,jfi,j

=
∑

i+j=n

∇ [(ina ⊗ inb )a+b=n] βi,jfi,j =
∑

i+j=n

(ii ⊗ ij) fi,j.

By construction, ∆T c is uniquely defined by ∆T cσi = (σi ⊗ σi) ∆ (i) , for every i ∈ N,
so that

∆T cin = ∆T cσn+1i
n+1
n

= (σn+1 ⊗ σn+1) ∆ (n + 1) in+1
n

= (σn+1 ⊗ σn+1)
∑

i+j=n

(in+1
i ⊗ in+1

j )fi,j

=
∑

i+j=n

(σn+1i
n+1
i ⊗ σn+1i

n+1
j )fi,j

=
∑

i+j=n

(ii ⊗ ij)fi,j = ∇ [(ina ⊗ inb )a+b=n] ∆n.

By construction εT c is uniquely defined by εT cσi = (σi ⊗ σi) ε (i) , for every i ∈ N,
so that

εT cin = εT cσn+1i
n+1
n = (σn+1 ⊗ σn+1) ε (n + 1) in+1

n = (σn+1 ⊗ σn+1) εCπ1
n+1i

n+1
n = 0

for every n ≥ 1.

Theorem 5.6.6. Let H be a braided bialgebra in a cocomplete and complete coa-
belian braided monoidal category (M, c) satisfying AB5. Assume that the tensor
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product commutes with direct sums.
Let (M, µr

M , µl
M , ρr

M , ρl
M) be in H

HMH
H . Let T c = T c

H(M) be the cotensor coalgebra.
Then there are unique coalgebra homomorphisms

mT c : T c ⊗ T c → T c and uT c : 1 → T c

such that the diagrams

(5.25) T c

p0

²²

p1 // M

H T c ⊗ T c

µl
M (p0⊗p1)+µr

M (p1⊗p0)

OO
mTc

hh

mH(p0⊗p0)
oo

T c

p0

²²

p1 // M

H 1

0

OO

uTc

gg

uH

oo

are commutative, where pn : T c → M¤Hn denotes the canonical projection. Moreover
(T c,mT c , uT c , ∆T c , εT c) is a braided bialgebra in M.

Proof. First of all recall that (E = T c ⊗ T c, ∆E, εE) is a coalgebra where

∆E : T c ⊗ T c ∆Tc⊗∆Tc−→ T c ⊗ T c ⊗ T c ⊗ T c T c⊗cTc,Tc⊗T c

−→ T c ⊗ T c ⊗ T c ⊗ T c,

εE : T c ⊗ T c εTc⊗εTc−→ 1⊗ 1
m1−→ 1.

By Proposition 5.6.5, T c = ⊕n∈NT c
n is a graded coalgebra where T c

n = M¤Hn. Then,
by Proposition 5.6.4, E = ⊕n∈NEn is a graded coalgebra where

En =
n⊕

i=0

T c
n ⊗ T c

n−i

By Proposition 5.6.3, we have

(5.26) E = lim−→(E
∧i

E
0 )i∈N = lim−→((T c

0 ⊗ T c
0 )∧

i
E)i∈N = lim−→((H ⊗H)∧

i
E)i∈N

Set

fH : = mH (p0 ⊗ p0) : E → H,

fM : = µl
M (p0 ⊗ p1) + µr

M (p1 ⊗ p0) : E → M.

Then fH is a coalgebra homomorphism:

∆HfH = ∆HmH (p0 ⊗ p0)

= (mH ⊗mH) (H ⊗ cH,H ⊗H) (∆H ⊗∆H) (p0 ⊗ p0)
(5.9)
= (mH ⊗mH) (H ⊗ cH,H ⊗H) (p0 ⊗ p0 ⊗ p0 ⊗ p0) (∆T c ⊗∆T c)

= (mH ⊗mH) (p0 ⊗ p0 ⊗ p0 ⊗ p0) (T c ⊗ cT c,T c ⊗ T c) (∆T c ⊗∆T c)

= (fH ⊗ fH) ∆E.
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Moreover fM is a morphism of left H-comodules

ρl
MfM = ρl

Mµl
M (p0 ⊗ p1) + ρl

Mµr
M (p1 ⊗ p0)

(1.1),(1.2)
=

(
mH ⊗ µl

M

)
(H ⊗ cH,H ⊗M)

(
∆H ⊗ ρl

M

)
(p0 ⊗ p1) +

+ (mH ⊗ µr
M) (H ⊗ cM,H ⊗H)

(
ρl

M ⊗∆H

)
(p1 ⊗ p0)

(5.9),(5.8)
=

(
mH ⊗ µl

M

)
(H ⊗ cH,H ⊗M) (p0 ⊗ p0 ⊗ p0 ⊗ p1) (∆T c ⊗∆T c) +

+ (mH ⊗ µr
M) (H ⊗ cM,H ⊗H) (p0 ⊗ p1 ⊗ p0 ⊗ p0) (∆T c ⊗∆T c)

=
(
mH ⊗ µl

M

)
(p0 ⊗ p0 ⊗ p0 ⊗ p1) (T c ⊗ cT c,T c ⊗ T c) (∆T c ⊗∆T c) +

+ (mH ⊗ µr
M) (p0 ⊗ p0 ⊗ p1 ⊗ p0) (T c ⊗ cT c,T c ⊗ T c) (∆T c ⊗∆T c)

=
[
fH ⊗ µl

M (p0 ⊗ p1)
]
∆E + [fH ⊗ µr

M (p1 ⊗ p0)] ∆E

= (fH ⊗ fM) ∆E.

Analogously ρr
MfM = (fM ⊗ fH) ∆E, i.e. fM is a morphism of right H-comodules

and hence a morphism of H-bicomodules. Moreover fM (i0 ⊗ i0) = 0. By applying
Theorem 5.3.3 to the case ”C” = H, ”D” = H⊗H and ”δ” = i0⊗ i0 : H⊗H → E,
using the maps fH and fM above, since, by (5.26), we have

(
D̃, δ̃

)
= (E, IdE) ,

we get a coalgebra homomorphism

mT c = f : E → T c

such that the left side of 5.25 is commutative. We have

p0mT c (mT c ⊗ T c) = fH (mT c ⊗ T c)

= mH (p0 ⊗ p0) (mT c ⊗ T c)

= mH (fH ⊗ p0)

= mH (mH ⊗H) (p0 ⊗ p0 ⊗ p0) .

Analogously p0mT c (T c ⊗mT c) = mH (H ⊗mH) (p0 ⊗ p0 ⊗ p0) and hence

p0mT c (mT c ⊗ T c) = p0mT c (T c ⊗mT c) .

Moreover

p1mT c (mT c ⊗ T c)

= fM (mT c ⊗ T c)

= µl
M (p0 ⊗ p1) (mT c ⊗ T c) + µr

M (p1 ⊗ p0) (mT c ⊗ T c)

= µl
M (fH ⊗ p1) + µr

M (fM ⊗ p0)

= µl
M (mH ⊗M) (p0 ⊗ p0 ⊗ p1) +

+µr
M

(
µl

M ⊗H
)
(p0 ⊗ p1 ⊗ p0) + µr

M (µr
M ⊗H) (p1 ⊗ p0 ⊗ p0) .
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Analogously

p1mT c (T c ⊗mT c)

= µl
M

(
H ⊗ µl

M

)
(p0 ⊗ p0 ⊗ p1) + µl

M (H ⊗ µr
M) (p0 ⊗ p1 ⊗ p0)

+µr
M (M ⊗mH) (p1 ⊗ p0 ⊗ p0)

so that

p1mT c (mT c ⊗ T c) = p1mT c (T c ⊗mT c) .

Since T c ⊗ T c ⊗ T c is a coalgebra and mT c (mT c ⊗ T c) and mT c (T c ⊗mT c) are
coalgebra homomorphisms, then by Corollary 5.3.5, we have

mT c (mT c ⊗ T c) = mT c (T c ⊗mT c) .

Set

f ′H : = uH : 1 → H,

f ′M : = 0 : 1 → M.

Then f ′H is a coalgebra homomorphism and f ′M is a morphism of H-bicomodules.
By applying Theorem 5.3.3 to the case D = 1 and δ = Id1 : 1 → 1, since

(
D̃, δ̃

)
= (1, Id1)

we get a coalgebra homomorphism

uT c = f ′ : 1 → T c

such that the right side of 5.25 is commutative.We have

p0mT c (uT c ⊗ T c) = fH (uT c ⊗ T c)

= mH (p0 ⊗ p0) (uT c ⊗ T c)

= mH (uH ⊗H) (1⊗ p0)

= lH (1⊗ p0) = p0lT c

and

p1mT c (uT c ⊗ T c) = fM (uT c ⊗ T c)

= µl
M (p0 ⊗ p1) (uT c ⊗ T c) + µr

M (p1 ⊗ p0) (uT c ⊗ T c)

= µl
M (uH ⊗M) (1⊗ p1)

= lM (1⊗ p1) = p1lT c .
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Since 1 ⊗ T c is a coalgebra and mT c (uT c ⊗ T c) and rT c are coalgebra homomor-
phisms, then by Corollary 5.3.5, we have

mT c (uT c ⊗ T c) = lT c .

Analogously mT c (T c ⊗ uT c) = rT c . Thus (T c,mT c , uT c , ∆T c , εT c) is a braided bial-
gebra in M.

Remark 5.6.7. Let M be an object in a cocomplete and complete coabelian braided
monoidal category (M, c) satisfying AB5. Assume that the tensor product commutes
with direct sums.
By applying Theorem 5.6.6 to the case H = 1 we endow the cotensor coalgebra
T c = T c

H(M) with an algebra structure such that T c becomes a braided bialgebra.
This algebra structure is the braided analogue of the so called ”Shuffle Algebra” in
the category of vector spaces.

Theorem 5.6.8. Let H be a braided bialgebra in a cocomplete and complete coa-
belian braided monoidal category (M, c) satisfying AB5. Assume that the tensor
product commutes with direct sums.
Let (M, µr

M , µl
M , ρr

M , ρl
M) be in H

HMH
H . Let T c = T c

H(M) be the cotensor coalgebra.
Let δ : D → E be a monomorphism which is a homomorphism of coalgebras. Assume
that there exist morphisms

m eD : D̃ ⊗ D̃ → D̃ and u eD : 1 →D̃

such that
(
D̃,m eD, u eD, ∆ eD, ε eD,

)
is a braided bialgebra in M.

Let fH : D̃ → H be a bialgebra homomorphism and let fM : D̃ → M be a morphism
of H-bicomodules such that fMξ1 = 0, where D̃ is a bicomodule via fH . Assume that

fMm eD = µl
M (fH ⊗ fM) + µr

M (fM ⊗ fH)

(i.e. fM is a derivation of D̃ with values in the D̃-bimodule M , where M is regarded

as a bimodule via fH). Then there is a unique coalgebra homomorphism f : D̃ →
T c

H(M) such that p0f = fH and p1f = fM , where pn : T c
C(M) → M¤n denotes the

canonical projection.

T c
H(M)

p0

²²

p1 // M

H D̃

fM

OO

f

gg

fH

oo D
ξ1

oo

0

ffMMMMMMMMMMMMMM

Moreover f is a bialgebra homomorphism.
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Proof. By Theorem 5.3.6, there is a unique coalgebra homomorphism f : D̃ →
T c

H(M) such that p0f = fH and p1f = fM . By Theorem 5.6.6, we have

p0mT c (f ⊗ f) = mH (p0 ⊗ p0) (f ⊗ f) = mH (fH ⊗ fH) = fHm eD = p0fm eD,

and

p1mT c (f ⊗ f) =
[
µl

M (p0 ⊗ p1) + µr
M (p1 ⊗ p0)

]
(f ⊗ f)

= µl
M (p0f ⊗ p1f) + µr

M (p1f ⊗ p0f)

= µl
M (fH ⊗ fM) + µr

M (fM ⊗ fH)

= fMm eD = p1fm eD.

From fMm eD = µl
M (fH ⊗ fM) + µr

M (fM ⊗ fH) , we get

fMu eD = fMm eD
(
u eD ⊗ u eD

)
m−1

1

= µl
M

(
fHu eD ⊗ fMu eD

)
m−1

1 + µr
M

(
fMu eD ⊗ fHu eD

)
m−1

1

= µl
M

(
uH ⊗ fMu eD

)
m−1

1 + µr
M

(
fMu eD ⊗ uH

)
m−1

1

= fMu eD + fMu eD

so that

fMu eD = 0.

Hence, by Theorem 5.3.6, we have

p0fu eD = fHu eD = uH = p0uT c

p1fu eD = fMu eD = 0 = p1uT c

Since mT c (f ⊗ f) , fm eD : D̃ ⊗ D̃ → T c and fu eD, uT c : 1 → T c are coalgebra
homomorphisms, as a composition of coalgebra homomorphisms, and since

pimT c (f ⊗ f) = pifm eD and pifu eD = piuT c

for i = 0, 1, then, by Corollary 5.3.5, we get that mT c (f ⊗ f) = fm eD and fu eD = uT c

i.e. that f is an algebra homomorphism.

Theorem 5.6.9. Let H be a braided bialgebra in a cocomplete and complete abelian
coabelian braided monoidal category (M, c) satisfying AB5. Assume that the tensor
product commutes with direct sums.
Let (M, µr

M , µl
M , ρr

M , ρl
M) be in H

HMH
H .

Then there is a unique algebra homomorphism F : TH(M) → T c
H(M) such that
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Fi0 = ic0 and Fi1 = ic1, where in : M⊗Hn → TH(M) and icn : M¤Hn → T c
H(M)

denote the canonical injections.

M

ic1

²²

i1 // TH(M)

F

vv
T c

H(M) H
ic0

oo

i0

OO

Moreover F is a bialgebra homomorphism.

Proof. Let T = TH(M) and T c = T c
H(M). In view of Lemma 5.2.4, ic0 : H → T c is a

coalgebra homomorphism. Moreover we have

p0mT c (ic0 ⊗ ic0) = mH (p0 ⊗ p0) (ic0 ⊗ ic0) = mH = p0i
c
0mH ,

p1mT c (ic0 ⊗ ic0) =
[
µl

M (p0 ⊗ p1) + µr
M (p1 ⊗ p0)

]
(ic0 ⊗ ic0) = 0 = p1i

c
0mH

so that, by Corollary 5.3.5, we get mT c (ic0 ⊗ ic0) = ic0mH . Analogously, from

p0uT = uH = p0i
c
0uH ,

p1uT = 0 = p1i
c
0uH ,

we get that uT = ic0uH . Then ic0 is also an algebra homomorphism and hence a
bialgebra homomorphism. We have

p0mT c (ic1 ⊗ ic0) = mH (p0 ⊗ p0) (ic1 ⊗ ic0) = 0 = p0i
c
1µ

r
M

p1mT c (ic1 ⊗ ic0) =
[
µl

M (p0 ⊗ p1) + µr
M (p1 ⊗ p0)

]
(ic1 ⊗ ic0) = µr

M = p1i
c
1µ

r
M

and hence mT c (ic1 ⊗ ic0) = ic1µ
r
M which means that ic1 is a morphism of right H-

bimodules. Similarly one gets that ic1 is a morphism of left H-bimodules. The
conclusion follows by Theorem 4.3.2, once proved that ic1 is a coderivation. But this
holds true in view of Lemma 5.2.4.

Definition 5.6.10. Take the notations and assumptions of Theorem 5.6.9. Follow-
ing [Ni, page 1533], let

(H[M ], iH[M ]) = Im(F ),

where iH[M ] : H[M ] → T c
H(M). Since F is a morphism of braided bialgebras and M

is an abelian category, then H[M ] can be endowed with unique braided bialgebra
structure such that iH[M ] is a bialgebra homomorphism. This will be called the
braided bialgebra of type one associated to H and M .
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Chapter 6

Applications to the theory of Hopf
algebras

A bialgebra with a projection is a bialgebra E over a field K endowed with a Hopf al-
gebras H and two bialgebra maps σ : H → E and π : E → H such that π ◦σ = IdH .
In [Rad2], M. D. Radford describes the structure of bialgebras with a projection:
E can be decomposed as the smash product of H by the (right) H-coinvariant part
of E which comes out to be a braided bialgebra in the monoidal category H

HYD of
Yetter-Drinfeld modules over H. This construction appeared as an important tool
in the classification of finite dimensional Hopf algebras. It is meaningful that, even
relaxing some assumption on π (as was done by P. Schauenburg in [Sch1]) or on
σ (see 6.8.3 which is from [AMS1]), it is possible to reconstruct E by means of a
suitable bosonization type procedure. An occurrence of this situation appeared in
[AMS1], where it is shown that if E is a bialgebra such that H = E/J is a quotient
Hopf algebra of E which is semisimple, J denoting the Jacobson radical of E, then
the canonical Hopf projection π : E → H admits a left H-colinear algebra section
σ : H → E. Furthermore (see Theorem 6.8.6) this section can be chosen to be H-
bicolinear, whenever H is also cosemisimple. In [AMS1] also the dual situation of a
bialgebra E whose coradical, say H, is a Hopf subalgebra is described. In this case
there is a retraction π of the canonical injection σ which is a left H-linear (bilinear if
H is also semisimple as in Theorem 6.8.7) coalgebra map. These results are achieved
by means of the characterization of (co)separable (co)algebras in the framework of
monoidal categories that was developed in [AMS3] and is here included in Chapter
3.
In [SVO], D. Ştefan and F. Van Oystaeyen provided a generalization of Wedderburn-
Malcev theorem for finite dimensional H-comodule algebras where H is endowed
with an ad-invariant integral (see Definition 6.6.1).
In this chapter, following [Ar1], we provide a functorial characterization of ad-
(co)invariant integrals and we show how the notion of formally smooth (co)algebra is

117
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useful to prove that certain Hopf algebras can be described by means of a bosoniza-
tions type procedure. More precisely, we prove that given a bialgebra surjection
π : E → H with nilpotent kernel such that H is a Hopf algebra which is formally
smooth as a K-algebra, then π has a section which is a right H-colinear algebra ho-
momorphism (Theorem 6.8.1). Moreover, if H is also endowed with an ad-invariant
integral, then the section can be chosen to be H-bicolinear (Theorem 6.6.17). Du-
ally, we prove that, if H is a Hopf subalgebra of a bialgebra E which is formally
smooth as a K-coalgebra and such that Corad(E) ⊆ H, then E has a weak right
projection onto H (Theorem 6.8.4). Furthermore, if H is also endowed with an ad-
coinvariant integral, then the retraction can be chosen to be H-bilinear (Theorem
6.7.19).

6.1 Separable functors and relative projectivity

Separable functors were introduced by C. Năstăsescu, M. Van den Bergh and F.
Van Oystaeyen in [NVdB]. As we will see in Theorem 6.6.7 and Theorem 6.7.7, the
existence of ad-(co)invariant integrals is characterized by means of the separability
of suitable functors.

6.1.1. Let U : B → A be a covariant functor. We have functors

HomB(•, •), HomA(U(•),U(•)) : Bop ×B → Sets

and a natural transformation

U : HomB(•, •) → HomA(U(•),U(•)),
UB1,B2(f) := U(f) for all objects B1, B2 ∈ B.

We say that U is faithful (full) whenever the map UB1,B2 is injective (surjective)
for all objects B1, B2 ∈ B. The functor U is called separable if U splits, that is
there is a natural transformation P : HomA(U(•),U(•)) → HomB(•, •) such that
P ◦ U = 1HomB(•,•), the identity natural transformation on HomB(•, •).
It is proved in [Raf, page 1446] that this definition is consistent with the one given
in [NVdB] in the following more explicit form.
For all objects B1, B2 ∈ B there is a map PB1,B2 : HomA(UB1,UB2) → HomB(B1, B2)
such that:

S1) PB1,B2(U(f)) = f , for any f ∈ HomB(B1, B2);
S2) PB1,B2(l) ◦ f = g ◦ PB1,B2(h) for every commutative diagram in A of type:

U(B1)

U(f)
²²

h // U(B2)

U(g)
²²

U(B3) l
// U(B4)
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Remark 6.1.2. Let α : X → Y be a morphism in B. If U is a faithful functor,
then, α is an epimorphism (resp. monomorphism) whenever U(α) is.

Let us recall some well known property on separable functors.

Lemma 6.1.3. [NVdB, Proposition 1.2] Let U : B → A be a covariant separable
functor and let α : X → Y be a morphism in B. If U(α) has a section h (resp. a
retraction l) in A, then α has a section (retraction) in B.

Lemma 6.1.4. Let F : A → B and G : B → C be covariant functors. Then
PF ⊆ PGF and IF ⊆ IGF . Moreover the equalities hold whenever G is separable.

Theorem 6.1.5. Consider functors T : A → B and H : B → C. Then, we have
that:

1) If T and H are separable, then H ◦ T is also separable.
2) If H ◦ T is separable, then T is separable.
3) If C = A and (T,H) is a category equivalence, then T and H are both separable.

Proof. See [CMZ, Proposition 46 and Corollary 9].

We quote from [Raf] the so called Rafael Theorem:

Theorem 6.1.6. (see [Raf, Theorem 1.2]) Let (T,H) be an adjunction, where T :
A → B and H : B → A. Then we have:

1) T is separable iff the unit η : IdA → HT of the adjunction cosplits, i.e. there
exists a natural transformation µ : HT → IdA such that µ ◦ η = IdIdA

, the identity
natural transformation on IdA.

2) H is separable iff the counit ε : TH→ IdB of the adjunction splits, i.e. there
exists a natural transformation σ : IdB → TH such that ε ◦ σ = IdIdB

, the identity
natural transformation on IdB.

Corollary 6.1.7. Let (T,H) be an adjunction, where T : A → B and H : B → A.
Then we have:

1) H separable ⇒ any object in B is PH-projective.
2) T separable ⇒ any object in A is IT-injective.

Proof. 1) Let B be an object in B. Since H(εB) ◦ ηHB = IdHB and H is separable,
by Lemma 6.1.3, εB has a section in B. By Theorem 2.2.1, B is PH-projective.
2) follows analogously by Lemma 6.1.3 and Theorem 2.2.3 once we observe that
εTA ◦ T(ηA) = IdTA for any A ∈ A.

We are now ready to prove the main theorem of this section, that investigates
whether a functor F (resp. F ′) preserves and reflects relative projective (resp.
injective) objects.
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Theorem 6.1.8. [Ar1, Theorem 3.8] Let (T,H) and (T′,H′) be adjunctions and
assume that, in the following diagrams, T′ ◦ F ′ and F ◦ T (respectively F ′ ◦ H and
H′ ◦ F ) are naturally equivalent:

A
T ²²

F ′ // A′

T′²²
B

F
// B′

A
F ′ // A′

B

H
OO

F
// B′
H′

OO

Let P be an object in B and let I be an object in A. We have:
a) P is PH-projective =⇒ F (P ) is PH′-projective; the converse is true whenever

F is separable.
aop) I is IT-injective =⇒ F ′(I) is IT′-injective; the converse is true whenever F ′

is separable.

Proof. a) Let ε : TH→ IdB be the counit of the adjunction (T,H).
Assume that P is PH-projective. Then, by Theorem 2.2.1, εP : THP → P has
a section β : P → THP, i.e. εP ◦ β = IdP . Since F (β) is a section of F (εP ) :
T′H′FP ∼ FTHP → FP , by applying Theorem 2.2.1 to the adjunction (T′,H′) in
the case when X = H′FP and to the split morphism F (εP ), we conclude that FP
is PH′-projective.
Conversely, assume FP PH′-projective and F separable. Let η : IdB → HT be the
unit of the adjunction (T,H). Thus H(εP ) ◦ ηHP = IdHP and hence F ′(ηHP ) is a
section of F ′H(εP ). Then also H′F (εP ) has a section, so that F (εP ) : FTHP → FP
belongs to PH′ . As FP is PH′-projective, by Theorem 2.2.1, we get a section in B′

of F (εP ). Since F is separable, by Lemma 6.1.3, we conclude that εP splits in B:
hence P is PH-projective.
aop) follows dually.

6.2 Examples of ”good” monoidal categories

For the reader sake we recall the special features of the following examples where H
is a Hopf algebra. Some of them are already included in Section 5.5 but in a more
general form.

• The category (MK ,⊗K , K) of all modules over a field K.

Let (H, mH , uH , ∆H , εH , S) be a Hopf algebra over field K. Then we have the fol-
lowing categories (see [Sch2] for more details).
• The category HM = (HM,⊗K , K), of all left modules over H: the unit K is a
left H-module via εH and the tensor V ⊗W of two left H-modules can be regarded
as an object in HM via the diagonal action. Analogously the category MH can be
introduced.
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• The category HMH = (HMH ,⊗K , K), of all two-sided modules over H: the unit
K is a H-bimodule via εH and the tensor V ⊗W of two H-bimodules carries, on
both sides, the diagonal action.

We can dualize all the structures given for modules in order to obtain categories of
comodules.
• The category HM = (HM,⊗K , K), of all left comodules over H: the unit K is
a left H-comodule via the map k 7→ 1H ⊗ k and the tensor product V ⊗W of two
left H-comodules can be regarded as an object in HM via the codiagonal coaction.
Analogously the category MH can be introduced.
• The category HMH = (HMH ,⊗K , K) of all two-sided comodules over H: the unit
K is a H-bicomodule via the maps k 7→ 1H ⊗ k and k 7→ k⊗ 1H ; the tensor V ⊗W
of two H-bicomodules carries, on both sides, the codiagonal coaction.

We provide a list of the monoidal categories we need in the sequel. They are ”good”
in the sense that they are abelian or coabelian monoidal categories.

As observed in 1.3.2, given an algebra A in an abelian monoidal category (M,⊗,1),
we can construct the monoidal category of A-bimodules (AMA,⊗A, A).
Applying this (in particular for A := H) to the categories (MK ,⊗K , K), (MH ,⊗K , K),
(HM,⊗K , K) and (HMH ,⊗K , K), we obtain respectively:
• AMA = (AMA,⊗A, A), AMH

A = (AMH
A ,⊗A, A), H

A MA = (H
A MA,⊗A, A), H

A MH
A =

(H
A MH

A ,⊗A, A).

Given a coalgebra C in a coabelian monoidal category (M,⊗,1), we can construct
the monoidal category of C-bicomodules (CMC ,¤C , C).
Applying this (in particular for C := H) to the categories (MK ,⊗K , K), (MH ,⊗K , K),
(HM,⊗K , K) and (HMH ,⊗K , K), we obtain respectively:
• CMC = (CMC ,¤C , C), CMC

H = (CMC
H , ¤C , C), C

HMC = (C
HMC , ¤C , C), C

HMC
H =

(C
HMC

H ,¤C , C).

It is well known that (H
HMH

H ,⊗H , H) and (H
HMH

H ,¤H , H) are equivalent monoidal
categories (see [Sch2, Theorem 5.7]).

We now consider the categories of Yetter-Drinfeld modules over H. Recall that a
twisted antipode for H is an antipode S for Hop (and hence also for Hcop). One can
check that S−1 is a twisted antipode whenever S is bijective. If H is commutative
or cocommutative then S2 = S ◦ S = IdH and consequently S = S.
• The category H

HYD = (H
HYD,⊗K , K), of all left-left Yetter-Drinfeld modules over

H: the unit K is a left H-comodule via the map k 7→ 1H ⊗ k and a left H-module
via εH ; the tensor product V ⊗W of two left-left Yetter-Drinfeld modules can be
regarded as an object in H

HYD via the diagonal action and the codiagonal coaction.
Recall that an object V in H

HYD is a left H-module and a left H-comodule satisfying,
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for any h ∈ H, v ∈ V , the compatibility condition:

(h1v)<−1>h2 ⊗ (h1v)<0> = h1v<−1> ⊗ h2v<0> or

(hv)<−1> ⊗ (hv)<0> = h1v<−1>S(h3)⊗ h2v<0>.

Analogously the categories YDH
H , HYDH and HYDH can be defined. The compati-

bility conditions are respectively:

(vh2)<0> ⊗ h1(vh2)<1> = v<0>h1 ⊗ v<1>h2,
(h2v)<0> ⊗ (h2v)<1>h1 = h1v<0> ⊗ h2v<1>,

h2(vh1)<−1> ⊗ (vh1)<0> = v<−1>h1 ⊗ v<0>h2,

or equivalently

(vh)<0> ⊗ (vh)<1> = v<0>h2 ⊗ S(h1)v<1>h3,

(hv)<0> ⊗ (hv)<1> = h2v<0> ⊗ h3v<1>S(h1),

(vh)<−1> ⊗ (vh)<0> = S(h3)v<−1>h1 ⊗ v<0>h2,

for all h ∈ H, v ∈ V and where in the last two cases the right conditions are avail-
able when H has a twisted antipode S.
The categories of Yetter-Drinfeld modules over a Hopf algebra with bijective an-
tipode are Grothendieck categories.

6.3 Further results on separable algebras

Let us recall the following result that holds true for unitary rings.

Proposition 6.3.1. [NVdB, Proposition 1.3] For any ring homomorphism i : S →
R, the following are equivalent:

(1) R is separable in (SMS,⊗S, S), i.e. R/S is separable.
(2) The restriction of scalars functor RM → SM is separable.
(3) The restriction of scalars functor MR → MS is separable.

As we will explain in Remark 6.3.4, the previous result, in general, can not be
extended to algebras in a monoidal category.

Lemma 6.3.2. Let A be a separable algebra in a monoidal category M. The fol-
lowing assertions hold true:

1) The forgetful functor AH : AM → M is separable. In particular, any left
A-module (M, AµM) is AP-projective. Moreover if M is an A-bimodule, the multi-
plication AµM : A⊗M → M has a section AσM which is A-bilinear and natural in
M .
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2) The forgetful functor HA : MA → M is separable. In particular, any right
A-module (M,µA

M) is PA-projective. Moreover if M is an A-bimodule, the multi-
plication µA

M : M ⊗ A → M has a section σA
M which is A-bilinear and natural in

M .

Proof. 1) By assumption, the multiplication m of A admits a section ν : A → A⊗A
in AMA. Let (M, AµM) be a left A-module and consider the morphism AσM : M →
A⊗M defined by AσM := (A⊗ lAM) ◦ (ν ⊗A M) ◦ (lAM)−1, where lAM : A⊗A M → M
is the quotient of AµM . Obviously AσM ∈ AM (note that AσM ∈ AMA whenever
M ∈ AMA). Moreover, from AµM ◦(A⊗ lAM) = lAM ◦(m⊗A M), we get: AµM ◦AσM =
lAM ◦ (m⊗A M) ◦ (ν ⊗A M) ◦ (lAM)−1 = IdM .
Thus AµM : A ⊗ M → M admits a section in AM. Since Aµ is the counit of the
adjunction (AT,AH), and AσM defines a natural transformation Aσ : Id

AM → ATAH,
we get, by Theorem 6.1.6, that AH is separable. Note that, by Corollary 6.1.7, if
the forgetful functor AH : AM → M is separable, then any left A-module is AP-
projective.
2) follows analogously.

Proposition 6.3.3. Let H be a Hopf algebra with antipode S over a field K. The
forgetful functors MH

H → MH and HMH
H → HMH are separable.

Proof. Composing the functor (−)coH : MH → MK with the forgetful functor
MH

H → MH , one gets the Sweedler’s equivalence of categories (−)coH : MH
H → MK .

Since, by Theorem 6.1.6, this functor is separable, by Theorem 6.1.5, the forgetful
functor MH

H → MH is separable too.
Composing the functor (−)coH : HMH → HM with the forgetful functor HMH

H →
HMH , one gets the Sweedler’s equivalence of categories (−)coH : HMH

H → HM. As in
the first part, we conclude that the forgetful functor HMH

H → HMH is separable.

Remark 6.3.4. By Lemma 6.3.2, the forgetful functor HA : MA →M is separable
for any separable algebra A in a monoidal category M. The converse does not hold
true. In fact, when M = MH and A = H, the functor HA is always separable
(Proposition 6.3.3), but A is separable in M if and only if H is a semisimple algebra
( [AMS1, Proposition 2.11]).

Proposition 6.3.5. Let A be an algebra in a monoidal category M. The following
assertions are equivalent:

(a) A is separable in M.

(b) The forgetful functor AHA : AMA →M is separable.

(c) Any A-bimodule is P-projective.

(d) The A-bimodule A is P-projective.
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Proof. (a) ⇒ (b) If (M, AµM , µA
M) is an A-bimodule, by Lemma 6.3.2, there are A-

bilinear natural sections AσM and σA
M , respectively of AµM and µA

M . The morphism
σM := (AσM ⊗ A) ◦ σA

M : M → A ⊗ M ⊗ A is a section in AMA of the counit
εM := µA

M ◦ (AµM ⊗ A) : A ⊗ M ⊗ A → M of the adjunction (ATA,AHA). Since
σM is natural in M, we get a natural transformation σ : IdM → ATAAHA such that
ε ◦ σ = IdIdM . We conclude by Theorem 6.1.6.
(b) ⇒ (c) follows by Corollary 6.1.7.
(c) ⇒ (d) Obvious.
(d) ⇒ (a) Since A is P-projective, the multiplication m : A ⊗ A → A, that is a
morphism in P , admits a section σ : A → A⊗ A in AMA.

Corollary 6.3.6. Let A be a separable algebra in MK. Then any left A-module
is projective in A-Mod. Hence any left A-module is also injective in A-Mod and
A is semisimple. Moreover any A-bimodule is projective in AMA and hence any
A-bimodule is injective in AMA.

Proof. Since M = MK , any epimorphism in M splits. So a left A-module is AE-
projective iff it is projective in A-Mod in the usual sense. The right and two-sided
cases follow analogously.

6.3.7. Let (F ′, φ0, φ2) : (M,⊗,1, a, l, r) → (M′,⊗,1, a, l, r) be a monoidal functor
between two monoidal categories, where φ2(U, V ) : F ′(U ⊗ V ) → F ′(U) ⊗ F ′(V ),
for any U, V ∈ M and φ0 : 1 → F ′(1). Let (A,m, u) be an algebra in M. It is well
known that (A′,mA′ , uA′) := (F ′(A),mF ′(A), uF ′(A)) is an algebra in M′, where

mF ′(A) := F ′(A)⊗ F ′(A)
φ2(A,A)−→ F ′(A⊗ A)

F ′(m)−→ F ′(A)

uF ′(A) := 1′
φ0−→ F ′(1)

F ′(u)−→ F ′(A).

Consider the functor F : AMA → A′M′
A′ defined by

F ((M, AµM , µA
M)) = (F ′(M), A′µF ′(M), µ

A′
F ′(M)),

where

A′µF ′(M) := F ′(A)⊗ F ′(M)
φ2(A,M)−→ F ′(A⊗M)

F ′(AµM )−→ F ′(M)

µA′
F ′(M) := F ′(M)⊗ F ′(A)

φ2(M,A)−→ F ′(M ⊗ A)
F ′(µA

M )−→ F ′(M).

Let us study a particular case of Theorem 6.1.8.

Proposition 6.3.8. Let M and M′ be abelian monoidal categories. Let A, A′, F ′

and F as in 6.3.7. Then, in the following diagrams, T′ ◦ F ′ and F ◦T are naturally
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equivalent and F ′ ◦H = H′ ◦ F :

M
T ²²

F ′ // M′

T′²²

AMA F
//
A′M′

A′

M F ′ // M′

AMA

H
OO

F
//
A′M′

A′

H′
OO

where (T,H) is the adjunction (ATA, AHA) defined in 2.3.1, and (T′,H′) is analo-
gously defined.
We have that:

P ∈ AMA is PH-projective =⇒ F (P ) ∈ A′M′
A′ is PH′-projective; the converse

is true whenever F is separable.
In particular we obtain that:

i) A is separable in M =⇒ A′ is separable in M′ (i.e. H is separable =⇒ H′ is
separable); the converse is true whenever F is separable.

ii) If F ′ preserves kernels, then: A is formally smooth in M =⇒ A′ is formally
smooth in M′; the converse is true whenever F is separable.

Proof. Define αM : F ′(A) ⊗ F ′(M) ⊗ F ′(A) → F ′(A ⊗ M ⊗ A) by αM = φ2(A ⊗
M, A)[φ2(A,M) ⊗ F ′(A)], for any M ∈ M. Then (αM)M∈M defines a natural
equivalence α : T′F′ → FT.
The first assertion holds by Theorem 6.1.8.
ii) By Proposition 6.3.5, A is separable in M iff A ∈ AMA is PH-projective iff the
functor H is separable. Analogously A′ is separable in M′ iff A′ ∈ A′M′

A′ is PH′-
projective iff the functor H′ is separable. Since A′ = F (A), we conclude by the first
part.
iii) Let (Ω1(A), j) = ker(mA) in M. Since F ′ preserves kernels, we get that

(Ω1(A′), j′) := Ker(mA′) = (F ′(Ω1(A), φ2(A,A)F ′(j))

in M′. Observe that, Ω1(A′) = ker(mA′) = ker[F ′(m)φ2(A,A)]. Now, if we regard
regard Ω1(A) as an A-bimodule via the structures induced by mA and Ω1(A′) as an
A′-bimodule via the structures induced by mA′ , we obtain that Ω1(A′) = F (Ω1(A)).
By definition, A is formally smooth in M iff Ω1A ∈ AMA is PH-projective. Anal-
ogously A′ is formally smooth in M′ iff Ω1(A′) ∈ A′M′

A′ is PH′-projective. Since
Ω1(A′) = F (Ω1(A)), we conclude by the first part.

Examples 6.3.9. Let H be a Hopf algebra over a field K. With hypotheses and
notations of Proposition 6.3.8, let M′ := MK . We want to apply the previous result
in the particular case when M := (HMH ,⊗, K), (MH ,⊗, K) or (HM,⊗, K). Let A
be an algebra in M.
1) M := HMH . The forgetful functor F1 : H

A MH
A → AMA has a right adjoint G1 :

AMA → H
A MH

A , G1(M) = H⊗M⊗H, where G1(M) is a bicomodule via ∆H⊗M⊗H
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and H ⊗M ⊗∆H , and it is a bimodule with diagonal actions. For any M ∈ H
A MH

A

the unit of the adjunction is the map ηM : M → H⊗M ⊗H, ηM = (HρM ⊗H)◦ρH
M .

2) M := MH . The forgetful functor Fr : AMH
A → AMA has a right adjoint

Gr : AMA → AMH
A , Gr(M) = M ⊗ H, where Gr(M) is a comodule via M ⊗ ∆H ,

and it is a bimodule with diagonal actions. For any M ∈ AMH
A the unit of the

adjunction is the map ηM : M → M ⊗H, ηM = ρH
M .

3) M := HM. As in example 2), one can introduce the forgetful functor Fl :
H
A MA→AMA and its right adjoint Gl.
In the case A = H we set (F2, G2) := (F1, G1).
The forgetful functor Fb : H

HMH
H → HMH

H has a right adjoint Gb : HMH
H → H

HMH
H ,

Gb(M) = H ⊗M , where Gb(M) is a bicomodule via ∆H ⊗M and M ⊗ ρH
M , and it

is a bimodule with diagonal action.
The forgetful functor Fa : HMH

H → HMH , is nothing but Fr in the case A = H.
Then it has a right adjoint Ga : HMH → HMH

H , which is Gr for A = H.
Note that the forgetful functor F2 : H

HMH
H → HMH can be decomposed as F2 =

Fa ◦ Fb.

In view of Examples 6.3.9, we obtain the following crucial result:

Theorem 6.3.10. Let H be a Hopf algebra over a field K and let M denote one of
the categories HMH ,MH ,HM. Let A be an algebra in M and consider the forgetful
functors H : AMA →M, H′ : AMA → MK and F : AMA → AMA.
We have that:

P ∈ AMA is PH-projective =⇒ P is PH′-projective as an object in AMA; the
converse is true whenever F is separable.
In particular we obtain that:

i) A is separable as an algebra in M =⇒ A is separable as an algebra in MK;
the converse is true whenever F is separable.

ii) A is formally smooth as an algebra in M =⇒ A is formally smooth as an
algebra in MK; the converse is true whenever F is separable.

Proof. Apply Proposition 6.3.8 in the case when M′ = MK , and F ′ : M→ MK is
the forgetful functor.

Remark 6.3.11. The separability of the functor F in Theorem 6.3.10 has a relevant
interest. Conditions for this separability to hold can be found in Lemma 6.6.6 and
Theorem 6.6.7.

6.4 Further results on coseparable coalgebras

The whole theory of Hochschild cohomology for coalgebras and its application to
coseparability and formal smoothness can be obtained from our general framework
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by duality, i.e. by working in the dual category of (M,⊗,1, a, l, r). Since this process
is completely formal and does not require new ideas we will just state the main
results.

Proposition 6.4.1. Let H be a Hopf algebra with antipode S over a field K. The
forgetful functors MH

H → MH and HMH
H → HMH are separable.

Proof. is dual to Proposition 6.3.3.

Proposition 6.4.2. Let C be a coalgebra in a monoidal category M. The following
assertions are equivalent:

(a) C is coseparable in M.

(b) The forgetful functor CTC : CMC →M is separable.

(c) Any C-bicomodule is CIC-injective.

(d) The C-bicomodule C is CIC-injective.

Corollary 6.4.3. Any coseparable coalgebra in a monoidal category M is formally
smooth.

Corollary 6.4.4. Let C be a coseparable coalgebra in MK. Then any left C-
comodule is injective in C-Comod. Hence any left C-comodule is also projective
in C-Comod and C is cosemisimple. Moreover any C-bicomodule is injective in
CMC and hence any C-bicomodule is projective in CMC.

6.4.5. Let (F ′, φ0, φ2) : (M,⊗,1, a, l, r) → (M′,⊗,1, a, l, r) be a monoidal functor
between two monoidal categories, where φ2(U, V ) : F ′(U ⊗ V ) → F ′(U) ⊗ F ′(V ),
for any U, V ∈ M and φ0 : 1 → F′(1). Let (C, ∆, ε) is a coalgebra in M. It is well
known that (F ′(C), ∆F ′(C), εF ′(C)) is a coalgebra in M′, where

∆F ′(C) := F ′(C)
F ′(∆)−→ F ′(C ⊗ C)

φ−1
2 (C,C)−→ F ′(C)⊗ F ′(C)

εF ′(C) := F ′(C)
F ′(ε)−→ F ′(1)

φ−1
0−→ 1′.

Consider the functor F : CMC → C′M′C′ defined by

F ((M, CρM , ρC
M)) = (F ′(M), C′ρF ′(M), ρ

C′
F ′(M)),

where

C′ρF ′(M) := F ′(C)
F ′(CρM )−→ F ′(C ⊗M)

φ−1
2 (C,M)−→ F ′(C)⊗ F ′(M)

ρC′
F ′(M) := F ′(C)

F ′(ρC
M )−→ F ′(M ⊗ C)

φ−1
2 (M,C)−→ F ′(M)⊗ F ′(C).
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Proposition 6.4.6. Let M and M′ be abelian monoidal categories. Let C, C ′, F ′

and F as in Example 6.4.5. Then, in the following diagrams, H′ ◦G′ and G ◦H are
naturally equivalent and G′ ◦ T = T′ ◦G:

CMC

T
²²

G // C′M′C′

T′²²
M

G′
// M′

CMC G // C′M′C′

M
H

OO

G′
// M′

H′
OO

where (T,H) is the adjunction (CTC , CHC) defined in 3.5.1, and (T′,H′) is analo-
gously defined.
We have that:

I ∈ CMC is IT-injective =⇒ G(I) ∈ C′M′C′ is IT′-injective; the converse is true
whenever G is separable.
In particular we obtain that:

i) C is coseparable in M =⇒ C ′ is coseparable in M′ (i.e. T is separable =⇒
T′ is separable); the converse is true whenever G is separable.

ii) If G′ preserves cokernels, then: C is formally smooth in M =⇒ C ′ is formally
smooth in M′; the converse is true whenever G is separable.

Proof. Dual to Proposition 6.3.8.

Examples 6.4.7. Let H be a Hopf algebra over a field K. With hypotheses and
notations of Proposition 6.4.6, let M′ := MK . We want to apply the previous result
in the particular case when M := (HMH ,⊗, K), (MH ,⊗, K) or (HM,⊗, K). Let C
be a coalgebra in M.
1) M := HMH . The forgetful functor G1 : C

HMC
H → CMC has a left adjoint

F 1 : CMC → C
HMC

H , F 1(M) = H ⊗ M ⊗ H, where F 1(M) is a bimodule via
mH ⊗M ⊗H and H ⊗M ⊗mH , and it is a bicomodule with codiagonal coactions.
For any M ∈ C

HMC
H the counit of the adjunction is the map εM : H ⊗M ⊗ H →

M, εM = µH
M ◦ (HµM ⊗H).

2) M := MH . The forgetful functor Gr : CMC
H → CMC has a left adjoint F r :

CMC → CMC
H , F r(M) = M ⊗ H, where F r(M) is a module via M ⊗mH , and it

is a bicomodule with codiagonal coactions. For any M ∈ CMC
H the counit of the

adjunction is the map εM : M ⊗H → M, εM = µH
M .

3) M := HM. As in example 2), one can introduce the forgetful functor Gl :
C
HMC → CMC and its left adjoint F l.
In the case C = H we set (F 2, G2) := (F 1, G1).
The forgetful functor Ga : HMH

H → HMH is nothing but Gr in the case C = H.
Then it has a left adjoint F a : HMH → HMH

H , which is F r for C = H.
The forgetful functor Gb : H

HMH
H → HMH

H has a left adjoint F b : HMH
H → H

HMH
H ,

F b(M) = H ⊗M , where F b(M) is a bimodule via mH ⊗M and H ⊗ µH
M , and it is

a bicomodule with codiagonal coactions.
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Note that the forgetful functor G2 : H
HMH

H → HMH can be decomposed as G2 =
Ga ◦Gb.

In view of Examples 6.4.7, we obtain the following crucial result:

Theorem 6.4.8. Let H be a Hopf algebra over a field K and let M denote one of
the categories HMH ,MH ,HM. Let C be a coalgebra in M and consider the forgetful
functors T : CMC →M, T′ : CMC → MK and G : CMC → CMC.
We have that:

I ∈ CMC is IT-injective =⇒ I is IT′-injective as an object in CMC; the converse
is true whenever G is separable.
In particular we obtain that:

i) C is coseparable as a coalgebra in M =⇒ C is coseparable as a coalgebra in
MK; the converse is true whenever G is separable.

ii) C is formally smooth as a coalgebra in M =⇒ C is formally smooth as a
coalgebra in MK; the converse is true whenever G is separable.

Remark 6.4.9. The separability of the functor F in Theorem 6.4.8 has a relevant
interest. Conditions for this separability to hold can be found in Lemma 6.7.6 and
Theorem 6.7.7.

6.5 Some adjunctions and integrals

6.5.1. Let H be a Hopf algebra with antipode S over a field K and set:

h B x := h1xS(h2) and x C h := S(h1)xh2

H%(h) := h1S(h3)⊗ h2 and %H(h) := h2 ⊗ S(h1)h3

for all h, x ∈ H. It is easy to check that B defines a left module action of H on itself
called left adjoint action and that H% defines a left comodule coaction of H on itself
called left adjoint coaction. Analogously C gives rise to the right adjoint action and
%H to the right adjoint coaction.
If S is bijective, we can consider the following actions and coactions of H on itself:

h I x := h2xS−1(h1) and x J h := S−1(h2)xh1

%H(h) = h2 ⊗ h3S
−1(h1) and H%(h) := S−1(h3)h1 ⊗ h2.

The structures above provide two different ways of looking at H as an object in
the categories of Yetter-Drinfeld modules. In fact, if ∆H is the comultiplication and
mH is the multiplication of H, then H can be regarded as an object in H

HYD, YDH
H ,

HYDH , HYDH respectively via:

(B, ∆H), (C, ∆H), (I, ∆H), (J, ∆H) or

(mH , H%), (mH , %H), (mH , %H), (mH , H%).
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6.5.2. The adjunctions.
The actions recalled in 6.5.1 are closely linked to the categories of Yetter-Drinfeld
modules. We now consider some adjunctions involving these modules that will be
very useful in finding equivalent conditions to the existence of an ad-invariant inte-
gral.
1) The forgetful functor F3 : H

HYD → HM has a right adjoint G3 : HM →
H
HYD, G(M) = H ⊗ M , where G(M) is a comodule via ∆H ⊗ M and a module
via the action: h · (l ⊗ m) = h1lS(h3) ⊗ h2m. For any M ∈ H

HYD the unit of the
adjunction is the map ηM : M → H ⊗M, ηM = HρM .
2) The forgetful functor F4 : YDH

H → MH has a right adjoint G4 : MH →
YDH

H , G4(M) = M ⊗ H, where G4(M) is a comodule via M ⊗ ∆H and a mod-
ule via the action: (m⊗ l) · h = mh2⊗ S(h1)lh3. For any M ∈ YDH

H the unit of the
adjunction is the map ηM : M → M ⊗H, ηM = ρH

M .
3) Assume H has bijective antipode. The forgetful functor F5 : HYDH → HM has
a right adjoint G5 : HM → HYDH , G5(M) = M ⊗H, where G5(M) is a comodule
via M ⊗∆H and a module via the action: h · (l⊗m) = h2l⊗ h3mS−1(h1). For any
M ∈ HYDH the unit of the adjunction is the map ηM : M → M ⊗H, ηM = ρH

M .
4) Assume H has bijective antipode. The forgetful functor F6 : HYDH → MH has
a right adjoint G6 : MH → HYDH , G6(M) = H ⊗M , where G6(M) is a comodule
via ∆H ⊗M and a module via the action: (l⊗m) · h = S−1(h3)lh1 ⊗mh2. For any
M ∈ HYDH the unit of the adjunction is the map ηM : M → H ⊗M, ηM = HρM .

Consider now the dual version of this functors.

1op) The forgetful functor G3 : H
HYD → HM has a left adjoint F 3 : HM →

H
HYD, F 3(M) = H ⊗ M , where F 3(M) is a module via mH ⊗ M and a comod-
ule via the coaction: Hρ(h⊗m) = h1m−1S(h3)⊗ h2 ⊗m0. For any M ∈ H

HYD the
counit of the adjunction is the map εM : H ⊗M → M, εM = HµM .
2op) The forgetful functor G4 : YDH

H → MH has a left adjoint F 4 : MH →
YDH

H , F 4(M) = M ⊗ H, where F 4(M) is a module via M ⊗ mH and a comod-
ule via the coaction: ρH(m ⊗ h) = m0 ⊗ h2 ⊗ S(h1)m1h3. For any M ∈ YDH

H the
counit of the adjunction is the map ε4

M : M ⊗H → M, ε4
M = µH

M .
3op) Assume H has bijective antipode. The forgetful functor G5 : HYDH → MH has
a left adjoint F 5 : MH → HYDH , F 5(M) = H ⊗M , where F 5(M) is a module via
mH⊗M and a comodule via the coaction: ρH(h⊗m) = h2⊗m0⊗h3m1S

−1(h1). For
any M ∈ HYDH the counit of the adjunction is the map εM : H ⊗M → M, εM =
HµM .
4op) Assume H has bijective antipode. The forgetful functor G6 : HYDH → HM has
a left adjoint F 6 : HM → HYDH , F 6(M) = M ⊗H, where F 6(M) is a module via
M⊗mH and a comodule via the coaction: Hρ(m⊗h) = S−1(h3)m−1h1⊗m0⊗h2. For
any M ∈ HYDH the counit of the adjunction is the map εM : M⊗H → M, εM = µH

M .

6.5.3. Integrals. Let K be any field. An augmented K-algebra (A,m, u, p) is
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a K-algebra (A,m, u) endowed with an algebra homomorphism p : A → K called
augmentation of A. An element x ∈ A is a left integral in A, whenever a·Ax = p (a) x,
for every a ∈ A. The definition of a right integral in A is analogous. A is called
unimodular, whenever the space of left and right integrals in A coincide. A left
(resp. right) integral x in A is called a left (resp. right) total integral in A, whenever
p (x) = 1K .

Let (H, mH , uH , ∆H , εH) be a bialgebra.
1) (H, mH , uH , εH) is an augmented algebra. Then a left integral in H is an

element t ∈ H such that h ·H t = εH (h) t, for every h ∈ H. Moreover t is total
whenever εH (t) = 1K . It can be proved that SH(t) is a right integral in H when
t is a left integral in H and that t = SH(t) under the further hypothesis that t is
total. In particular a left total integral is a right total integral. The converse also
holds true so that one can speak of total integral in H without specifying ”left” or
”right”.

2) (H∗,mH∗ , uH∗ , εH∗) is an augmented algebra. Then a left integral in H∗ is an
element λ ∈ H∗, that is a K-linear map fλ = f (1H) λ, for every f ∈ H∗. Moreover
λ is total, whenever λ (1H) = 1K . It is clear that λ ∈ H∗ is a left (resp. right)
integral in H∗ if and only if h1λ(h2) = 1Hλ(h) (resp. λ(h1)h2 = λ(h)1H) for every
h ∈ H. By arguments similar to the ones used in 1), one can speak of total integral
in H∗ without specifying ”left” or ”right”.

If H is finite dimensional, H∗ becomes a Hopf algebra: in particular one can
consider the notion of left integral in (H∗)∗ in the sense of 2). By means of the
isomorphism

H → H∗∗ : h 7−→
(

H∗ → K
f 7−→ f (h)

)
,

one can check that a left integral in H∗∗ is nothing but a left integral in H in the
sense of 1): thus there is no danger of confusion.

For the reader’s sake, we outline the following facts.

Theorem 6.5.4. Let H be a Hopf algebra with antipode S over any field K. Then
we have:

1) There exists a total integral t ∈ H (i.e. H is semisimple) if and only if H is
separable.

2) There exists a total integral λ ∈ H∗ (i.e. H is cosemisimple) if and only if H
is coseparable.

Proof. 1) ” ⇐ ” Let σ : H → H ⊗H an H-bilinear section of the multiplication m
and set tσ := (H ⊗ εH)σ(1H) ∈ H. Then tσ is a total integral.
” ⇒ ” Let t ∈ H be a total integral. Since t is a left integral and ∆H is an
homomorphism of algebras, we have:

(6.1) ht1 ⊗ S(t2) = h1t1 ⊗ S(h2t2)h3 = εH(h1)t1 ⊗ S(t2)h2 = t1 ⊗ S(t2)h, ∀h ∈ H,
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so that the map σt : H → H ⊗ H : h 7→ ht1 ⊗ S(t2) is H-bilinear. Moreover
mHσt(h) = ht1S(t2) = hεH(t) = h, so that σt is an H-bilinear section of mH and H
is separable by definition.
2) ” ⇐ ” Let θ : H ⊗H → H an H-bicolinear retraction of the comultiplication ∆
and set λθ := εHθ(−⊗ 1H) ∈ H∗. Then λθ is a total integral.
” ⇒ ” Let integral λ ∈ H∗ be a left integral such that λ(1H) = 1. Since λ is a left
integral and m is an homomorphism of coalgebras, we have:
(6.2)

x1λ(x2S(y)) = x1S(y2)λ(x2S(y1))y3 = (xS(y1))1λ((xS(y1))2)y2 = λ(xS(y1))y2,

for every x, y ∈ H, so that the map θλ : H ⊗ H → H : x ⊗ y 7→ x1λ(x2S(y)) is
H-bicolinear. Moreover θλ∆(h) = h1λ(h2S(h3)) = hλ(1H) = h, so that θλ is an H-
bicolinear retraction of the comultiplication ∆ and H is coseparable by definition.

6.6 Ad-invariant integrals

Next aim is to characterize the existence of a so called ad-invariant integral.
A remarkable fact is that any semisimple and cosemisimple Hopf algebra H over a
field K admits such an integral (see Theorem 6.8.5).

Definition 6.6.1. [SVO, Definition 1.11] Let H be a Hopf algebra with antipode
S over any field K and let λ ∈ H∗.
λ will be called an ad-invariant integral whenever:

a) h1λ(h2) = 1Hλ(h) for all h ∈ H (i.e. λ is a left integral in H∗);
b) λ(h1xS(h2)) = ε(h)λ(x), for all h, x ∈ H (i.e. λ is left linear with respect to

B);
c) λ(1H) = 1K .

Lemma 6.6.2. An element λ ∈ H∗ is an ad-invariant integral if and only if it is a
retraction of the unit uH : K → H of H in H

HYD, where H is regarded as an object
in the category via the left adjoint action B and the comultiplication ∆H .

Examples 6.6.3. 1) Let G be an arbitrary group an let KG be the group algebra
associated. Let λ : KG → K be defined by λ(g) = δe,g (the Kronecker symbol),
where e denotes the neutral element of G. Then λ is an ad-invariant integral for KG
(see [SVO, Corollary 2.8]).
2) Every commutative cosemisimple Hopf algebra has an ad-invariant integral.
3) As we will see in Lemma 6.8.5, any semisimple and cosemisimple Hopf algebra
has an ad-invariant integral.

Remark 6.6.4. It is known (see [DNR, Theorem 5.3.2 and Proposition 5.5.3]) that,
for any Hopf algebra H with a total integral λ ∈ H∗, the K-linear space of left and
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right integrals in H∗ are both one dimensional and hence both generated by λ.
Hence there can be only one ad-invariant integral, namely the unique total integral.

The following lemma shows that in the definition of ad-invariant integral we
can choose C,I or J instead of B . Since λ is in particular a total integral, it is
both a left and a right integral. Thus it is the same to have a retraction of uH in
H
HYD,YDH

H , HYDH or HYDH .

Lemma 6.6.5. Let H be a Hopf algebra with antipode S over any field K and let
λ ∈ H∗ be a total integral. Then the following are equivalent:

(1) λ is left linear with respect to B.
(2) λ is right linear with respect to C.
(3) λ is left linear with respect to I.
(4) λ is right linear with respect to J.

Proof. We have that λ is both a left integral and a right integral for H∗.
Since λ is a total integral S is bijective (see [DNR, Corollary 5.4.6]) and hence it
makes since to consider S−1.
(1) ⇒ (2) Observe that: S(x C h) = S(S(h1)xh2) = S(h)1S(x)S[S(h)2] = S(h) B
S(x).
Thus, since λ = λS and λ is left linear with respect to B, we get λ(x C h) = λS(x C
h) = λ(S(h) B S(x)) = εS(h)λ(S(x)) = ε(h)λS(x) = ε(h)λ(x) that is λ is right
linear with respect to C .
(2) ⇒ (1) follows analogously once proved the relation S(h B x) = S(x) C S(h).
(1) ⇒ (3) We have: S[h I S−1(x)] = S[h2S

−1(x)S−1(h1)] = h1xS(h2) = h B x.
Then, since λ = λS and λ is left linear with respect to B, we have λ(h I x) =
λS(h I S−1S(x)) = λ(h B S(x)) = ε(h)λS(x) = ε(h)λ(x) i.e. λ is left linear with
respect to I.
(3) ⇒ (1) Since λ is left linear with respect to I one has λ(h B x) = λS[h I
S−1(x)] = λ[h I S−1(x)] = ε(h)λSS−1(x) = ε(h)λ(x) i.e. λ is left linear with
respect to B .
(1) ⇔ (4) Analogous to (1) ⇔ (3) by means of S−1[S(x) C h] = x J h.

The following result improves [AMS1, Theorem 2.29].

Lemma 6.6.6. Let H be a Hopf algebra with antipode S over a field K. Assume
there exists an ad-invariant integral λ ∈ H∗. Then we have that:

i) The forgetful functor AMH
A → AMA is separable for any algebra A in MH .

ii) The forgetful functor H
A MA → AMA is separable for any algebra A in HM.

iii) The forgetful functor H
A MH

A → AMA is separable for any algebra A in HMH .

Proof. i) By Examples 6.3.9, the forgetful functor Fr : AMH
A →AMA has a right ad-

joint Gr : AMA → AMH
A , G8(M) = M ⊗H. Thus by Theorem 6.1.6, Fr is separable

if and only if the unit ηH : Id
AMH

A
→ GrFr of the adjunction cosplits, i.e. there



134 6. Applications to the theory of Hopf algebras

exists a natural transformation µH : GrFr → Id
AMH

A
such that µH

M ◦ ηH
M = IdM for

any M in AMH
A . Let us define:

µH
M : M ⊗H → M, µH

M(m⊗ h) = m0λ(m1S(h)).

Obviously (µH
M)M∈AMH

A
is a functorial morphism.

Let us check that µH
M is a morphism in AMH

A , i.e. a morphism of A-bimodules and of
H-bicomodules. Since µA

M ∈ MH , we have: µH
M((m⊗h)a) = m0a0λ(m1a1S(a2)S(h)) =

µH
M(m⊗ h)a.

Since AµM ∈ MH and as λ satisfies relation b) of Definition 6.6.1, we get that µH
M

is also left A-linear: µH
M(a(m⊗ h)) = a0m0λ(a1 B m1S(h)) = aµH

M(m⊗ h).
By (6.2), we have: λ(xS(y1))y2 = x1λ(x2S(y)),∀x, y ∈ H. Thus we get also the
right H-collinearity of µH

M : (µH
M ⊗ H)ρH(m ⊗ h) = m0 ⊗ λ(m1S(h1))h2 = m0 ⊗

m1λ(m2S(h)) = ρHµH
M(m⊗ h).

It remains to prove that µH
M is a retraction of ηH

M : µH
MηH

M(m) = m0λ(m1S(m2)) =
mλ(1H) = m.
ii) Analogous to i) by setting HµM(h⊗m) = λ(hS(m−1))m0.
iii) We have to construct a functorial retract of (ηM)M∈H

A MH
A
,where ηM = (H

Mη ⊗
H) ◦ ηH

M . By the previous part, there are a functorial retraction (µH
M)M∈AMH

A
of

(σH
M)M∈AMH

A
and a functorial retract (HµM)M∈H

A MA
of (HσM)M∈H

A MA
. Let us define

the morphism µM : H ⊗M ⊗ H → M by µM = µH
M ◦ (HµM ⊗H). Obviously it is

a retraction of σM in AMH
A . It is easy to prove that µM = HµM ◦ (H ⊗ µH

M): hence
one gets that µM is a morphism in H

A MH
A .

Theorem 6.6.7. [Ar1, Theorem 5.11] Let H be a Hopf algebra with antipode S
over a field K. The following assertions are equivalent:

(1) There is an ad-invariant integral λ ∈ H∗.
(2) The forgetful functor H

A MH
A → AMA is separable for any algebra A in HMH .

(3) The forgetful functor H
HMH

H → HMH is separable.
(3b) H is coseparable in (HMH ,⊗, K).
(4) The forgetful functor H

HYD → HM is separable.
(4b) K is IF -injective where F is the forgetful functor of (4).

Proof. (1) ⇒ (2) follows by Lemma 6.6.6.
(2) ⇒ (3). Obvious.
(3) ⇔ (3b). It is just Proposition 6.4.2 applied to M = (HMH ,⊗, K).
(3) ⇒ (4). Take the notations of Examples 6.3.9 and 6.5.2. Since F2 : H

HMH
H → HMH

is separable and F2 = Fa ◦ Fb, where Fb : H
HMH

H → HMH
H and Fa: HMH

H → HMH ,
then, by Theorem 6.1.5, Fb is separable. Consider the inverses (F ′)−1 and F−1

respectively of the functors F ′ = (−)coH : H
HMH

H → H
HYD and F = (−)coH : HMH

H →
HM (these are category equivalences; see [Sch2, Theorem 5.7]). One can easily check
that F−1 ◦F3 = Fb ◦ (F ′)−1. By Theorem 6.1.5, (F ′)−1 is separable so that F−1 ◦F3,
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and hence F3, is a separable functor.
(4) ⇒ (4b). By Corollary 6.1.7 the separability of F3 : H

HYD → HM (that has G3 as
aright adjoint) implies that any object in H

HYD, in particular K, is IF3-injective.
(4b) ⇒ (1). Observe that uH can be regarded as a morphism in H

HYD, once H is
regarded as an object in H

HYD via the action B (defined in 6.5.1) and the coaction
given by the comultiplication ∆. In particular, uH belongs to IF3 : in fact the counit
εH of H is a left linear retraction of F3(uH). Hence, since K is IF3-injective, there
is λ : H → K in H

HYD such that λ◦uH = IdK , i.e., by Lemma 6.6.2, an ad-invariant
integral.

Remark 6.6.8. The following assertions are all equivalent to the existence of an
ad-invariant integral λ ∈ H∗.

(5) The forgetful functor YDH
H → MH is separable.

(6) The forgetful functor HYDH → HM is separable and S is bijective.
(7) The forgetful functor HYDH → MH is separable and S is bijective.
(8) K is IF -injective where F is the forgetful functor of (5),(6) or (7).

In fact, note that H
HMH

H ' YDH
H . Since λ is in particular a total integral, the antipode

S is bijective and hence, by [Sch2, Corollary 6.4], we can also assume HYDH '
H
HMH

H ' HYDH
. Now, by means of Lemma 6.6.5, one can proceed like in the proof

of Theorem 6.6.7.

6.6.9. Let H be a Hopf algebra with bijective antipode (e.g. H f.d.). For every
h, h′ ∈ H and f, f ′ ∈ H∗, define

(h ⇀ f) (h′) = f (h′h) and (f ↼ h) (h′) = f (hh′) ,

h ⇁ f =
∑

h(1) ⇀ f ↼ S−1
(
h(2)

)
and f ↽ h =

∑
S−1

(
h(1)

)
⇀ f ↼ h(2).

The Drinfeld Double D(H) = H∗cop ./ H (see [Mo, Definition 10.3.5, page 188]) is a
Hopf algebra that has H∗cop ⊗H as its underlying vector space. The multiplication
is given by

(f ./ h)(f ′ ./ h′) =
∑

f(h(1) ⇁ f ′(2)) ./ (h(2) ↽ f ′(1))f

for all h, h′ ∈ H and f, f ′ ∈ H∗ with identity

1D(H) = εH ./ 1H .

The comultiplication is given by

∆D(H) (f ./ h) =
∑ (

f(1) ./ h(1)

)⊗ (
f(2) ./ h(2)

)
.

The counit is
εD(H) (f ./ h) = f (1H) εH (h) .
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The antipode is defined by

SD(H) (f ./ h) =
∑ [

SH

(
h(2)

)
⇀ SH∗

(
f(1)

)]⊗ [
f(2) ⇀ SH

(
h(1)

)]

=
∑ [

SH∗
(
f(2)

)
↼ h(1)

]⊗ [
SH

(
h(2)

)
↼ SH∗

(
f(1)

)]
.

Theorem 6.6.10. [Ar1, Theorem 5.13] Let H be a finite dimensional Hopf algebra
with antipode S over a field K and let D(H) be the Drinfeld Double. The following
assertions are equivalent:

(i) There is an ad-invariant integral λ ∈ H∗.
(ii) The forgetful functor D(H)M → HM is separable.
(iii) D(H) is separable in (HMH ,⊗H , H), i.e. D(H)/H is separable.

Proof. (i) ⇔ (ii). Since H is finite dimensional, it has bijective antipode. Hence we
have H

HYD ' HYDH ' D(H)M. By Theorem 6.6.7, (i) holds iff the forgetful functor
H
HYD → HM is separable iff D(H)M → HM is separable.
(ii) ⇔ (iii). follows by Proposition 6.3.1 applied to the ring homomorphism H →
D(H) = H∗cop ./ H : h 7→ εH ./ h.

Proposition 6.6.11. Let H be a Hopf algebra with an ad-invariant integral λ ∈ H∗

and let M = MH , HM, HMH . For any algebra A in M, we have:
i) A is separable as an algebra in M iff it is separable as an algebra in MK.
ii) A is formally smooth as an algebra in M iff it is formally smooth as an

algebra in MK.

Proof. Since H has an ad-invariant integral λ, by Lemma 6.6.6, the forgetful functor
F : AMA → AMA is separable. By Theorem 6.3.10 we conclude.

Proposition 6.6.12. Let H be a Hopf algebra and let A and E be algebras in
M = MH , HM. Let π : E → A be an algebra homomorphism in M which is
surjective. Assume that A is formally smooth as an algebra in M and that the
kernel of π is a nilpotent ideal. Given an algebra homomorphism f : H → A in M,
then π has a section which is an algebra homomorphism in M.

Proof. M = MH) Let I denote the kernel of π and assume there is an n ∈ N such
that In = 0. First of all let us observe that, since π is a morphism in MH , I is a
subobject of E in MH . Hence, for every r > 0, Ir is a subobject of E and the
canonical maps E/Ir+1 → E/Ir are morphisms in MH .
Now, the object Ir/Ir+1 has a natural module structure over E/I ' A, and hence,
via f , a module structure over H. With respect to this structure Ir/Ir+1 is an
object in MH

H . Via the category equivalences MH
H ' KM, we get that Ir/Ir+1 is a

cofree right comodule i.e. Ir/Ir+1 ' V ⊗ H in MH
H , for a suitable V ∈ KM. In

particular Ir/Ir+1 is an injective comodule, so any canonical map E/Ir+1 → E/Ir
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has a section in MH .
By Theorem 3.4.10, we conclude.
M = HM) follows analogously.

Example 6.6.13. Let H be a Hopf algebra and assume that H is formally smooth
in MH . Then, by Corollary 3.4.9 and Theorem 4.2.1, the tensor algebra T :=
TH(Ker(mH)) is formally smooth as an algebra in the monoidal category MH . As-
sume that π : E → T is an epimorphism that is also a morphism of algebras in MH

such that I := Ker(π) is a nilpotent coideal. By Proposition 6.6.12, applied in the
case when f : H → T is the canonical injection, π has a section which is an algebra
homomorphism in MH . (In particular also the projection E → T → H has a section
which is an algebra homomorphism in MH). Observe that T is not semisimple in
general because its dimension needs not to be finite.

Theorem 6.6.14. [Ar1, Theorem 5.18] Let H be a Hopf algebra and let E be an
algebra in M = MH , HM, HMH . Let π : E → H be an algebra homomorphism in
M which is surjective. Assume that H is formally smooth as an algebra in M and
that the kernel I of π is a nilpotent ideal. Then π has a section which is an algebra
homomorphism in M for

a) M = MH or HM.
b) M = HMH if any canonical map E/Ir+1 → E/Ir splits in M.

Proof. Since π is a morphism in M, the kernel I of π is a subobject of E in M.
Hence, for every r > 0, Ir is a subobject of E and the canonical maps E/Ir+1 →
E/Ir are morphisms in M.
a) Apply Proposition 6.6.12 in the case when E := H and f := IdH .
b) follows easily by Theorem 3.4.6.

Proposition 6.6.12 studies the existence in M = MH , HM of algebra sections
of morphisms of algebras π : E → A where A is a formally smooth algebra in M
endowed with a morphism of algebras f : H → A in M. The following results
show that the existence of ad-invariant integrals provides such a section in M =
MH , HM, HMH (without f).

Lemma 6.6.15. Let H be a Hopf algebra with a total integral λ ∈ H∗. Then any
epimorphism in M = MH , HM, HMH has a section in M.

Proof. Since λ is a total integral in H∗, then, by Theorem 6.5.4, H is coseparable
in MK . Therefore any right (resp. left, two-sided) H-comodule is projective (see
Corollary 6.4.4). In particular any epimorphism in M has a section in M.

Theorem 6.6.16. [Ar1, Theorem 5.20] Let H be a Hopf algebra with an ad-
invariant integral λ ∈ H∗. Let A and E be algebras in M = MH HM, HMH .
Let π : E → A be an algebra homomorphism in M which is surjective. Assume that
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A is formally smooth as an algebra in MK and that the kernel of π is a nilpotent
ideal. Then π has a section which is an algebra homomorphism in M.

Proof. By Proposition 6.6.11, A is formally smooth as an algebra in M. Let n ≥ 1
such that In = 0, where I = Ker(π). Since, in particular, λ is a total integral, by
Lemma 6.6.15, any epimorphism in the category M splits in M. Thus, for every
r = 1, · · · , n − 1 the canonical morphism πr : E/Ir → E/Ir+1 has a section in the
categoryM. We can now conclude by applying Theorem 3.4.6 to the homomorphism
of algebras π : E → A.

Theorem 6.6.17. [Ar1, Theorem 5.21] Let H be a Hopf algebra with an ad-
invariant integral and such that H is formally smooth as an algebra in KM. Let
E be an algebra in M = MH ,HM, HMH . Let π : E → H be a algebra homomor-
phism in M which is surjective and with nilpotent kernel. Then π has a section
which is an algebra homomorphism in M.

Remark 6.6.18. By Proposition 6.6.11, if H is a Hopf algebra with an ad-invariant
integral and H is formally smooth as an algebra in (KM,⊗, K), then it is formally
smooth as an algebra in (MH ,⊗, K). Then the case M = MH (analogously M =
HM) of the above corollary can be also deduced by Theorem 6.6.14.

6.7 Ad-coinvariant integrals

We want now to treat the dual of all the results of the previous section. We just
state the main results that can be proved analogously.

First of all we characterize the existence of a so called ad-coinvariant integral.
A remarkable fact is that any semisimple and cosemisimple Hopf algebra H over a
field K admits such an integral (see Theorem 6.8.5).

Definition 6.7.1. Let H be a Hopf algebra with antipode S over any field K and
let t ∈ H.
t will be called an ad-coinvariant integral whenever:

a) ht = εH(h)t for all h ∈ H (i.e. t is a left integral in H);
b) t1S(t3)⊗ t2 = 1H ⊗ t, (i.e. t is left coinvariant with respect to H%);
c) εH(t) = 1K .

Therefore we have:

Lemma 6.7.2. An element t ∈ H is an ad-coinvariant integral if and only if the
map τ : K → H : k 7→ kt is a section of the counit εH : H → K of H in H

HYD,
where H is regarded as an object in the category via the left adjoint coaction H% and
the multiplication mH .
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Example 6.7.3. 1) Let G be a finite group an let KG be the algebra of functions
from G to K. Then KG becomes a Hopf algebra which is dual to the group algebra
KG. From Example 6.6.3, we infer that KG has an ad-coivariant integral, namely
the map G → K : g 7→ δe,g (the Kronecker symbol), where e denotes the neutral
element of G.
2) Every cocommutative semisimple Hopf algebra has an ad-coinvariant integral.
3) As we will see in Lemma 6.8.5, any semisimple and cosemisimple Hopf algebra
has an ad-coinvariant integral .

Remark 6.7.4. It is known that, for any Hopf algebra H with a total integral
t ∈ H, the K-linear spaces of left and right integrals in H are both one dimensional
and so both generated by t. Hence there can be only one ad-coinvariant integral,
namely the unique total integral.

The following lemma shows that in the definition of ad-coinvariant integral we
can choose %H , %H or H% instead of H%. Since t is in particular a total integral, it is
both a left integral and a right integral. Thus it is the same to have a retraction of
εH in H

HYD,YDH
H ,H YDH or HYDH .

Lemma 6.7.5. Let H be a Hopf algebra with antipode S over any field K and let
t ∈ H be a total integral. Then the following are equivalent:

(1) t is left coinvariant with respect to H%.
(2) t is right coinvariant with respect to %H .
(3) t is right coinvariant with respect to %H .
(4) t is left coinvariant with respect to H%.

Proof. Analogous to 6.6.5.

Lemma 6.7.6. Let H be a Hopf algebra with antipode S over a field K. Assume
there exists an ad-coinvariant integral t ∈ H. Then we have that:

i) The forgetful functor CMC
H → CMC is separable for any coalgebra C in MH .

ii) The forgetful functor C
HMC → CMC is separable for any coalgebra C in HM.

iii) The forgetful functor C
HMC

H → CMC is separable for any coalgebra C in

HMH .

Proof. We proceed as in the proof of Lemma 6.6.6.
i) By Examples 6.4.7, the forgetful functor Gr : CMC

H → CMC has a right adjoint
F r : CMC → CMC

H , F r(M) = M ⊗ H. Thus by Theorem 6.1.6, Gr is separable
if and only if the counit εH : F rGr → IdCMC

H
of the adjunction splits, i.e. there

exists a natural transformation σH : IdCMC
H
→ F rGr such that εH

M ◦ σH
M = IdM for

any M in CMC
H . Using (6.1), one can easily check that the following map works:

σH
M : M → M ⊗H, σH

M(m) = mt1 ⊗ S(t2).
ii) Analogous to i) by setting HσM(m) = t1 ⊗ S(t2)m.
iii) Define σM := (HσM ⊗H) ◦ σH

M : M → H ⊗M ⊗H.
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We can now consider the main result concerning ad-coinvariant integrals. The
equivalence (1) ⇔ (3b) was proved in a different way in [AMS1, Proposition 2.11].

Theorem 6.7.7. [Ar1, Theorem 7.7] Let H be a Hopf algebra with antipode S over
a field K. The following assertions are equivalent:

(1) There is an ad-coinvariant integral t ∈ H.
(2) The forgetful functor C

HMC
H → CMC is separable for any coalgebra C in

HMH .
(3) The forgetful functor H

HMH
H → HMH is separable.

(3b) H is separable in (HMH ,⊗, K).
(4) The forgetful functor H

HYD → HM is separable.
(4b) K is EG-projective where G is the forgetful functor of (4).

Proof. Analogous to that of Theorem 6.6.7.

Remark 6.7.8. The following assertions are all equivalent to the existence of an
ad-coinvariant integral t ∈ H:

(5) The forgetful functor YDH
H → MH is separable.

(6) The forgetful functor HYDH → MH is separable and S is bijective.
(7) The forgetful functor HYDH → HM is separable and S is bijective.
(8) K is EG-projective where G is the forgetful functor of (5),(6) or (7).

In fact, note that H
HMH

H ' YDH
H . Since t is in particular a total integral, the antipode

S is bijective and hence, by [Sch2, Corollary 6.4], we can also assume HYDH '
H
HMH

H ' HYDH
. Now, by means of Lemma 6.7.5. one prove the above equivalences.

Theorem 6.7.9. [Ar1, Theorem 7.9] Let H be a finite dimensional Hopf algebra
with antipode S over a field K and let D(H) be the Drinfeld Double. The following
assertions are equivalent:

(i) There is an ad-coinvariant integral t ∈ H.
(ii) The forgetful functor MD(H)∗ → MH (equiv. D(H)M → H∗M) is separable.
(iii) D(H)∗ is coseparable in (HMH ,¤H , H) (equiv. D(H)/H∗ is separable).

Proof. dual to Theorem 6.6.10.

Proposition 6.7.10. Let H be a Hopf algebra with an ad-coinvariant integral t and
let M = MH , HM, HMH . For any coalgebra C in M, we have:

i) C is coseparable as a coalgebra in M iff it is coseparable as a coalgebra in
MK.

ii) C is formally smooth as a coalgebra in M iff it is formally smooth in MK.

Proof. Since H has an ad-coinvariant integral t, by Lemma 6.7.6, the forgetful func-
tor G : CMC → CMC is separable. By Theorem 6.4.8 we conclude.
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Remark 6.7.11. Let M be one of the monoidal categories MK , MH , HM or HMH .
Let C be a subcoalgebra of a coalgebra E in M. Then C∧1

E ⊆ · · · ⊆ C∧n
E ⊆ C∧n+1

E ⊆
· · · ⊆ E.
Moreover, by [Sw, Remark and Proposition, page 226], one has that ∪n∈NC∧n

E = E
if and only if Corad(E) ⊆ C. Note that ∪n∈NC∧n

E = lim−→C∧i
E .

Theorem 6.7.12. [Ar1, Theorem 7.15] Let H be a Hopf algebra. Let C be a
subcoalgebra of a coalgebra E in M = MK ,MH , HM or HMH . Assume that C
is formally smooth as a coalgebra in M and that Corad(E) ⊆ C. If any inclusion

map ir : C∧r
E → C∧r+1

E cosplits in M, then there exists a coalgebra homomorphism
π : E → C in M such that π|C = IdC.

Proof. As observed in Remark 6.7.11, we have E = ∪n∈NC∧n
E = lim−→C∧i

E . The
conclusion follows by applying Theorem 3.5.15.

Proposition 6.7.13. Let H be a Hopf algebra. Let C be a subcoalgebra of a coal-
gebra E in M = MH , HM. Assume that C is formally smooth as a coalgebra in M
and that Corad(E) ⊆ C. Given a coalgebra homomorphism g : C → H in M, then
there exists a coalgebra homomorphism π : E → C in M such that π|C = IdC.

Proof. M = MH) In order to apply Theorem 6.7.12, we have only to prove that

any inclusion map C∧n
E ↪→ C∧n+1

E cosplits in MH . Since

C∧n+1
E = C∧n

E ∧E C = C ∧E C∧n
E = ∆−1

E (E ⊗ C + C∧n
E ⊗ E),

the quotient C∧n+1
E /C∧n

E becomes a right C-comodule in MH via the map ρC
n , given

by x+C∧n
E 7→ (x1+C∧n

E)⊗x2. Since g : C → H is a morphism of coalgebras in MH ,

then (Id⊗g)◦ρC
n is a right H-comodule structure map for C∧n+1

E /C∧n
E that is right H-

linear. Thus C∧n+1
E /C∧n

E becomes an object in MH
H : by the fundamental theorem for

Hopf modules (MH
H ' KM), we get that C∧n+1

E /C∧n
E ' V ⊗H in MH

H , for a suitable

V ∈ KM, i.e. C∧n+1
E /C∧n

E is a free right H-module. In particular C∧n+1
E /C∧n

E is

a projective right H-module, so that the inclusion map i : C∧n
E ↪→ C∧n+1

E has a
retraction in MH .
M = HM) follows analogously.

Example 6.7.14. Let H be a Hopf algebra and assume that H is formally smooth
as a coalgebra in MH . Then, by Corollary 3.5.13 and Theorem 5.4.8, the cotensor
coalgebra T := T c

H(Coker(∆H)) is formally smooth as a coalgebra in the monoidal
category MH . Assume that σ : T → E is an monomorphism that is also a morphism
of coalgebras in MH . By Proposition 6.7.13, applied in the case when g : T → H
is the canonical projection, σ has a retraction which is a coalgebra homomorphism
in MH . (In particular also the injection H → T → E has a retraction which is a
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coalgebra homomorphism in MH). Observe that T is not cosemisimple in general,
because its coradical is included in H (see Theorem 5.3.7 and [Sw, Proposition
11.1.1, page 226]).

Theorem 6.7.15. [Ar1, Theorem 7.17] Let H be a Hopf algebra which is a sub-
coalgebra of a coalgebra E in M = MH , HM or HMH . Assume that H is formally
smooth as a coalgebra in M and that Corad(E) ⊆ H. Then there exists a coalgebra
homomorphism π : E → H in M such that π|H = IdH for

a) M = MH or HM.

b) M = HMH if any inclusion map H∧n
E ↪→ H∧n+1

E cosplits in M.

Proof. H∧n
E is a subcoalgebra of E in M and the inclusion map H∧n

E ↪→ H∧n+1
E is

obviously a morphism in M.
a) Apply Proposition 6.7.13 in the case when C := H and g := IdH .
b) Apply Theorem 6.7.12 in the case when C = H.

Examples 6.7.16. Let E be a coalgebra in the category of vector spaces. Let
C = Corad(E). In this case, the sequence (C∧n

E)n∈N is simply denoted by (En)n∈N
and it is the so called coradical filtration of E.
Let H be a Hopf algebra. Assume that E is a coalgebra in M = MH ,HMH and
that H = C = Corad(E). We have two cases.
M = HMH) If any inclusion En ↪→ En+1 cosplits in HMH and H is formally smooth
as a coalgebra in HMH , then, by Theorem 6.7.15, there is an homomorphisms of
coalgebras π : E → H in HMH such that π|H = IdH .
M = MH) By [AMS1, Theorem 2.11], since H is cosemisimple in MK , then H
is coseparable in MH . In particular H is formally smooth as a coalgebra in MH .
Again, by Theorem 6.7.15, there is an homomorphisms of coalgebras π : E → H in
MH such that π|H = IdH (see also [AMS1, Theorem 2.17]).

Proposition 6.7.13 studies the existence in M = MH , HM of coalgebra retrac-
tions of coalgebras inclusion C ↪→ E where C is a formally smooth coalgebras in
M endowed with a morphism of coalgebras g : C → H in M. The following re-
sults show that the existence of ad-coinvariant integrals provide such a section in
M = MH , HM, HMH (without g).

Lemma 6.7.17. Let H be a Hopf algebra with a total integral t ∈ H. Then any
monomorphism in M = MH , HM, HMH has a retraction in M.

Proof. Since t is a total integral in H, then H is separable by Theorem 6.5.4-2).
Therefore any right (resp. left, two-sided) H-module is injective (see Corollary
6.3.6). In particular any monomorphism in M has a retraction in M.

Theorem 6.7.18. [Ar1, Theorem 7.20] Let H be a Hopf algebra with an ad-
coinvariant integral t ∈ H. Let C be a subcoalgebra of a coalgebra E in M =
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MH , HM, HMH . Assume that C is formally smooth as a coalgebra in MK and that
Corad(E) ⊆ C. Then there exists a coalgebra homomorphism π : E → C in M
such that π|C = IdC.

Proof. By Proposition 6.7.10, C is formally smooth as a coalgebra in M. Since t is
in particular a total integral in H, by Lemma 6.7.17, any monomorphism in M, in
particular the inclusion map C∧n

E ↪→ C∧n+1
E for any n ∈ N, has a retraction in M.

Now apply Theorem 6.7.12.

Theorem 6.7.19. [Ar1, Theorem 7.21] Let H be a Hopf algebra with an ad-
coinvariant integral and such that H is formally smooth as a coalgebra in MK. If
H is a subcoalgebra of a coalgebra E in M = MH , HM, HMH and Corad(E) ⊆ H,
then there exists a coalgebra homomorphism π : E → H in M such that π|H = IdH .

Remark 6.7.20. By Proposition 6.7.10, if H is a Hopf algebra with an ad-coinvariant
integral and H is formally smooth as a coalgebra in (MK ,⊗, K), then it is for-
mally smooth as a coalgebra in (MH ,⊗, K). Then the case M = MH (analogously
M = HM) of the above corollary can be also deduced by Theorem 6.7.15.

The following result provides a significant example of Hopf algebra endowed with
both an ad-invariant and ad-coinvariant integral.

6.8 Splitting morphism of bialgebras

We now give some application of the previous results.

Theorem 6.8.1. [Ar1, Theorem 5.32] Let H be a Hopf algebra and let E be a
bialgebra. Let π : E → H be a bialgebra homomorphism which is surjective. Assume
that H is formally smooth as an algebra in MK and that the kernel I of π is a
nilpotent ideal. Then π has a section which is an algebra homomorphism in MH

(resp. HM).

Proof. In view of [Ar1, Proposition 5.27], H is formally smooth as an algebra in
MK if and only if it is formally smooth as an algebra in MH (resp. HM). Since H
as a coalgebra is a quotient of E, then E carries a unique H-bicomodule structure
that makes of π a coalgebra homomorphism in HMH . By Theorem 6.6.14, we
conclude.

Definition 6.8.2. [Sch1, Definition 5.1] Let E be a bialgebra and let H be a Hopf
subalgebra of E. Recall that a weak right (resp. left) projection (onto H) is a
retraction π : E → H for the inclusion map which is a right (resp. left) H-linear
coalgebra map. We call π a weak two-sided projection, whenever π is also right
H-linear.
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6.8.3. A bialgebra with a projection is a bialgebra E over a field K endowed with
a Hopf algebras H and two bialgebra maps σ : H → E and π : E → H such that
π ◦ σ = IdH . In [Rad2], M. D. Radford describes the structure of bialgebras with
a projection: E can be decomposed as the smash product of H with the (right)
H-coinvariant part of E which comes out to be a braided bialgebra in the monoidal
category H

HYD of Yetter-Drinfeld modules over H. This construction appeared as an
important tool in the classification of finite dimensional Hopf algebras. It is mean-
ingful that, even relaxing some assumption on π (as was done by P. Schauenburg in
[Sch1]) or on σ (see [AMS1]), it is possible to reconstruct E by means of a suitable
bosonization type procedure.

More precisely, let E be a bialgebra and let H be a Hopf subalgebra of E. Denote
by σ : H → E the inclusion. Assume there exists a weak right projection π : E → H
of E onto H (the dual situation can be treated analogously). Consider the space of
right H-coinvariant elements of E:

R = Eco(H) =
{

e ∈ E |
∑

e(1) ⊗ π
(
e(2)

)
= e⊗ 1H

}

Set
τ : E → R, τ (e) =

∑
e(1)σSπ

(
e(2)

)

which is a well defined map as

(E ⊗ π) ∆Eτ (e) =
∑

e(1)(1)
σSπ

(
e(2)

)
(1)
⊗ π

[
e(1)(2)

σSπ
(
e(2)

)
(2)

]

=
∑

e(1)(1)
σSπ

(
e(2)(2)

)
⊗ π

[
e(1)(2)

σSπ
(
e(2)(1)

)]

=
∑

e(1)σSπ
(
e(4)

)⊗ π
[
e(2)σSπ

(
e(3)

)]

=
∑

e(1)σSπ
(
e(4)

)⊗ π
(
e(2)

)
Sπ

(
e(3)

)

=
∑

e(1)σSπ
(
e(3)

)⊗ π
(
e(2)

)
(1)

S
[
π

(
e(2)

)
(2)

]

=
∑

e(1)σSπ
(
e(3)

)⊗ εHπ
(
e(2)

)
1H

= τ (e)⊗ 1H

and hence τ (e) ∈ R, for every e ∈ E. The map

ε : R⊗H → E, ε(r ⊗ h) = rσ(h)

is an isomorphism of K-vector spaces, the inverse being defined by

ε−1 : E → R⊗H, ε−1(e) =
∑

τ
(
e(1)

)⊗ π
(
e(2)

)
.
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In fact we have

τ [aσ (h)] =
∑

a(1)σ
(
h(1)

)
σSHπ

[
a(2)σ

(
h(2)

)]

=
∑

a(1)σ
(
h(1)

)
σSH

[
π

(
a(2)

)
h(2)

]

= τ (a) εH (h)

and hence

ε−1ε(r ⊗ h) = ε−1 [rσ(h)]

=
∑

τ
[
r(1)σ(h(1))

]⊗ π
[
r(2)σ(h(2))

]

=
∑

τ
(
r(1)

)
εH(h(1))⊗ π

(
r(2)

)
h(2)

=
∑

τ
(
r(1)

)⊗ π
(
r(2)

)
h

= τ (r)⊗ π (1H) h

= r ⊗ h

and

εε−1(e) =
∑

ε
[
τ

(
e(1)

)⊗ π
(
e(2)

)]

=
∑

τ
(
e(1)

)
σπ

(
e(2)

)

=
∑

e(1)σSπ
(
e(2)

)
σπ

(
e(3)

)

=
∑

e(1)σ
{

S
[
π

(
e(2)

)
(1)

]
π

(
e(2)

)
(2)

}

=
∑

e(1)σ
{
εHπ

(
e(2)

)
1H

}

= e.

Clearly E defines, via ε, a bialgebra structure on R ⊗ H that will depend on the
chosen σ and π. This bialgebra structure has been described in [Sch1, Section 5] and
in [Sch3, Section 5]. If π is also left H-linear (i.e. it is a week two-sided projection)
then (see [AMS1, Theorem 3.64]) to such an (E, π, σ) one associates a quadruple
(R, u, m, ξ) (called dual Yetter-Drinfeld quadruple), where R, as defined above, is a
coalgebra in the monoidal category (H

HYD,⊗, K) and u : K → R, m : R ⊗ R → R,
and ξ : R ⊗ R → H are K-linear maps satisfying ten equalities. Then E can be
reconstructed by these data. In fact the bialgebra E is isomorphic to R#ξH which
is R ⊗ H endowed with a suitable bialgebra structure that depends on the dual
Yetter-Drinfeld quadruple: this structure on R ⊗H can be somehow regarded as a
deformation of the usual bosonization structure recalled above via ξ.

Theorem 6.8.4. [Ar1, Theorem 7.36] Let H be a Hopf subalgebra of a bialgebra E.
Assume that H is formally smooth as a coalgebra in MK and that Corad(E) ⊆ H.
Then E has a weak right (resp. left) projection onto H.
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Proof. In view of [Ar1, Proposition 7.27], H is formally smooth as a coalgebra in
MK if and only if it is formally smooth as a coalgebra in MH (resp. HM). Since H
is a subalgebra of E, then E carries a unique H-bimodule structure that makes of
H a subcoalgebra of E in HMH . By Theorem 6.7.15, we conclude.

Theorem 6.8.5. [AMS1, Theorem 2.27] Let H be a semisimple and cosemisimple
Hopf algebra over a field K. Then there are:

1) an ad-invariant integral λ ∈ H∗;
2) an ad-coinvariant integral t ∈ H.

Proof. First let us note that any semisimple Hopf algebra is finite dimensional (see
[Mo]).
Since H is semisimple and cosemisimple, by [Rad1, Proposition 7], the Drinfeld dou-
ble D(H) is semisimple. By a result essentially due to Majid (see [Mo, Proposition
10.6.16]), and by [RT, Proposition 6], we get that the category H

HYD ' D(H)M is
semisimple. Then the counit ε : H → K has a section in H

HYD so that, by Lemma
6.7.2, there is an ad-coinvariant integral. Analogously the unit u : K → H has a
retraction in H

HYD so that, by Lemma 6.6.2, there is an ad-invariant integral.

Theorem 6.8.6. [AMS1, Theorem 2.28] Let E be a Hopf algebra such that J , the
Jacobson radical of E, is a nilpotent coideal in E. Assume that H := E/J is both
semisimple and cosemisimple (e.g. H is semisimple over a field of characteristic 0).
Then there is an algebra homomorphism σ : H → E in HMH such that πσ = IdH ,
where π : E → H denotes the canonical projection.

Proof. Since H is semisimple and cosemisimple, in view of Theorem 6.8.5, there is
an ad-invariant integral. Since H as a coalgebra is a quotient of E, then E carries
a unique H-bicomodule structure that makes of π a coalgebra homomorphism in
HMH . By Theorem 6.5.4, H is separable as an algebra in KM so that, in view of
Corollary 3.4.8, it is formally smooth as an algebra in KM. By Theorem 6.6.17, we
conclude.

Theorem 6.8.7. [AMS1, Theorem 2.35] Let E be a Hopf algebra such that H, the
coradical of E, is a Hopf subalgebra. Assume that H is semisimple as an algebra
(e.g. H is f.d. over a field of characteristic 0). Then E has a weak two-sided
projection onto H.

Proof. Since H is semisimple and cosemisimple, in view of Theorem 6.8.5, there is
an ad-coinvariant integral. Since H is a subalgebra of E, then E carries a unique
H-bimodule structure that makes of H a subcoalgebra of E in HMH . By Theorem
6.5.4, H is coseparable as a coalgebra in KM so that, in view of Corollary 3.5.12, it
is formally smooth as a coalgebra in KM. By Theorem 6.7.19, we conclude.
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[DNR] S. Dăcălescu, C. Năstăsescu and Ş. Raianu, Hopf Algebras, Marcel Dekker,
2001.

[HR] R.G. Heyneman and D.E. Radford, Reflexivity and coalgebras of finite type. J.
Algebra 28 (1974), 215–246.

[HS] P.J. Hilton and U. Stambach, A course in Homological algebra, Graduate Text
in Mathematics 4, Springer, New York, 1971.

[Ho] G. Hochschild, On the cohomology groups of an associative algebra, Annals of
Math., 46 (1945), 58–67.

[JLMS] P. Jara, D. Llena, L. Merino and D. Stefan, Hereditary and formally smooth
coalgebras, Algebr. Represent. Theory 8 (2005), 363-374.

[JS] A. Joyal and R. Street, Braided monoidal categories, Macquarie Math Reports
860081 (1986).

[Ka] Kassel, Quantum Groups, Graduate Text in Mathematics 155, Springer, 1995.

[McL1] S. Mac Lane, Categories for the working mathematician. Second edition.
Graduate Texts in Mathematics, 5. Springer-Verlag, New York, 1998.

[McL2] S. Mac Lane, Natural associativity and commutativity. Rice Univ. Studies
49 (1963), 28–46.

[McL3] S. Mac Lane, Homology. Reprint of the first edition. Die Grundlehren der
mathematischen Wissenschaften, Band 114. Springer-Verlag, Berlin-New York,
1967.

[Mj1] S. Majid, Foundations of quantum group theory, Cambridge University Press,
1995.

[Mj2] S. Majid, Quantum double for quasi-Hopf algebras, Lett. Math. Phys. 45
(1998), 1–9.



BIBLIOGRAPHY 149

[Mo] S. Montgomery, Hopf Algebras and their actions on rings, CMBS Regional
Conference Series in Mathematics 82 (1993).
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