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FOURIER INTEGRAL OPERATORS AND
THE INDEX OF SYMPLECTOMORPHISMS ON

MANIFOLDS WITH BOUNDARY

UBERTINO BATTISTI, SANDRO CORIASCO, AND ELMAR SCHROHE

To the memory of Louis Boutet de Monvel 1941 – 2014

Abstract. Given two compact manifolds with boundary X,Y, and a boundary
preserving symplectomorphism � : T⇤Y \ 0! T⇤X \ 0, which is one-homogeneous
in the fibers and satisfies the transmission condition, we introduce Fourier integral
operators of Boutet de Monvel type associated with �. We study their mapping
properties between Sobolev spaces, develop a calculus and prove a Egorov type
theorem. We also introduce a notion of ellipticity which implies the Fredholm
property. Finally, we show how – in the spirit of a classical construction by A.
Weinstein – a Fredholm operator of this type can be associated with � and a section
of the Maslov bundle. If dim Y > 2 or the Maslov bundle is trivial, the index is
independent of the section and thus an invariant of the symplectomorphism.

Introduction

We develop a calculus of Fourier integral operators (FIOs) on compact manifolds
with boundary, which extends the calculus of pseudodi↵erential boundary value
problems defined by Boutet de Monvel [3]. Given two compact manifolds with
boundary, Y and X, we base our operators on symplectomorphisms � : T⇤Y \ 0!
T⇤X \ 0, which are positively homogeneous of degree 1 in the fibers. In case X = Y
and � = id we recover the Boutet de Monvel calculus.

Apart from the general interest in operators of this type, our main objective is to
provide the analytic framework for an index problem in the spirit of A. Weinstein
[32]. Weinstein considered two closed manifolds and a corresponding symplec-
tomorphism between the cotangent bundles with the zero section removed. He
proved that this symplectomorphism defines, in a natural way, a FIO F with the
Fredholm property and that its index is a remarkable quantity: Let X and Y be
additionally riemannian with Laplacians�X and�Y and suppose that the principal
symbols satisfy �(�Y) = �(�X) � �. Denote by � j(X) and � j(Y) their sequences of
eigenvalues. Then, under a mild additional assumption (the Maslov class of � has
to be ⌘ 0 mod 4) the sequence |� j(Y)�� j�ind F(X)| is bounded. Weinstein then asked
for an expression of this index in topological terms. See [33] for on overview of the
problem.

In this article we show that, under suitable natural assumptions on the sym-
plectomorphism �, we can associate with � a FIO in the calculus we develop, and
establish the Fredholm property.

In the boundaryless case, C. Epstein and R. Melrose [10] solved Weinstein’s
problem under the assumption that both manifolds coincide, relying on previous
results by V. Guillemin [17], L. Boutet de Monvel [4], and S. Zelditch [34]. They
reduced the task to the computation of the index of a Dirac operator on a closed
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manifold, constructed from the data, and thus to the Atiyah-Singer index theorem.
This construction has been refined by C. Epstein in [11], [12], [13]. The general
case, where X and Y are closed but possibly di↵erent, was treated by E. Leichtnam,
R. Nest and B. Tsygan [22] in the framework of deformation quantization. A
generalization to symplectomorphisms on a manifold with conical singularities
has been studied by V. E. Nazaı̆kinskiı̆, B. Sternin and B.-W. Schulze [26], [25],
relying on the work of Epstein and Melrose. In the present article, however, we
shall not tackle the problem of the computation of the index.

A second motivation for considering this class of FIOs is a theorem of J.J. Duis-
termaat and I. Singer [9]. They showed that – under a mild topological condition
– every order-preserving isomorphism i : Lcl(X) ! Lcl(Y) between the algebras of
classical pseudodi↵erential operators on closed manifolds X and Y, respectively, is
of the form i(A) = F�1AF, where F is a FIO associated with a symplectomorphism
as above. Recently, V. Mathai and R. Melrose [23] found a proof which avoids
the topological condition. An analog of the Duistermaat-Singer theorem in the
semiclassical setting has been given by H. Christianson [6].

We show in this article that conjugation with a FIO in our class provides an
order-preserving isomorphism of Boutet de Monvel’s algebra and we expect these
to be all.

The paper is organized as follows. In Section 1, we define the class of sym-
plectomorphisms we work with. A variant of Moser’s trick shows that a sym-
plectomorphism � as above can always be extended to a symplectomorphism
�̃ : T⇤eY \0! T⇤eX \0, where eY and eX are neighborhoods of X and Y, respectively, in
larger closed manifolds. The homogeneity, together with the fact that it preserves
the boundary, implies that� induces a symplectomorphism�@ : T⇤@Y\0! T⇤@X\0,
which is the lift of a di↵eomorphism b : @Y! @X.

We then analyze operators of the form r+A�e+, where A� is a (FIO) associated
with �̃, r+ is the restriction operator to int X and e+ is the extension-by-zero operator
on functions in Y.

As � preserves the boundary, r+A�e+ maps C1(Y) to C1(int X). We require
in addition that each component of � satisfies the transmission condition. This
implies the continuity of r+A�e+ : C1(Y)! C1(X) and r+(A�)⇤e+ : C1(X)! C1(Y).
In fact, it is also necessary, as we will show in a forthcoming paper [2].

The assumptions on � place the analysis here in a framework which is in a sense
complementary to that considered by A. Hirschowitz and A. Piriou in [18]. They
studied the transmission property for Fourier distributions conormal to hypersur-
faces in T⇤X \ 0.

In Section 2, we establish the continuity properties of the above truncated FIOs
r+A�e+, relying in a crucial way on the technique of operator-valued symbols. We
prove that, for a symbol a 2 Sm(Rn ⇥Rn) satisfying the transmission condition,

r+Op n (a)e+ : u 7! r+
Z

ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)a(x0, xn, ⇠0, ⇠n) ce+u(⇠n)d̄⇠n

is an operator-valued symbol in Sm
⇣
Rn�1,Rn�1; S (R+),S (R+)

⌘
. Here  is a phase

function which locally represents �, while the phase  @ represents the symplec-
tomorphism �@. A key point is the analysis of r+Op n (a)�( j)

0 , where �( j)
0 is the j-th

derivative of the Dirac distribution at the origin, see Theorem 2.6. In contrast to
the corresponding result in Boutet de Monvel’s calculus, however, it is not true
that r+Op n (a)e+ belongs to Sm

⇣
Rn�1,Rn�1; Hs (R+) ,Hs�m (R+)

⌘
for each s 2 R as we

show in Remark 2.12. The section ends with the proof of the continuity of r+A�e+
in the scale of Sobolev spaces.
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In Section 3 we complement the above truncated FIOs to matrices of Boutet de
Monvel type operators of the form

A :=
 

r+A�e+ + G�@ K�@

T�@ S�@

!
:

C1(Y,E1) C1(X,E2)
� ! �

C1(@Y,F1) C1(@X,F2),

acting between sections of vector bundles E1 over Y, E2 over X, F1 over @Y and F2
over @X. Here, G�@ , K�@ , T�@ , S�@ are FIOs with Lagrangian submanifold defined by
the graph of �@ and, respectively, a singular Green symbol g of order m and type
d, a potential symbol k of order m, a trace symbol t of order m and type d, a symbol
s 2 Sm(Rn�1 ⇥Rn�1).

The set of such operators A is denoted by Bm,d
� (X ⇥ Y). We then develop the

local version of a calculus which is – under the usual restrictions – closed under
composition, that is

Bm1,d1
�1 �Bm2,d2

�2 ✓ Bm1+m2,d
�1��2 , d = max{m2 + d1, d2}.

We conclude the section with the proof of a Egorov type theorem for this class of
operators, see Theorem 3.8.

In Section 4, the principal symbols of operators in Bm,d
� (X ⇥ Y) are introduced.

Similarly as in Boutet de Monvel’s calculus, the interior principal symbol �(A)
is defined as the principal symbol of A�, restricted to T⇤Y \ 0. The technique
of L (S (R+))-valued symbols then enables us to identify also a homogeneous
operator-valued boundary principal symbol �@(A). Ellipticity, defined as the in-
vertibility of both, then allows the construction of a parametrix in the calculus.

In Section 5, we extend the above local calculus to compact manifolds with
boundary. One result we obtain is the following: Whenever A 2 B0,0

� (X ⇥ Y) is
invertible,

(1) j : Bm,d(X)! Bm,d(Y) : P 7! A�1 �P �A
is defined for all m and d, hence extends to an isomorphism between algebras of
Boutet de Monvel operators preserving the order, in the spirit of [9].

In the last Section 6 we show how an index can be associated with an admissible
symplectomorphism �.

To this end we first reduce to the case of a one by one matrix. Following the
approach of A. Weinstein in [32], the natural candidate for a Fredholm operator
associated with � is

U = (r+U�e+)
where U� is a FIO defined by �with a principal symbol s which is a unitary section
of the associated Maslov bundle. We then establish the Fredholm property of this
operator by showing the invertibility of �(A) and �@(A). At this point the analysis
is more subtle than in the case of closed manifolds. A priori, it is not clear why the
boundary symbol should be invertible. In order to show this, we use a deformation
of the phase function via a scaling of the normal variable. In the limit, we obtain
an invertible operator. However, as the phase is, in general, discontinuous at the
zero section, this is not a continuous deformation on L2(R+). Instead, we work on
the weighted space L2(R+, (1 + x2)�1dx), where Schur’s lemma implies the desired
norm continuity.

It turns out that the index of U is independent of the choice of the section s
whenever the Maslov bundle is trivial or dim Y > 2.

For the case X = Y, examples of admissible symplectomorphisms can be con-
structed by deforming the identity by means of a Hamiltonian flow. Of course,
the index of the associated operator U will then be zero. In this respect, the
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situation is similar to the case of closed manifolds, where explicit examples of
symplectomorphisms with nonzero index are lacking.

Acknowledgements. Thanks are due to L. Fatibene, A. Fino and R. Melrose for
fruitful discussions, and to C. Epstein for explaining part of his work to us. We
also want to express our special gratitude to R. Nest, with whom we worked on
the proof of the Fredholm property. The first author has been supported by the
Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni
(GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM) and by the
DAAD.

1. Admissible Phase Functions

The cotangent bundle T⇤Y of a manifold with boundary (Y, @Y) is a symplec-
tic manifold with boundary T⇤@YY. In this article we consider two compact n-
dimensional manifolds with boundary (Y, @Y) and (X, @X) and a symplectomor-
phism

� : T⇤Y \ 0! T⇤X \ 0(2)

which is positively homogeneous of degree one in the fibers. We require that �
preserves the boundary, that is

� (@T⇤Y \ 0) = @T⇤X \ 0.(3)

The following lemma, which is proven in [24], analyzes symplectomorphisms of
this type.

Lemma 1.1. Under assumptions (2) and (3), � induces a symplectomorphism

�@ : T⇤@Y \ 0! T⇤@X \ 0,(4)

positively homogeneous of degree one in the fibers, such that the following diagram com-
mutes:

T⇤@YY \N⇤@Y
� _

i⇤Y
✏✏

� // T⇤@XX \N⇤@X
� _

i⇤X
✏✏

T⇤@Y \ 0
�@ // T⇤@X \ 0.

Remark 1.2. In Lemma 1.1 we have considered the induced symplectomorphism�@ outside
the zero section. Actually, since � is smooth on @T⇤Y \ 0, the induced symplectomorphism
�@ is also smooth at the zero section. Since �@ is positively homogeneous of degree one in
the fibers, the smoothness at the zero section implies that �@ is trivial in the fibers. That is,
�@ is the lift of a di↵eomorphism

b : @Y! @X(5)

of the boundaries (see [5]).

The manifolds X and Y embed into closed manifolds of the same dimension.
Moser’s trick, see [5, Ch. 7], then allows us to extend � to a symplectomorphism

e� : T⇤eY \ 0! T⇤eX \ 0,(6)

positively homogeneous of degree one in the fibers over neighborhoods eX of X
and eY of Y in these closed manifolds.
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It will be important to understand the form of the Jacobian of � in a collar
neighborhood of the boundary. We write

�(y0, yn, ⌘0, ⌘n)
= (x0⇤(y0, yn, ⌘0, ⌘n), x⇤n(y0, yn, ⌘0, ⌘n), ⇠0⇤(y0, yn, ⌘0, ⌘n), ⇠⇤n(y0, yn, ⌘0, ⌘n)).(7)

We suppose that the coordinates (y0, yn, ⌘0, ⌘n), (x0⇤, x⇤n, ⇠0⇤, ⇠⇤n) determine a collar
neighborhood of the boundary, yn, x⇤n being boundary defining functions. Since
the boundary is preserved, x⇤n(y0, 0, ⌘0, ⌘n) = 0 for all (y0, ⌘0, ⌘n). Hence, @y0x⇤n,
@⌘0x⇤n, @⌘n x⇤n are identically zero at yn = 0. Moreover, Lemma 1.1 implies that the
restrictions x0⇤@ and ⇠0⇤@ of x0⇤ and ⇠0⇤ to yn = 0 locally define the symplectomorphism
�@. These restrictions are then independent of the conormal direction, that is @⌘n x0⇤
and @⌘n⇠

0⇤ are identically zero at the boundary. Hence, we find that the Jacobian of
� at the boundary has the form

J(�)T⇤
@YY =

0
BBBBBBBBBB@

@y0x0⇤ @⌘0x0⇤ @yn x0⇤ 0
@y0⇠0⇤ @⌘0⇠0⇤ @yn⇠

0⇤ 0
0 0 @yn x⇤n 0

@y0⇠⇤n @⌘0⇠⇤n @yn⇠
⇤
n @⌘n⇠

⇤
n

1
CCCCCCCCCCA

����������
yn=0

.(8)

Moreover, since

J�@ =
 
@y0x0⇤@ @⌘0x0⇤@
@y0⇠0⇤@ @⌘0⇠0⇤@

!
(9)

is a symplectic matrix, it has determinant 1. Clearly also J(�)T⇤
@YY has determi-

nant equal to 1, because � is a symplectomorphism. This implies that @yn x⇤n|yn=0 ·
@⌘n⇠

⇤
n|yn=0 = 1. In particular, @yn x⇤n|yn=0 and @⌘n⇠

⇤
n|yn=0 can never vanish. As the

boundary is compact, they are bounded away from zero. We even see that
@yn x⇤n|yn=0 > 0, since x⇤n and yn are boundary defining functions.

We recall a well-known property of Lagrangian subspaces, which extends to the
case of manifolds with boundary.

Proposition 1.3. Let ⇤ ⇢ T⇤Z \ 0 be a conic Lagrangian submanifold. Then, for each
�0 = (z0,✓0) 2 ⇤, there exists a neighborhood U of z0 and a phase function � defined in a
conic neighborhood U ⇥ � ✓ U ⇥RN – N large enough – such that � parametrizes ⇤ in a
conic neighborhood of �. That is

C� = {(z,✓) | �0✓(z,✓) = 0}! T⇤Z
(z,✓) 7! (z,�0z(z,✓))

induces a di↵eomorphism in U ⇥ �.
If ⇤ is locally defined by the graph of a symplectomorphism, we have a splitting of the

variable z as z = (x, y), and ⇤ ✓ T⇤X ⇥ T⇤Y. In this case, we can choose a phase function
of the particular form �(x, y,✓) =  (x,✓) � y · ✓, with � 2 C1(⌦x0 ⇥ ⌦y0 ⇥ �), where
⌦x0 and ⌦y0 are neighborhoods of x0 and y0, respectively, � is a cone in Rn \ 0, 2n is the
dimension of ⇤.

Remark 1.4. We can apply Proposition 1.3 also to the symplectomorphism �@ in order to
obtain a phase function �@(x0, y0,✓0) =  @(x0,✓0)� y0 ·✓0 which represents �@. Since �@ is
the lift of a di↵eomorphism, the phase function  @(x0,✓0) is smooth at ✓0 = 0 and therefore
linear in ✓0.

We will not recall here the notion of Maslov bundle, see [19] for its precise
description.

Lemma 1.5. Under the above assumptions the Maslov bundle of

⇤ = Graph(�)0 = {(x, ⇠), (y,�⌘) | �(y, ⌘) = (x, ⇠)} ✓ T⇤X \ 0 ⇥ T⇤Y \ 0(10)
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is trivial in a collar neighborhood of @⇤ = (@T⇤X ⇥ @T⇤Y) \⇤.

Proof. Let �0 = (x0, y0, ⇠0, ⌘0) 2 ⇤, U⇤�0
a conic neighborhood of �0 and �(x, y,✓)

=  (x,✓) � y · ✓ a phase function representing ⇤ on U⇤�0
. Then the Maslov bundle

is trivialized on U⇤�0
by e

i
4 sgn �00✓ . By Remark 1.4, �@ is linear. This implies that �00✓0

vanishes identically at the boundary for each covector ✓0 tangent to the boundary.
Moreover, @✓n� is constant at the boundary, hence @2

✓n
� vanishes identically at the

boundary. Therefore, e
i
4 sgn �00✓ = 1 identically in a small neighborhood of �0. As this

holds for all �0 2 @⇤, the result follows from the compactness of the boundary. ⇤

In general it is not possible to find a global phase function defining the whole
Lagrangian submanifold. In fact, this is impossible whenever the Maslov bundle
is not trivial, see [21] for the precise statement. In our setting, the triviality of the
Maslov bundle implies the following:

Proposition 1.6. For every x0 2 @X there exist neighborhoods Ux0 and Uy0 , of x0 and
y0 = b�1(x0), respectively, such that �(T⇤Uy0 ) ✓ T⇤Ux0 . Moreover it is possible to define
phase functions

�L(x, y, ⌘) =  L(x, ⌘) � y · ⌘
�R(x, y, ⇠) = x · ⇠ �  R(y, ⇠)

(11)

which parametrize � in ⇤ \
⇣
T⇤Ux0 ⇥ T⇤Uy0

⌘
, where ⇤ is given by (10).

Proof. We write

� : (y, ⌘) 7! (x⇤(y, ⌘), ⇠⇤(y, ⌘))

and

��1 : (x, ⇠) 7! (y⇤(x, ⇠), ⌘⇤(x, ⇠)).

Since the symplectomorphism preserves the boundary it is possible to find neigh-
borhoods Ux0 ,Uy0 such that �(T⇤Uy0 ) ✓ T⇤Ux0 . Here we write (x, ⇠) = (x0, xn, ⇠0, ⇠n),
(y, ⌘) = (y0, yn, ⌘0, ⌘n) with boundary defining functions xn and yn. In view of the
considerations around (8), we can suppose - possibly restricting Uy0 - that

(12) det
⇣
@⌘⇠⇤(y, ⌘)

⌘
, 0 on T⇤Uy0 ,

and

(13) det
�
@⇠⌘⇤(x, ⇠)

�
, 0 on T⇤Ux0 .

Following the idea of [21] we introduce

e L(x, y, ⇠) = (y⇤(x, ⇠) � y) · ⌘⇤(x, ⇠)
e R(x, y, ⌘) = (x � x⇤(y, ⌘)) · ⇠⇤(y, ⌘).

Since � and ��1 preserve the canonical 1-form we have that

⇠⇤ · x⇤⌘k
= 0, ⌘⇤ · y⇤⇠k

= 0,
⇠⇤ · x⇤yk

= ⌘k, ⌘⇤ · y⇤xk
= ⇠k.

The above relations together with the non degeneracy conditions (12), (13) imply
that e L and e R are phase functions representing ⇤ \

⇣
T⇤Ux0 ⇥ T⇤Uy0

⌘
. In order

to have the phase function as in (11), we use the inverse mapping theorem. In
fact, by (13) and (12) it is possible to invert ⇠⇤(y, ⌘) and ⌘⇤(x, ⇠) in T⇤Uy0 and T⇤Ux0
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respectively. We denote by ⌘̃(y, ⇠) and ⇠̃(x, ⌘) the inverse functions of ⇠⇤(y, ⌘) and
⌘⇤(x, ⇠), respectively. We then set

�L
�
x, y, ⌘

�
= (y⇤(x, ⇠̃(x, ⌘)) � y) · ⌘

�R
�
x, y, ⇠

�
= (x � x⇤(y, ⌘̃(y, ⇠))) · ⇠

and we obtain the assertion. ⇤

In order to define a suitable calculus for FIOs on manifolds with boundary, we
need to introduce the transmission condition, see, e.g., [3, 14, 16, 27, 29]. Consider
the function spaces:

H+ =
�
F (e+u) | u 2 S (R+)

 
and H�0 =

�
F (e�u) | u 2 S (R�)

 
,

where S (R±) = r±S (R) is the restriction of Schwartz functions on R to the right
(left) half line, and e± is the extension by zero of a function defined onR±. It is easy
to prove that the functions in H+ and H�0 decay to first order at infinity. Moreover,
we denote by H0 the set of all polynomials in one variable. Then we define

H = H+ �H�0 �H0.

Definition 1.7. Let a 2 Sm(Rn ⇥ Rn ⇥ Rn). Then a satisfies the transmission condition
at xn = yn = 0 provided that, for all k, l,

@k
yn
@l

xn
a(x0, 0, y0, 0, ⇠0, h⇠0i⇠n) 2 Sm(Rn�1 ⇥Rn�1 ⇥Rn�1)⌦̂⇡H⇠n .

We denote by Sm
tr(Rn⇥Rn⇥Rn) the subset of symbols satisfying the transmission condition.

For symbols positively homogeneous of degree m in ⇠ for large |⇠|, Definition
1.7 is equivalent to

(14) @k
xn
@l

yn
@↵⇠0@

�
x0a

�
x0, 0, y0, 0, 0, 1

�
= (�1)m�|↵|@k

xn
@l

yn
@↵⇠0@

�
x0a

�
x0, 0, y0, 0, 0,�1

�

for all k, l 2N, ↵, � 2Nn�1. The above condition is often called symmetry condition.
The proof of the equivalence can be found in [27].

Definition 1.8 (Admissible symplectomorphism). We call a symplectomorphism � as
above admissible, if all the components of � locally satisfy the transmission condition at
the boundary. A phase function that represents an admissible symplectomorphism will be
called admissible.

Remark 1.9. Definition 1.8 has an invariant meaning, because a change of coordinates
in the cotangent bundle, induced by a change of coordinates in the base manifold, is linear
with respect to the fibers. Hence, if the transmission condition is satisfied in one local chart
then it is satisfied also in any other.

Example 1.10. The easiest way to construct an admissible symplectomorphism is to
consider X = Y and a Hamiltonian flow generated by a function f 2 C1(T⇤X \ 0) which is
positively homogeneous of degree 1 in the fibers, satisfies the transmission conditions with
respect to @X and has vanishing normal derivative at T⇤@XX \ 0.

2. Oscillatory Integrals

In this section we will analyze the continuity properties of oscillatory integrals
arising from FIOs associated with Lagrangian submanifolds obtained from ad-
missible symplectomorphisms as in Definition 1.8. We will use the concept of
operator-valued pseudodi↵erential operators acting on weighted Sobolev spaces
over R+; see the Appendix for basic definitions and results.
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Let us consider eA 2 Im
comp(eX⇥eY,e⇤), where e⇤ = Graph(e�)0. The definition of FIOs

implies that for all (x0, y0, ⇠0, ⌘0) = �0 2 e⇤, the operator is microlocally given by a
kernel of the type

Z
ei�(x0,xn,y0,yn,⇠0,⇠n)a(x0, xn, y0, yn, ⇠0, ⇠n)d̄⇠0 d̄⇠n,(15)

up to smooth kernels. We will focus on the situation where boundary points are in-
volved, so we suppose that, at (x0, y0) 2 eX⇥eY, the local coordinates (x1, . . . , xn, y1, . . . ,
yn) = (x0, xn, y0, yn) are chosen so that xn, yn are boundary defining functions. We
also identify the chart domains on eX and eY with the corresponding open subsets
⌦x,⌦y ⇢ Rn. As the Lagrangian submanifold e⇤ is defined by the graph of a
symplectomorphism, we can always assume that

�
�
x0, xn, y0, yn, ⇠0, ⇠n

�
=  (x0, xn, ⇠0, ⇠n) � iy0 · ⇠0 � iyn · ⇠n.

The phase function � is (initially) defined in an open conic neighborhood � in
⌦x ⇥⌦y ⇥ (Rn \ {0}), and the symbol a(x, y, ⇠) has support contained in �. We set

⌦@x = ⌦x \ {xn = 0}, ⌦@y = ⌦y \ {yn = 0},
and

⌦+x = ⌦x \ {xn � 0}, ⌦+y = ⌦y \ {yn � 0}.(16)

We also recall that, since the FIO is associated with a symplectomorphism, we can
rely on representations both by left and right quantization, see [20, Ch. 25].

For convenience, we will proceed under the following technical assumptions.

Assumptions 1. • The amplitude a satisfies the transmission condition w.r.t. xn =
0, yn = 0. As � is admissible, this is preserved under changes of coordinates.

•  is defined on Rn ⇥ (Rn \ {0}). In fact, since a vanishes outside �, we can choose
any good extension for  ; see [1] for the extension that we will use below.

• Since the kernel (15) represents an operator on a compact manifold, a can be
assumed to vanish unless |xn| and |yn| are small, or x0, y0 lie outside suitable
compact subsets of Rn�1. Moreover, since the kernels (15) are given modulo
smoothing operators, it is no restriction to assume also that a vanishes for ⇠ in a
neighborhood of the origin. Otherwise, we can insert a 0-excision function in the
amplitude, which changes (15) by a smooth kernel.

Assumptions 1 allow us to focus on oscillatory integrals of the type
Z

ei (x0,xn,⇠0,⇠n)�iy0·⇠0�iyn·⇠n a
�
x0, xn, y0, yn, ⇠0, ⇠n

�
d̄⇠0 d̄⇠n,(17)

with  and a as above.

We will next analyze the action in the normal direction of an operator with
kernel as in (17). Before, however, we introduce a class of functions which will be
useful in the sequel.

Definition 2.1. A function a 2 C1(Rn�1
x0 ⇥ Rxn ⇥ Rn�1

⇠0 ⇥ R⇠n ) belongs to the set
BSm

⇣
Rn�1,Rn�1; Sl (R)

⌘
if, for all ↵, � 2Nn�1,

(xn, ⇠n) 7! @↵⇠0@
�
x0a

✓
x0,

xn

h⇠0i , ⇠
0, ⇠nh⇠0i

◆
2 Sl(R ⇥R)

and each seminorm can be estimated uniformly by h⇠0im�|↵|. That is, for all �, � 2N there
exists a constant C�,� such that

�����@
�
⇠n
@�xn


@↵⇠0@

�
x0a

✓
x0,

xn

h⇠0i , ⇠
0, ⇠nh⇠0i

◆������  C�,�h⇠nil�|�|h⇠0im�|↵|, x, ⇠ 2 Rn.
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Definition 2.1 implies that a 2 BSm
⇣
Rn�1,Rn�1,Sm (R)

⌘
, if a 2 Sm(Rn ⇥Rn). This

a consequence of the fact that @↵⇠0@
�
x0a 2 Sm�|↵| (Rn ⇥Rn) and the estimate

�����@
�
⇠n
@�xn


a
✓
x0,

xn

h⇠0i , ⇠
0, ⇠nh⇠0i

◆������  Ch⇠0imh⇠nim�|�|, x, ⇠ 2 Rn.

Moreover, it is clear that BS-spaces satisfy a multiplicative property, that is

BSm
⇣
Rn�1,Rn�1; Sl (R)

⌘
· BSm0

⇣
Rn�1,Rn�1; Sl0 (R)

⌘

✓ BSm+m0
⇣
Rn�1,Rn�1,Sl+l0 (R)

⌘
.

The proof of the Lemma 2.2 and Theorem 2.4, below, can be found in [1].

Lemma 2.2. Let a 2 Sm(Rn ⇥Rn) and  satisfy Assumptions 1. Then

(18)
@↵⇠0@

�
x0

⇣
ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)a (x0, xn, ⇠0, ⇠n)

⌘

= ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)ã (x0, xn, ⇠0, ⇠n) ,

where ã 2 BSm�|↵|
⇣
Rn�1,Rn�1; Sm+|�| (R)

⌘
.

Remark 2.3. Since � preserves the boundary, @⇠n (x0, 0, ⇠0, ⇠n) is identically equal to
zero, hence  (x0, 0, ⇠0, ⇠n) is independent of ⇠n. We set

 (x0, 0, ⇠0, ⇠n) =  @ (x0, ⇠0)(19)

and notice that  @ represents the symplectomorphism at the boundary �@, described in
Remark 1.2.

Theorem 2.4. Let a 2 Sm
tr (Rn ⇥Rn) and  be as in Assumptions 1. Then, the operator

Op n (a) : u 7!
Z

ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)a(x0, xn, ⇠0, ⇠n)û(⇠n)d̄⇠n

belongs to Sm
⇣
Rn�1,Rn�1; S (R),S (R)

⌘
.

Remark 2.5. Theorem 2.4 is also valid for
⇣
Op n (a)

⌘t
, hence Op xn (a) can be extended to

an operator-valued symbol in Sm
⇣
Rn�1,Rn�1; S 0(R),S 0 (R)

⌘
. As ◆ : L2(R) ! S 0(R)

and e+ : L2(R+) ! L2(R) can both be interpreted as operator-valued symbols of order 0,
we also have

Op n (a)e+ 2 Sm
⇣
Rn�1,Rn�1; L2(R+),S 0 (R)

⌘
.(20)

Moreover, since the proof of Theorem 2.4 is based on the theory of SG FIOs, see [7, 8], it is
also possible to prove that for every (x0, ⇠0)

Op n (a)e+ 2 L(L2(R+),H�m(R)).(21)

In general, however, we can not replace S 0(R+) by H�m(R+) in (20), see Remark 2.12.

The next step is to consider the action of an oscillatory integral as in (17) on
derivatives of Dirac distributions at the origin.

Theorem 2.6. Let a 2 Sm
tr (Rn ⇥Rn) and  be as in Assumptions 1. Then

kj(x0, ⇠0) = r+Op n (a)�( j)
0

= r+
Z

ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)a(x0, xn, ⇠0, ⇠n)�̂( j)
0 (⇠n)d̄⇠n

defines an operator-valued symbol in Sm+ 1
2+ j

⇣
Rn�1,Rn�1;C,S (R+)

⌘
. Here, �( j)

0 is the j-th
derivative of the Dirac distribution at 0.
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Proof. We start by considering the operator Op (a) acting on smooth functions
defined on the whole of Rn.

Op (a) : C1c (Rn)! C1(Rn)

u 7!
Z

ei (x0,xn,⇠0,⇠n)a(x0, xn, ⇠0, ⇠n)û(⇠0, ⇠n) d̄⇠0 d̄⇠n

=

Z
ei @(x0,⇠0)

Z
eir(x0,xn,⇠0,⇠n)a(x0, xn, ⇠0, ⇠n)û(⇠0, ⇠n) d̄⇠0 d̄⇠n,

where r(x0, xn, ⇠0, ⇠n) =  (x0, xn, ⇠0, ⇠n) �  @(x0, ⇠0). First let j = 0. Going over to the
right quantization, we find

Op (a)(� ⌦ �0)(xn)

=

Z
ei @(x0,⇠0)

Z
ei (x0,xn,⇠0,⇠n)� @(x0,⇠0)a(x0, xn, ⇠0, ⇠n)�̂0(⇠n) d̄⇠n�̂(⇠0)d̄⇠0

=

Z
eix0·⇠0+ixn·⇠n�i �1(y0,yn,⇠0,⇠n)aR(y0, yn, ⇠0, ⇠n)�(y0) ⌦ �0(yn) dy0dyn d̄⇠0 d̄⇠n

=

Z
eix0·⇠0�i �1

@
(y0,⇠0)

Z
eixn·⇠n�ir�1(y0,yn,⇠0,⇠n)aR(y0, yn, ⇠0, ⇠n) ·

·�(y0) ⌦ �0(yn) dy0dyn d̄⇠0 d̄⇠n,(22)

where the equality is modulo operators with smooth kernel. In (22),

r�1(y0, yn, ⇠0, ⇠n) =  �1(y0, yn, ⇠0, ⇠n) �  �1
@ (y0, ⇠0),

 �1 is the phase function representing the symplectomorphism ��1, and  �1
@ =

 �1|yn=0. Now, we focus on the action in the normal direction, namely, the expres-
sion

B
�
y0, ⇠0, xn

�
(�0) =

Z
eixn·⇠n

Z
e�ir�1(y0,yn,⇠0,⇠n)aR

�
y0, yn, ⇠0, ⇠n

�
�0(yn) dyn d̄⇠n.

The symbol aR satisfies the transmission condition, so we can write

aR
�
y0, 0, ⇠0, ⇠nh⇠0i

�
=

mX

k=0

sR
k
�
y0, ⇠0

�
⇠k

nh⇠0ik +
1X

l=0

�lbR
l
�
y0, ⇠0

�
ĥl(⇠n),

where sR
k 2 Sm�k

⇣
Rn�1 ⇥Rn�1

⌘
, {�l}l2N 2 l1,

n
bR

l

o
l2N ⇢ Sm

⇣
Rn�1 ⇥Rn�1

⌘
is a null

sequence, {hl}l2N a null sequence in S (R+)�S (R�). By the definition of operators
on distributions, we have for all u 2 C1c (R)

hh⇠0i�1 B�0,ui = h�0,Bt �h⇠0iu
�i

= h�0, h⇠0i
1
2

Z
e�ir�1(y0,xn,⇠0,⇠n)+iyn·⇠n aR(y0, xn, ⇠0, ⇠n)u(h⇠0iyn)dyn d̄⇠ni

= h⇠0i 1
2

Z
aR

�
y0, 0, ⇠0, ⇠nh⇠0i

�
û(�⇠n)d̄⇠n

= h⇠0i 1
2

mX

k=0

sR
k (y0, ⇠0)

Z
⇠k

nh⇠0ikû(�⇠n)d̄⇠n(23)

+h⇠0i 1
2

1X

l=0

�lbR
l
�
y0, ⇠0

�
Z

ĥl(⇠n)û(�⇠n)d̄⇠n.
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Using the properties of the Fourier transform,

hh⇠0i�1 B�0,ui =h⇠0i
1
2

mX

k=0

sR
k (y0, ⇠0)h⇠0ik(�1)kikh�(k)

0 ,ui

+ h⇠0i 1
2

1X

l=0

�lbR
l (y0, ⇠0)

Z
hl(xn)u(xn)dxn.(24)

Applying the restriction operator r+, all terms that depend on �(k)
0 vanish, so we get

(25) h⇠0i�1 r+ (B�0) (y0, xn, ⇠0) = h⇠0i
1
2

1X

l=0

�lbR
l (y0, ⇠0)r+hl(xn).

Derivatives w.r.t. (x0, ⇠0) can be treated in the same way. Hence (r+B�0)
�
y0, ⇠0

� 2
Sm+ 1

2 (Rn�1,Rn�1;C,S (R+)). Inserting (25) into (22), we obtain

r+Op (a)(� ⌦ �0)(xn) =
Z

eix0·⇠0�i �1
@

(y0,⇠0)(r+B�0)
�
y0, ⇠0

�
�(y0)dy0 d̄⇠0

= h⇠0i
1X

l=0

r+hl(h⇠0ixn)
Z

eix0·⇠0�i �1
@

(y0,⇠0)�lbR
l (y0, ⇠0)�(y0)dy0 d̄⇠0.

Switching back to the left quantization, we obtain, modulo smoothing operators,
the symbol-kernel

h⇠0i�1 r+Op n (a)�0 = h⇠0i
1
2

1X

l=0

�lbl(x0, ⇠0)r+hl(xn),

with a suitable null sequence {bl} ⇢ Sm(Rn�1 ⇥Rn�1). This implies the assertion for
j = 0. The proof for j > 0 is similar. In fact, it is enough to notice that

�̂( j)
0 (⇠n) = (i⇠n) j�̂0,(26)

so we can follow the same steps, but with a symbol of order m + j.
Finally, we have to take into account all the seminorms of S (R+), hence to

consider derivatives with respect to the xn-variable. Lemma 2.2 implies that this
step can be obtained from the previous one using a di↵erent symbol, which still
satisfies Assumptions 1, since the phase is admissible. ⇤

Remark 2.7. With the same notation as in Theorem 2.6, we obtain that

r�
Z

ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)a(x0, xn, ⇠0, ⇠n)�̂( j)
0 d̄⇠n

is a symbol in Sm+ 1
2+ j(Rn�1,Rn�1;C,S (R�)).

Remark 2.8. The proof of Theorem 2.6, in particular (23), shows more. Suppose that the
symbol a vanishes at xn = 0 to order � m+ + 1, where m+ = max{m, 0}. Then aR(x0, 0, ⇠)
has no polynomial part. Hence

e+r+Op (a)�0 = �R+Op (a)�0,(27)

where �R+ is the characteristic function of R+.
If a vanishes even to order � m+ +N+ 1 for some N 2N, then Equation (27) also holds

with �0 replaced by �( j)
0 for j = 0, . . . ,N.

Remark 2.9. We noted in the proof of Theorem 2.6 that r+Op n (a)�( j)
0 = r+Op n (a⇠ j

n)�0,
j > 0. If we then switch to the right quantization, we obtain, instead of the powers of ⇠n,
derivatives of aR with respect to yn and factors of yn-derivatives of  �1. The top order
term will involve only the j-th power of @yn 

�1, and no terms containing higher order
11



derivatives of the phase. Finally, evaluating this at the boundary, we find an expression
depending only on the right symbol at the boundary, multiplied by (@yn 

�1|yn=0) j. This
remark will be crucial in the definition of the principal symbol in Section 4, more precisely
in Theorem 4.2.

The action on the Dirac distributions at the origin is the key point to prove
the continuity of the operator r+Op n (a)e+ in S (R+). Before, we need a technical
lemma, whose proof we omit, since it is straightforward.

Lemma 2.10. Let ⇣ be an excision function of the origin, that is 0  ⇣  1, ⇣(t) = 0 for
|t|  1 and ⇣(t) = 1 for |t| � 2. Then, the function ⇠n 7! ⇣

⇣
⇠n
h⇠0i

⌘
⇠�l

n belongs to S�l(R⇥R).

Theorem 2.11. Let a and  satisfy Assumptions 1. Then

r+Op n (a)e+ : S (R+)! S (R+)

u 7! r+
"

ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)�iyn·⇠n a(x0, xn, ⇠0, ⇠n)e+u(yn)dyn d̄⇠n

is an operator-valued symbol in Sm
⇣
Rn�1,Rn�1; S (R+),S (R+)

⌘
. Corresponding results

hold for r�Op n (a)e+ and r+Op n (a)e�.

Proof. Choose ⇣ as in Lemma 2.10 and write

r+Op n (a)(e+u) = r+A1(e+u) + r+A2(e+u),

with

A1 = Op n
✓
⇣
✓ ⇠n

h⇠0i
◆

a
◆

and A2 = Op n
✓✓

1 � ⇣
✓ ⇠n

h⇠0i
◆◆

a
◆
.

Lemma 2.10 implies that both A1 and A2 satisfy the hypotheses of Theorem 2.6.
Moreover, the kernel of the operator A2 is smooth with Schwartz decay, due to
the compact support of the symbol in the ⇠n variable and in the xn variable. Each
S (R+)-seminorm of r+h⇠0i�1 A2h⇠0ie+u is bounded by h⇠0im, because the symbol be-
longs to Sm (Rn ⇥Rn). Therefore r+A2e+ belongs to Sm

⇣
Rn�1,Rn�1; S (R+),S (R+)

⌘
.

We can write

(28) r+A1e+u =
Z

ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)⇣
✓ ⇠n

h⇠0i
◆

a(x0, xn, ⇠0, ⇠n)
1

(i⇠n)l (i⇠n)l ce+u(⇠n)d̄⇠n.

The properties of the Fourier transform assure that i⇠n ce+u(⇠n) = [e+@u + u(0)b�0.
Theorem 2.6 implies that the part of the integral depending on derivatives of
Dirac distributions satisfies the desired bound. To analyze the other part and the
derivatives with respect to x0, ⇠0, xn, we note that, by taking l large enough, we are
left with an integral operator in the normal direction, for which the sup norm of
the kernel can be estimated in terms of the seminorms of a times h⇠0im. The details
are left to the reader. ⇤

Remark 2.12. The proof of Theorem 2.11 indicates that the order of the operator in the
normal direction may increase if we di↵erentiate w.r.t. the x0-variable. In contrast to the
usual Boutet de Monvel calculus, it is not true in general that

r+Op n (a)e+ 2 Sm
⇣
Rn�1,Rn�1; Hs (R+) ,Hs�m (R+)

⌘
.

This can be seen explicitly by means of the following example. Define

A : S (Rn)! S (Rn)

u 7!
"

ei((x0�y0)·⌘0+( f (x0)xn�yn)·⌘n)u(y0, yn)dy0dyn d̄⌘0 d̄⌘n,(29)
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where f is a strictly positive function. The phase function of the FIO A in (29) represents
a symplectomorphism � of T⇤Rn

+ = R2n
+ onto itself of the form

� : R2n
+ ! R2n

+

(y0, yn, ⌘0, ⌘n) 7!
 
y0, f (y0)�1yn, ⌘0 + f 0(y0)yn

⌘n

f (y0)
, f (y0)⌘n

!
.(30)

The symplectomorphism � is admissible since it preserves the boundary:

�(y0, yn, ⌘0, ⌘n) 2 @Rn
+ , (y0, yn, ⌘0, ⌘n) 2 @Rn

+, that is yn = 0.

It is linear in the fibers, therefore all components have the transmission property. Looking
at the action along the normal direction, we see that (29) cannot be extended to an operator-
valued symbol in S0

⇣
Rn�1,Rn�1; Hs (R) ,Hs (R)

⌘
. Indeed,

h⌘0i�1@x0j

"

ei( f (x0)xn�yn)·⌘nh⌘0iu(yn)dyn d̄⌘n

= h⌘0i�1

 
h⌘0i 1

2

"

ei( f (x0)xn�yn)·⌘n i(@x0j f )(x0)xn⌘nu(h⌘0iyn)dyn d̄⌘n

!

= h⌘0i�1

 
h⌘0i� 1

2

"

ei(h⌘0i f (x0)xn�zn)· ⌘n
h⌘0i i(@x0j f )(x0)xn⌘nu(zn)dzn d̄⌘n

!

= h⌘0i�1

 
h⌘0i� 1

2

Z
ei f (x0)xn·⌘n i(@x0j f )(x0)xn⌘nû

 
⌘n

h⌘0i

!
d̄⌘n

!

= h⌘0i�1

 
h⌘0i 1

2

Z
eih⌘0i f (x0)xn·✓n i(@x0j f )(x0)xn✓nh⌘0iû(✓n)d̄✓n

!

= h⌘0i�1

 
h⌘0i 3

2

Z
eih⌘0i f (x0)xn·✓n (@x0j f )(x0)xn

d@xn u(✓n)d̄✓n

!

= h⌘0i�1

⇣
h⌘0i 3

2 (@x0j f )(x0)xn
�
@xn u

�
(h⌘0i f (x0)xn)

⌘

=
⇣
@x0j f

⌘
(x0)xn

�
@xn u

�
( f (x0)xn).

Hence we lose one derivative and the operator-valued symbol does not send Hs(R) into
Hs(R).

Now, we recall a technical lemma, proven in [27], p. 122.

Lemma 2.13. Let a 2 Sm(Rn⇥Rn) be a symbol with the transmission property. Then there
exists a symbol a1 2 Sm(Rn ⇥ Rn) having the transmission property for all hyperplanes
xn = ✏, ✏ � 0, such that

@k
xn

(a (x0, xn, ⇠0, ⇠n) � a1 (x0, xn, ⇠0, ⇠n)) |xn=0 = 0

for all k 2N and for all x0, ⇠0, ⇠n. The symbol a1 has the following expression

(31) a1(x0, xn, ⇠0, ⇠n) =
1X

j=0

xj
n

j!
@ j

xn a(x0, 0, ⇠0, ⇠n)�(tjxn),

where � is a cut-o↵ function at the origin and {tj} is a sequence in R+ such that the series
in (31) converges in Sm (Rn ⇥Rn).

Proposition 2.14. Let a and  satisfy Assumptions 1. Then, it is possible to write

r+Op n (a)e+ = r+Op n (ad)e+ + r+Op n (a0)e+,

with a0 such that

(32)
⇣
Op n (a0)e+

⌘
u 2 L2(R), u 2 S (R+),

13



and ad 2 Sm
tr(Rn ⇥Rn) is a polynomial in ⇠n.

Proof. The proof follows from Remark 2.8 and an observation in the proof of
Theorem 2.11. Choose a, a1 as in Lemma 2.13 and set b = a � a1. In view of the
transmission property of a we can write

@ j
xn a(x0, 0, ⇠0, ⇠n) =

mX

k=0

ak, j(x0, ⇠0)⇠k
n +

1X

k=0

�k, jbk, j(x0, ⇠0)hk, j

✓ ⇠n

h⇠0i
◆
,

with ak, j 2 Sm�k(Rn�1,Rn�1), bk, j 2 Sm(Rn�1 ⇥Rn�1), hk, j 2 H+ �H�0 , (�k, j)k 2 l1, and

bk, j, hk, j ! 0, k!1.
Then, we set

ad(x0, xn, ⇠0, ⇠n) =
1X

j=0

mX

k=0

xj
n

j!
ak, j(x0, ⇠0)⇠k

n�(tjxn),

a1
0(x0, xn, ⇠0, ⇠n) =

1X

j=0

1X

k=0

xj
n

j!
�k, jbk, j(x0, ⇠0)hk, j

✓ ⇠n

h⇠0i
◆
�(tjxn),

a0 =a1
0 + b.

By construction, a = ad + a0. Notice that a1
0 is a symbol of order zero w.r.t. the

⇠n-variable. We then conclude from (21) with m = 0 that Op n (a1
0)e+u belongs to

L2(R). To analyze Op n (b)e+u we use the scheme in Theorem 2.11. We split the
operator into two parts: one smoothing and the other with a symbol vanishing to
infinite order at ⇠n = 0. For the smoothing part, (32) holds. In the other part, we
divide and multiply by ⇠l

n as in (28), with l arbitrary. We obtain a symbol which
is of order m � l in the ⇠n variable and derivatives of Dirac’s delta up to the order
l � 1. To handle these terms, we use Remark 2.8, valid for symbols vanishing to
infinite order at the origin. Namely,

(33) Op n
✓
b(x0, xn, ⇠0, ⇠n)⇣

✓ ⇠n

h⇠0i
◆

(i⇠n)�l
◆
�( j)

0 2 L2(R), j 2N,

concluding the proof. ⇤

Remark 2.15. We have proven that r+Op n (a)e+ is a continuous operator from S (R+) to
itself, so it is possible to define the transposed operator

⇣
r+Op n (a)e+

⌘t
.

It is important to stress that, in general,

(34)
⇣
r+Op n (a)e+

⌘t
u , r+

⇣
Op n (a)

⌘t
e+ u, u 2 S (R+).

A simple counterexample is the operator (r+@e+)t, since
�
r+@xn e+

�t u = �r+@xn e+u � u(0)�0.

Nevertheless, if a0 is as in Proposition 2.14 and therefore (32) is fulfilled, then equality
holds in (34). Indeed, for u, f 2 S (R+),

h(r+Op n (a0)e+)tu, f i = hu, r+Op n (a0)e+ f i = he+u,Op n (a0)e+ f i
= hOp n (a0)te+u, e+ f i = hr+(Op n a0)te+u, f i.(35)
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Theorem 2.11 then implies that r+Op n (a0) e+ 2 Sm
⇣
Rn�1,Rn�1; S 0 (R+) ,S 0 (R+)

⌘
.

Since C1c (R+) is dense in S 0(R+), we can also define the action on S 0(R+) by

(r+Op n (a0)e+)u = lim
k!1

r+Op n (a0)e+uk, uk ! u in S 0(R+).

Lemma 2.16. Let u 2 S 0(R) be smooth on R+. Then the following statements are
equivalent:

i) For all j 2N
lim
x!0+

@ ju(x) = cj, cj 2 C.

In particular the function r+u can be extended smoothly up to zero.
ii) For all j 2N and for all sequences

n
 j

m

o
m2N ✓ C1c (R+) such that

(36)  j
m ! (�1) j�( j)

0 in S 0(R),

we have
lim

m!1
hu, j

mi = cj, cj 2 C.
There is a trivial continuous inclusion i : C1c (R+) ! C1c (R) given by the exten-
sion by zero, so the limit (36) is well defined.

The proof is left to the reader. The implication i)) ii) is almost trivial. For the
converse one can argue by contradiction.

Theorem 2.17. Let  and a satisfy Assumptions 1. By Proposition 2.14 we can write
a = ad + a0, where Op n (a0) e+ maps S (R+) to L2 (R). Hence (e+r+ � 1) Op n (a0) e+ =
�e�r�Op n (a0) e+. Moreover, r�Op n (a0) e+ extends to an operator

(37) r�Op n (a0) e+ : S 0 (R+)! S (R�)

and defines a symbol in Sm
⇣
Rn�1,Rn�1; S 0 (R+) ,S (R�)

⌘
.

Notice that e+ in (37) is not defined on S 0(R+). The operator r�Op n (a0)e+ is defined
as the dual of r+Op n (a0)te� : S (R�)! S (R+).

Proof. We want to prove that for all s1, s2, for all �,�, we have

p�,�
⇣
h⇠0i�1 r�Op n (a0)e+h⇠0iu

⌘
� h⇠0imkukH�s1 ,�s2

0
, u 2 C1c (R+) ,

n
p�,�

o
being the seminorms of S (R�). By Assumptions 1, a vanishes for |xn| >

✏, ✏ small. As @⇠n (x0, xn, ⇠) , 0 if xn , 0, the phase function has no critical
points on supp a0 outside {xn = 0}. An integration by parts argument shows that
singsupp Op n (a0)u ✓ {xn = 0}. Hence, we only need to consider the behavior as
xn ! 0�. From Theorem 2.11 and Proposition 2.14, we recall that the following
maps are continuous:

(38) r�Op n (a0)e+ : S (R+)! S (R�)

and

(39) r�Op n (a0)e+ : S 0(R+)! S 0(R�).

In order to prove that r�Op n (a0)e+ belongs to Sm(Rn�1,Rn�1; S 0 (R+) ,S (R�)), we
have to analyze

(40) lim
xn!0�

@k
xn
h⇠0i�1

⇣
@�x0@

↵
⇠0r
�Op n (a0)e+h⇠0iu

⌘
(xn).
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We start with the case |↵| = |�| = 0. By definition, we have to prove that, for all
s1, s2, k we have����� lim

xn!0�
@k

xn
h⇠0i�1

⇣
r�Op n (a0)e+h⇠0iu

⌘
(xn)

����� � h⇠0imkukH�s1 ,�s2
0 (R), u 2 C1c (R+).

Using the idea of Lemma 2.16, we consider

hh⇠0i�1 r�Op m(a0)e+h⇠0iu, (�1)k@k
xn
 li,

where
�
 l

 
l2N ✓ C1c (R�) is a sequence such that

(41)  l ! �0, in S 0(R).

Notice that (41) implies that h⇠0i l converges to h⇠0i� 1
2 �0. By Remark 2.15 and

Proposition 2.14 we have

hh⇠0i�1 r�Op n (a0)h⇠0ie+u, li = hu,h⇠0i�1 r+
⇣
Op n (a0)th⇠0i

⌘
e� li.

By (39) and (41) we get

lim
l!1
hu,h⇠0i�1 r+Op n (a0)th⇠0ie� li = hh⇠0i�1 u, r+Op n (a0)th⇠0i�0i.

By Theorem 2.6 we know that

r+
⇣
Op n (a0)t

⌘
�0 2 Sm+ 1

2

⇣
Rn�1,Rn�1;C,S (R+)

⌘
,

so, finally, since S (R�) = proj-limsHs(R�),

lim
l!1

����hu,h⇠0i�1 r+Op n (a0)th⇠0ie� li
����

 kh⇠0i�1 r+Op n (a0)th⇠0i�0kHs1 ,s2 (R+)kukH�s1 ,�s2
0 (R�)  Ch⇠0imkukH�s1 ,�s2

0 (R�).

For the derivatives w.r.t. ⇠0 and x0 of orders ↵ and �, we use Lemma 2.2 and a
slight variation of Theorem 2.6 in the setting of symbols belonging to the class
BSm�|↵|

⇣
Rn�1,Rn�1; Sm+|�|(R)

⌘
. ⇤

Theorem 2.18. Let a and  satisfy Assumptions 1. Then

r+Op (a)e+ : Hs(Rn
+)! Hs�m(Rn

+), s > �1
2
,

continuously.

Proof. For s  0 the result follows from the continuity of e+ : Hs(Rn
+) ! Hs(Rn),

r+ : Hs(Rn) ! Hs(Rn
+) and the continuity properties of FIOs with homogeneous

phase. It remains to consider the case s > 0. Using interpolation we may assume
s 2N. We write

r+Op (a)e+ = r+Op (a)e+ �⇤�s
+ �⇤s

+,
where⇤s

+ = r+⇤se+ is a truncated pseudodi↵erential operator in the sense of Boutet
de Monvel such that ⇤s

+ : Hs(Rn
+) � L2(Rn

+), and ⇤�s
+ is the inverse of ⇤s

+. So, we
only need to prove that r+Op (a)e+ � ⇤�s

+ : L2(Rn
+) ! Hs�m(Rn

+) is continuous. We
observe that

(42) r+Op (a)e+ � r+⇤�s
+ e+ = r+Op (a) �⇤�se+ � r+Op (a) (e+r+ � 1)⇤�s

+ e+.

The operator Op (a) � ⇤�s, by the properties of FIOs is, modulo operators with
smoothing kernel, a FIO of order m � s with phase  . Thus, r+Op (a) � ⇤�se+ :
L2(Rn

+) ! Hs�m(Rn
+) is continuous, since e+ is continuous on L2. Now, we have to

analyze the second term of (42). We treat it as a FIO defined on the boundary with
operator-valued symbol. Notice that ⇤�s

+ is of negative order, and the di↵erential
part of the decomposition in Proposition 2.14 vanishes, so

r+Op n (a)(e+r+ � 1)⇤�se+u = �r+Op n (a)e�r�⇤�se+u, u 2 C1c (R+).
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According to the general theory of Boutet de Monvel’s calculus, r�⇤�s
+ e+ extends

to a symbol in S�s
⇣
Rn�1,Rn�1; S 0 (R+) ,S (R�)

⌘
; by Theorem 2.11, we know that

r+Op n (a)e� 2 Sm
⇣
Rn�1,R�1; S (R�) ,S (R+)

⌘
.

So, r+Op n (a)e�r�⇤�s
+ e� is a symbol in Sm�s (Rn�1 ,Rn�1; S 0(R+),S (R+)). We can

therefore write r+Op n (a)(e+r+ � 1)⇤�s
+ e+ as an operator-valued FIO defined on the

boundary with phase function  @ and an amplitude belonging to Sm�s(Rn�1,Rn�1;
S 0(R+),S (R+)). The continuity of operator-valued pseudodi↵erential operators
on wedge Sobolev spaces implies that

L2(Rn
+) � � // W 0(Rn�1; L2(R+))

r+Op (e+r+�1)⇤�sr+

✏✏
Hs�m(Rn

+) W s�m(Rn�1; S (R+)),_?
oo

where W s(Rn�1; E) denotes the wedge Sobolev space of order s with values in the
topological vector space E, see the Appendix 7. ⇤

3. Fourier Integral Operators of Boutet deMonvel Type

We recall the definition of three symbol classes in the Boutet de Monvel calculus.
i) A potential symbol of order m is an element of

Sm(Rn�1,Rn�1;C,S (R+)) = proj-limsSm(Rn�1,Rn�1;C,Hs(R+)).

ii) A trace symbol of order m and type zero is an element of the set

Sm(Rn�1,Rn�1; S 0(R+),C) = proj-limsSm(Rn�1,Rn�1; Hs
0(R+),C);

it also defines a symbol in Sm(Rn�1,Rn�1; Hs1,s2 (R+),C), if s1 > � 1
2 .

A trace symbol of type d is a sum of the form

t =
dX

j=0

tj@
j
+, tj 2 Sm� j(Rn�1,Rn�1; S 0(R+),C),

where t is in Sm(Rn�1,Rn�1; Hs1,s2 (R+),C) and @+ is the derivative in the
normal direction,

@+ = r+@xn e+ 2 S1(Rn�1,Rn�1; Hs (R+) ,Hs�(1,0) (R+)).

iii) A singular Green symbol of order m and type zero is an element of

Sm(Rn�1,Rn�1; S 0(R),S (R+)) =

proj-limsSm(Rn�1,Rn�1; H�s
0 (R+),Hs(R+));

this also is a symbol in Sm(Rn�1,Rn�1; Hs1,s2 (R+),S (R+)), provided s1 > � 1
2 .

A singular Green symbol of order m and type d is a sum of the form

g =
dX

j=0

gj@
j
+, gj 2 Sm� j(Rn�1,Rn�1; S 0(R+),S (R+)).

Obviously, g then is in Sm(Rn�1,Rn�1; Hs1,s2 (R+),S (R+)), s1 > d � 1
2 .

Remark 3.1. The trace operator � j is a trace symbol of order j+ 1
2 and type j+ 1, see [29].

In Definition 3.2, below, we employ the notation introduced in (16).
17



Definition 3.2. Let � be an admissible symplectomorphism, and let �@ be the induced
symplectomorphism at the boundary. For m 2 R and d  max {m, 0} we define

A :=
 

r+A�e+ + G�@ K�@

T�@ S�@

!
,

and we writeA 2 Bm,d
�

⇣
⌦+x ⇥⌦+y

⌘
, if A� 2 Im

comp(⌦x ⇥⌦y,e⇤), the symbol of A� satisfies
the transmission condition, and G�@ , K�@ , T�@ and S�@ are FIOs defined on the boundary,
with Lagrangian submanifolds defined by �@. Their respective symbols are

(i) a singular Green symbol of order m and type d;
(ii) a potential symbol of order m;

(iii) a trace symbol of order m and type d;
(iv) a usual pseudodi↵erential symbol of order m.

Remark 3.3. In the above definition, we consider FIOs with operator-valued symbol. By
Remark 1.2, �@ is the lift to the cotangent bundle of a di↵eomorphism, locally represented
as b : ⌦@y ! ⌦@x. One can extend b to

b̃ : ⌦@y ⇥ [0, 1)! ⌦@x ⇥ [0, 1) : (y0, yn) 7! (b(y0), yn).(43)

Then K�@ , T�@ , G�@ can be considered as the pullbacks of pseudodi↵erential operators with
operator-valued symbol by the di↵eomorphism b̃. For example, G�@u = b̃⇤G1u = G2(b̃⇤u),
where G1, G2 are usual singular Green operators, and the equality holds modulo operators
with smooth kernels. Similarly for K�@ and T�@ .

Here we think of functions with compact support as extended by zero to Rn.
If the symplectomorphism � is the identity, and therefore ⌦+x = ⌦+y , the class
Bm,d
� (⌦+x ⇥ ⌦+x ) of FIOs coincides with the class Bm,d(⌦+x ) of operators of order m

and class d in the Boutet de Monvel calculus, see [3, 15, 27, 29]. As a consequence
of Theorem 2.18 and of the Sobolev continuity of FIOs defined through operator-
valued symbols, we obtain the following theorem:

Theorem 3.4. EveryA 2 Bm,d
� (⌦+x ⇥⌦+y ) induces a continuous operator

A : Hs
comp(⌦+y ) �Hs

comp(⌦@y)! Hs�m
loc (⌦+x ) �Hs�m

loc (⌦@x),

provided s > d � 1
2 .

Now, we analyze the composition of FIOs of Boutet de Monvel type. Recall
that we assume the involved symbols to have compact support w.r.t. the space
variable.

Theorem 3.5. Let B 2 BmB,dB
�0 (⌦+x ⇥⌦+y ) andA 2 BmA,dA

� (⌦+y ⇥⌦+z ) be FIOs of Boutet
de Monvel type associated with the symplectomorphisms �, �0. Then BA is a FIO of
Boutet de Monvel type of order m = mB +mA and type d = max {(mA + dB), dA} defined
by the symplectomorphism �0 � �, that is BA 2 Bm,d

�0��(⌦+x ⇥⌦+z ).

Proof. By definition we can write

BA =
0
BBBB@

r+B�0e+ + G�0@
B K�0@

B
T�

0
@

B S�
0
@

B

1
CCCCA �

 
r+A�e+ + G�@

A K�@
A

T�@A S�@A

!
.

We start with the composition of the elements in the upper left corner. We can
write

r+B�
0
e+r+A�e+ = r+B�

0
A�e+ + r+B�

0
(e+r+ � 1)A�e+.

By the general theory of FIOs, B�0A� is a FIO of order mB + mA with canonical
transformation �0 � �. We prove next that the operator r+B�0 (e+r+ � 1)A�e+ is a FIO

18



on the boundary, associated with the canonical transformation �0@ � �@ and with
a Green symbol of order mB + mA and type (mA)+ = max{mA, 0}. As both the
symplectomorphisms are admissible, the boundary is preserved. B�0 and A� are
operator-valued FIO at the boundary with symbols b and a satisfying Assumptions
1 and Lagrangian submanifold induced by �0@ and �@, respectively. So, we consider
the composition

r+Op 
0
(b)(e+r+ � 1)Op (a)e+,

 0,  being general phase functions associated with �0 and �, respectively. We start
by studying the composition in the normal direction. We decompose the symbol
a = ad + a0 as in Proposition 2.14. First, we analyze the di↵erential part

(44) r+Op 
0

n (b) (e+r+ � 1) Op n

0
BBBBBB@

mAX

j=1

aj (x0, xn, ⇠0) ⇠
j
n

1
CCCCCCA e+u,

where aj(x0, xn, ⇠0) 2 SmA� j(Rn ⇥Rn�1). Since, on S (R+)

(45) ⇠n [e+u(yn)(⇠n) = �i [e+@yn u(⇠n) � iu(0)b�0,

induction shows

(46) ⇠ j
n
[e+u(yn) = (�i) j

0
BBBBB@
[e+@ j

xn u +
j�1X

l=0

u(l)(0)b�( j�l�1)
0

1
CCCCCA .

Now

Op n

0
BBBBBB@

mAX

j=1

(�i) jaj(x0, xn, ⇠0)
j�1X

l=0

u(l)(0)b�( j�l�1)
0

1
CCCCCCA

=
mAX

j=1

(�i) jaj(x0, xn, ⇠0)
j�1X

l=0

u(l)(0)Op n
⇣
⇠ j�l�1

⌘
(�0).(47)

Following the scheme of the proof of Theorem 2.6, one obtains

(e+r+ � 1) Op n
⇣
⇠ j�l�1

n

⌘
(�0) =

j�l�1X

k=0

dk(x0, ⇠0)�(k)
0 + cj,l(x0, xn, ⇠0),(48)

where dk 2 Sj�l�1�k(Rn�1 ⇥Rn�1) and cj,l 2 Sj�l� 1
2

⇣
Rn�1,Rn�1;C,S (R�)

⌘
. Observing

that �l : u 7! u(l)(0) is a trace symbol of order l + 1
2 and type l, in view of (48) and

Theorem 2.6, we obtain that r+Op 
0

n (b) (e+r+ � 1) applied to (47) is a Green symbol
of order mA and type (mA)+. Next, we analyze

(49)

r+Op 
0

n (b)(e+r+ � 1)
mAX

j=1

Op n
✓
aj(x0, xn, ⇠0)

[e+@ j
yn u(⇠n)

◆

= r+Op 
0

n (b)(e+r+ � 1)
mAX

j=1

ajOp n (1)e+@ j
+u.

Recall that e+r+ � 1 = �e�r� on regular distributions. By Theorem 2.17 we find
that r�ajOp n (1)e+ is a symbol in SmA� j

⇣
Rn�1,Rn�1; S 0 (R+) ,S (R�)

⌘
. Moreover,

by Theorem 2.11 we know that r+Op 
0

n (b)e� 2 SmB
⇣
Rn�1,Rn�1; S (R�) ,S (R+)

⌘
.

Hence, the symbol in (49) is a Green symbol of order mB +mA and type (mA)+. In
view of the decomposition a = ad + a0, we now have to consider

r+Op 
0

n (b)(e+r+ � 1)Op n (a0)e+.(50)
19



Theorem 2.17 implies that r�Op n (a0)e+ 2 SmA
⇣
Rn�1,Rn�1; S 0 (R+) ,S (R�)

⌘
. Ob-

serving that r+Op 
0

n (b)e� is an element of SmB
⇣
Rn�1,Rn�1; S (R�) ,S (R+)

⌘
, we see

that (50) defines a Green symbol of order mB +mA and type zero.
The other compositions can be analyzed in a similar way. We omit most of the

details. They are all FIOs at the boundary with a Lagrangian distribution defined
by �0@ � �@.

(1)
⇣
r+B�0e+

⌘
G�@
A has a singular Green symbol of order mB +mA and type dA.

(2) G�0@
B (r+A�e+) has a singular Green symbol of order mB + mA and of type

(mA + dB)+ = max{mA + dB, 0}.
(3) G�0@

B G�
A has a Green symbol of order mB +mA and type dA.

(4)
⇣
r+B�0e+

⌘
K�@
A has a potential symbol of order mB +mA.

(5) G�0@
B K�@

A has a potential symbol of order mB +mA.

(6) K�0@
B T�@A has a Green symbol of order mB +mA and type dA.

(7) K�0@
B S�@A has a potential symbol of order mB +mA.

(8) T�
0
@

B r+A�e+ has a trace symbol of order mB +mA and type (mA + dB)+.

(9) T�
0
@

B G�@
A has a trace symbol of order mB +mA and type dA.

(10) S�
0
@

B T�@A has a trace symbol of order mB +mA and type dA.

(11) T�
0
@

B K�@
A has a symbol in SmB+mA (Rn�1 ⇥Rn�1).

(12) S�
0
@

B S�@A has a symbol in SmB+mA (Rn�1 ⇥Rn�1).
The composition in 1) follows from Remark 3.3 and the composition laws of
operator-valued pseudodi↵erential operators. The compositions in 3), 4), 5), 6), 7),
9), 10), 11), 12) can be treated similarly, exploiting the properties of operator-valued
symbols. The compositions in 2) and 8) are slightly more delicate. Let us analyze
the composition in 2). We first suppose dB = 0. By Proposition 2.14, a can be
written in the form a = ad + a0. Using (45) and (46), we can write

⇣
r+Op n (ad)e+

⌘
u =

mAX

j=1

(�i) jr+aj(x0, xn, ⇠0)

0
BBBBB@Op n (1)e+@ j

yn u +
j�1X

l=0

Op n (1)
⇣
�( j�l�1)

0

⌘
�l(u)

1
CCCCCA .

By Theorem 2.6, Remark 2.15 and the properties of trace operators, the sum in j, l
can be written as

r+Op n (ad)e+ =
mAX

j=1

ã j(x0, ⇠0)@
j
+ +

j�1X

l=0

kl(x0, ⇠0)�l(u),

ã j 2 SmA� j
⇣
Rn�1,Rn�1,S 0 (R+) ,S 0 (R+)

⌘
, kl 2 SmA�l� 1

2

⇣
Rn�1,Rn�1,C,S (R+)

⌘
. By

the properties of trace operators and the definition of Green symbols of type zero,
we then obtain that gB

⇣
r+Op n (ad)e+

⌘
is a Green symbol of order mB +mA and type

(mA)+. To prove the same result for a0, we notice that r+Op n (a0)e+ extends to a
symbol in SmA

⇣
Rn�1,Rn�1; S 0 (R+) ,S 0 (R+)

⌘
, and the assertion follows from the

definition of Green symbols. If dB , 0, we see that

@+

Z
ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)a(x0, xn, ⇠0, ⇠n)û(⇠n)d̄⇠n

= r+
Z

ei (x0,xn,⇠0,⇠n)�i @(x0,⇠0)ã(x0, xn, ⇠0, ⇠n)û(⇠n)d̄⇠n,
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where ã = @xn a +
�
i@xn 

�
a, which implies ã 2 SmA+1(Rn ⇥ Rn). Iteratively we can

reduce to the case dB = 0, raising the order from mA to mA + dB. To handle the
composition 8), we proceed similarly. ⇤

We will now show a Egorov type theorem for operators in Bm,d
�

⇣
⌦+x ⇥⌦+y

⌘
. In

analogy with the usual calculus of FIOs on closed manifolds, we analyze the adjoint
of the operatorA.

Theorem 3.6. The formal adjoint A⇤ of an operator A 2 Bm,0(⌦+x ⇥ ⌦+y ), m  0, is a
FIO of Boutet de Monvel type, namelyA⇤ 2 Bm,0

��1

⇣
⌦+y ⇥⌦+x

⌘
. Moreover,

(51) A⇤ =
 

r+ (A�)⇤ e+ + (G�@ )⇤ (T�@ )⇤

(K�@ )⇤ (S�@ )⇤
!
,

where (A�)⇤ is the formal adjoint of A�, and the Lagrangian submanifold is defined by the
graph of ��1. The operators (G�@ )⇤, (K�@ )⇤, (T�@ )⇤, (S�@ )⇤ appearing in (51) are the adjoints
of G�@ , K�@ , T�@ , S�@ , respectively, that is, they are FIOs with Lagragian submanifold given
by the graph of ��1

@ .

Proof. Since m  0, A� is continuous from L2(Rn) to itself. Moreover, e+ : L2(Rn
+)!

L2(Rn) is continuous and its adjoint is r+. So we can write

(r+A�e+u, v)L2(Rn
+) = (A�e+u, e+v)L2(Rn)

= (e+u, (A�)⇤ e+v)L2(Rn) =
�
u, r+ (A�)⇤ e+v

�
L2(Rn

+) .

For the other components of A⇤, we apply Remark 3.3 and recall that the adjoint
of a Green operator of order m and type 0 is a Green operator of the same order
and type, the adjoint of a potential operator of order m is a trace operator of order
m and type 0 and the adjoint of a trace operator of order m and type 0 is a potential
operator of order m, see [29]. ⇤

Definition 3.7. For every m 2 Z we define the operator

[⇤m
+ ] :=

 
r+⇤me+ 0

0 Op(h⇠0im)

!
,

where r+⇤me+ : Hm(Rn
+) ! L2(Rn

+) is an isomorphism in Boutet de Monvel’s calculus.
The operator [⇤m

+ ] is an element of Bm,0(Rn
+) and it is invertible.

Theorem 3.8. LetA 2 Bm,d
� (⌦+x ⇥⌦+y ), d  m+ = max {m, 0}, m 2 Z, be a FIO of Boutet

de Monvel type. Then,
i) If m  0 and d = 0,AA⇤ is a an element of B2m,0(⌦+x );

ii) If m > 0 and ! 2 C1c (⌦y), (A![⇤�m
+ ])(A![⇤�m

+ ])⇤ is an element of B0,0(⌦+x ).

Proof. The proof of part i) essentially follows from Theorem 3.6 and from Egorov’s
theorem for FIOs on closed manifolds. The second part follows from the first,
noticing thatA![⇤�m

+ ] belongs to B0,0
� (⌦+x ⇥Rn

+) by Theorem 3.5. ⇤

In general, one cannot expect a Egorov type theorem for FIOs of Boutet de
Monvel type of all orders and types. In fact, the formal adjoint P⇤ of an operator
P 2 Bm,d(Rn

+), with m > 0 or d > 0, in general is not even a Boutet de Monvel
operator. However, by means of Theorems 3.5 and 3.8, it is possible to prove that

Theorem 3.9. If P 2 Bm0,d0 (⌦+y ) andA 2 Bm,0
� (⌦+x ⇥⌦+y ), m  0, thenAPA⇤ belongs

to Bm0,d0 (⌦+x ).
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4. Principal Symbols

We next define the boundary principal symbol �@(A) of a FIO of Boutet de
Monvel type

A =
 

r+A�e+ + G�@ K�@

T�@ S�@

!
2 Bm,d

� (⌦x ⇥⌦y).

We have shown that A can be seen as an operator-valued FIO defined on the
boundary with a symbol belonging to Sm

⇣
Rn�1,Rn�1; S (R+) � C,S (R+) � C

⌘
. We

will now switch to classical operator-valued symbols, see the Appendix, and show
that in this setting we can define

(52) �@(A) = �@

 
r+A�e+ 0

0 0

!
+ �@

 
G�@ K�@

T�@ S�@

!
.

In view of the fact that G�@ = b̃⇤G1, where b̃ is the di↵eomorphism in (43) and G1 is a
usual Green operator, we already have a suitable principal symbol for G�@ , namely
the pullback of the principal symbol of G1 under �@. Similar arguments apply to
K�@ ,T�@ ,S�@ . Hence we can focus on finding a principal boundary symbol r+A�

@
e+

for r+A�e+.
The natural candidate for the boundary principal symbol of r+A�e+ is

(53) r+A�
@
e+

�
x0, ⌘0

�
: u 7! r+

Z
eixn@xn (x0,0,⌘0,⌘n)�iyn⌘n am(x0, 0, ⌘0, ⌘n)e+ (u) dyn d̄⌘n,

�
x0, ⌘0

� 2 ⌦@x ⇥ T⇤(b�1(x0),0)⌦y \ 0.

For simplicity this is written for x0 2 ⌦@x and ⌘0 2 T⇤(b�1(x0),0)⌦y \ 0. To have a
consistent definition of principal symbol, we have to express ⌘0 in terms of (x0, ⇠0).
The symbol am is a section of the Maslov bundle. Since, in our case, this bundle is
trivial near the boundary, it is defined as a section of the cotangent bundle restricted
to the boundary. Notice that the operator-valued symbol in (53) is homogeneous
of degree m in the sense of Definition 7.1 when am is the homogeneous principal
part of a 2 Sm

cl(R
n ⇥Rn) \ Sm

tr (Rn ⇥Rn).

Lemma 4.1. The operator-valued function r+A�
@
e+, defined in (53), belongs to the symbol

class Sm(Rn�1,Rn�1; S (R+),S (R+)).

Proof. One can divide the operator in two parts: one with compact support in
xn and one with symbol vanishing to infinite order at xn = 0. For the part with
compact support we repeat the arguments in the proofs of Theorems 2.6 and 2.11.
Using essentially integration by parts, one proves that also the second operator
belongs to Sm(Rn�1,Rn�1; S (R+),S (R+)). ⇤

In view of Proposition 1.6 and Assumptions 1 we shall write in the sequel
A�

n = Op n (a).

Theorem 4.2. Let a and  satisfy the Assumptions 1. Moreover, assume that a is a
classical symbol. Then, r+A�

@
e+, defined in (53), satisfies

r+A�
ne+ � r+A�

@
e+ 2 Sm�1

⇣
Rn�1,Rn�1; S (R+) ,S (R+)

⌘
.

Proof. Let a0
m(x0, ⌘) = am(x0, 0, ⌘) and A�

n,0 = Op n (a0
m). We claim that

(54) r+A�
ne+ � r+A�

n,0e+ 2 Sm�1
⇣
Rn�1,Rn�1; S (R+) ,S (R+)

⌘
.
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In the above equation, we consider the phase function  extended to Rn such that
the extension coincides, outside a compact subset of Rn ⇥ Rn, with the standard
pseudodi↵erential phase x · ⌘, see [1] for details. We claim that

r+A�
n,0e+ 2 Sm(Rn�1,Rn�1; S (R+),S (R+)).(55)

To see this we split r+A�
n,0e+ into two parts. The first one has a symbol van-

ishing near {xn = 0} and a standard pseudodi↵erential phase, thus belongs to
Sm(Rn�1,Rn�1; S (R+),S (R+)). The same is true for the second whose symbol
is compactly supported w.r.t. the xn-variable, so that we can apply Theorem 2.11.
Next we note that a � am 2 Sm�1 (Rn ⇥Rn) and write

am(x0, xn, ⌘0, ⌘n) � am(x0, 0, ⌘0, ⌘n) = xnb(x0, xn, ⌘0, ⌘n),

where b 2 Sm(Rn⇥Rn). Since the multiplication by xn is an element in S�1(Rn�1,Rn�1;
S (R+),S (R+)), it is enough to check that

r+A�
n,0e+ � r+A�

@
e+ 2 Sm�1(Rn�1,Rn�1; S (R+),S (R+)).

Explicitly, we have to consider the seminorms of

(56) h⌘0i�1 r+
⇣
A�

n,0 � A�
@

⌘
e+h⌘0i.

Evaluating the semigroup actions, we obtain

h⌘0i�1 r+
⇣
A�

n,0 � A�
@

⌘
e+h⌘0iu(x) =

r+
Z

ei 
⇣
x0, xn
h⌘0i ,⌘

0,⌘nh⌘0i
⌘
�i @(x0,⌘0)am(x0, 0, ⌘0, ⌘nh⌘0i) ce+u(⌘n)d̄⌘n�

r+
Z

ei xn
h⌘0i @xn (x0,0,⌘0,⌘nh⌘0i)am(x0, 0, ⌘0, ⌘nh⌘0i) ce+u(⌘n)d̄⌘n

=

Z
ei xn
h⌘0i @xn (x0,0,⌘0,⌘nh⌘0i)

✓
ei 

⇣
x0, xn
h⌘0i ,⌘

0,⌘nh⌘0i
⌘
�i @(x0,⌘0)�i xn

h⌘0i @xn (x0,0,⌘0,⌘nh⌘0i) � 1
◆

· am(x0, 0, ⌘0, ⌘nh⌘0i) ce+u(⌘n)d̄⌘n.(57)

Arguing now as in the proof of Theorem 2.11, we can use an excision function and
split (57) in

i) a part which is smoothing w.r.t. the ⌘n-variable;
ii) one which involves operators of order m � j � 1 acting on derivatives of

order j of the Dirac distribution;
iii) a part with an arbitrary decay rate w.r.t. the ⌘n-variable.

For term ii) we observe that the top order terms of the operators arising from
r+A�

n,0e+ and r+A�
ne+, applied to �( j)

0 , both agree. This is a consequence of Remark
2.9, since they both involve the same power of the yn-derivative of the phase
function associated with ��1, and the expression is then evaluated at yn = 0.

For the terms i) and iii) we notice that the Taylor expansion at xn = 0 of

ei 
⇣
x0, xn
h⌘0i ,⌘

0,⌘nh⌘0i
⌘
�i @(x0,⌘0)�i xn

h⌘0i @xn (x0,0,⌘0,⌘nh⌘0i) � 1

is simply given by
x2

nb(x0, xn, ⌘0, ⌘nh⌘0i),
where b is a symbol order one. As the multiplication by x2

n is an operator-valued
symbol of order �2, we gain one order of decay in ⌘0. To check all the other
seminorms, we take advantage of the fact that the symbol can be assumed to have
arbitrarily high decay w.r.t. ⌘n. ⇤
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The above formulation of the principal symbol is invariant since, with the nota-
tion in (7), (9), and the fact that �@ is the lift of a di↵eomorphism of the boundary,

@xn (x0, 0, ⌘0, ⌘n) = (⇠n)⇤(y0, 0, ⌘0, ⌘n), x0 = x0⇤(y0, 0, ⌘0, ⌘n) = x0⇤@ (y0, ⌘0) = x0⇤@ (y0).

So we can write

Definition 4.3. Let A� be a FIO with phase function and symbol satisfying Assumptions
1, and let its principal symbol be denoted by �(A). Then, its boundary principal symbol is
defined, on T⇤⌦@x, as

(58)
r+A�

@
e+(x0, ⇠0) : u 7!

r+
Z

eixn(⇠n)⇤(x0,0,(⇠0⇤@ )�1(⇠0),⌘n)�i⌘n yn�(A)(x0, 0, (⇠0⇤@ )�1(⇠0), ⌘n)e+(u)dyn d̄⌘n.

This is the homogeneous principal symbol in the sense of Definition 7.1 in the Appendix.

Definition 4.4. LetA, �, a, G�@ , T�@ , S�@ be as in Definition 3.2. We define, on T⇤⌦@x,

(59) �@(A)(x0, ⇠0) =
 

r+A�
@
e+ + �@(G�@ ) �@(K�@ )
�@(T�@ ) �@(S�@ )

!

2 Sm
⇣
Rn�1,Rn�1; S (R+) � C,S (R+) � C

⌘
,

where �@(G�@ ), �@(K�@ ), �@(T�@ ), �@(S�@ ) are the homogeneous principal symbols of the
corresponding operators. The symbol �@(A) is called the boundary principal symbol ofA.

Proposition 4.5. If A 2 Bm1,d1
�1

(⌦x ⇥⌦z) and B 2 Bm2,d2
�2

⇣
⌦z ⇥⌦y

⌘
then �@(AB) =

�@(A) �@(B).

Proof. Let us write

A =
 

r+A�1 e+ + G(�1)@
1 K(�1)@

1
T(�1)@

1 S(�1)@
1

!

and

B =
 

r+B�2 e+ + G(�2)@
2 K(�2)@

2
T(�2)@

2 S(�2)@
2

!
.

It is clear that one has to consider only the FIO part; the Green, potential, trace
and pseudodi↵erential terms in the lower right corner are simple compositions.
The definition of boundary principal symbols implies that

r+A�1
@

e+ � r+A�1
n e+ 2 Sm1�1(Rn�1,Rn�1; S (R+),S (R+))

r+B�2
@

e+ � r+B�2
n e+ 2 Sm2�1(Rn�1,Rn�1; S (R+),S (R+)).

Therefore, we can write

r+A�1
n e+r+B�2

n e+ = r+A�1
@

e+r+B�2
@

e+ + r

where r 2 Sm1+m2�1(Rn�1,Rn�1; S (R+),S (R+)). ⇤

Theorem 3.6 describes preciselyA⇤ forA 2 B0,0
�

⇣
⌦x ⇥⌦y

⌘
. One can then easily

prove the next proposition.

Proposition 4.6. For anyA 2 B0,0
� (⌦x ⇥⌦y) we have �@ (A⇤) = [�@(A)]⇤.

Proposition 4.7. Let A be an operator belonging to B0,0
� (⌦x ⇥ ⌦y) whose boundary

principal symbol �@(A) is invertible on T⇤⌦@x. Then [�@(A)]�1 is the boundary principal
symbol of an operator belonging to B0,0

��1 (⌦y ⇥⌦x).
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Proof. Proposition 4.6 implies that �@(A⇤) = [�@(A)]⇤. From Theorem 3.8 we know
that AA⇤ = P is a usual Boutet de Monvel operator. Proposition 4.5 shows that
�@(AA⇤) = �@(A) �@(A⇤) is invertible. Hence, by the general theory of Boutet de
Monvel’s calculus, [�@ (AA⇤)]�1 is the boundary principal symbol of a Boutet de
Monvel operator P0. The inverse of �@(A) can now be written as

[�@(A)]�1 = �@(A⇤) �@(P0) = �@(A⇤P0).
Hence [�@(A)]�1 is the boundary principal symbol of A⇤P0 2 B0,0

��1

⇣
⌦x ⇥⌦y

⌘
, by

Theorem 3.5. ⇤

Remark 4.8. The proof of Proposition 4.7 implies that the FIO part in the upper left corner
of [�@ (A)]�1 is r+B�

�1

@
e+, where B��1 is a parametrix of A�, hence a FIO associated with

the symplectomorphism ��1.

Definition 4.9. An operatorA 2 Bm,d
� (⌦x ⇥⌦y), d  m+, is called elliptic, if

(i) The interior symbol �(A) is elliptic. That is, there exists a FIO B��1 of order �m such
that A�B��1 � Id and B��1 A� � Id are FIOs of order �1 on ⌦x ⇥⌦x and ⌦y ⇥⌦y
respectively.

(ii) The boundary principal symbol

�@(A)(x0, ⇠0) : S (R+) � C! S (R+) � C
is an invertible operator for any (x0, ⇠0) 2 T⇤⌦x \ 0.

Theorem 4.10. IfA 2 Bm,d
� (⌦x ⇥⌦y), d  m+, is elliptic, then there exists an operator

B 2 B�m,d�
��1 (⌦y ⇥ ⌦x), d� = max{�m, 0}, such that AB and BA are both equal to the

identity modulo lower order operators.

Proof. Using an order reduction it is su�cient to consider the case m = d = 0. Since
A is elliptic, there exists a parametrix B��1 of A� such that B��1 A� and A�B��1 are
equal to the identity modulo lower order operators. Let

[�@(A)]�1 =

 
r+B�

�1

@
e+ + g0 k0
t0 s0

!
.

We set

B =
 

r+B��1 e+ +Op�
�1
@ (g0) Op�

�1
@ (k0)

Op�
�1
@ (t0) Op�

�1
@ (s0)

!
.

By construction, the composition AB is equal, modulo lower order terms, to the
identity outside a neighborhood of the boundary.

The definition of the boundary principal symbol and Proposition 4.7 imply that

r+A�
ne+ � r+A�

@
e+ = r1 2 S�1(Rn�1,Rn�1; S (R+),S (R+))

r+B�
�1

n e+ � r+B�
�1

@
e+ = r2 2 S�1(Rn�1,Rn�1; S (R+),S (R+)).(60)

Since the Maslov bundle is trivial for both � and ��1, A and B can be considered
as operator-valued FIOs at the boundary, with a Lagrangian submanifold defined
by the graphs of �@ and ��1

@ respectively. Then we can write

r+A�
ne+r+B�

�1

n e+ = (r1 + r+A�
@
e+)(r2 + r+B�

�1

@
e+).

Since r+A�
@
e+ and r+B�

�1

@
e+ are elements of S0(Rn�1,Rn�1; S (R+),S (R+)) the rela-

tions (60) and the composition laws of Theorem 3.5 imply that r+A�
ne+ r+B�

�1

n e+ is
equal to the identity up to a symbol of order �1. Hence AB = Id modulo lower
order operators. The argument for BA is analogous. ⇤
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5. FIOs of Boutet deMonvel Type onManifolds

Let X and Y be two compact manifolds with boundary, and � be an admissible
symplectomorphism � : T⇤Y \ 0 ! T⇤X \ 0. We recall that � extends to a symplec-
tomorphism �̃ : T⇤eY \ 0! T⇤eX \ 0 of open neighborhoods of Y and X, respectively.
We denote by e⇤ the graph of �̃. As pointed out in Section 1, the restriction �@
of � is the lift of a di↵eomorphism b : @Y ! @X. As in (43), we can extend b to
a di↵eomorphism of collar neighbourhoods b̃ : @Y ⇥ [0, 1) ! @X ⇥ [0, 1) by setting
b̃(y0, yn) = (b(y0), yn). We will now define FIOs of Boutet de Monvel type

(61) A =
 

r+A�e+ + G�@ K�@

T�@ S@

!
:

C1(Y,E1)
�

C1(@Y,F1)
!

C1(X,E2)
�

C1(@X,F2)
,

acting between sections of vector bundles over X, Y and their boundaries.

Definition 5.1. The linear operatorA in (61) belongs to Bm,d
� (X ⇥ Y), if

(i) A� is a FIO defined by e⇤ and its local symbols satisfy the transmission condition;
(ii) in a collar neighborhood of the boundary, G�@ , K�@ , T�@ and S�@ are, modulo operators

with smooth kernel, the pullbacks of standard singular Green, potential, trace, and
pseudodi↵erential operators by b̃.

The following theorem is obvious from Theorem 3.4.

Theorem 5.2. Let A 2 Bm,d
� (X ⇥ Y), d  m+, and s 2 R with s > d � 1/2. Then A

extends to a bounded operator

(62) A :
Hs(Y,E1)
�

Hs(@Y,F1)
!

Hs�m(X,E2)
�

Hs�m(@X,F2).

Definition 5.3. LetA 2 Bm,d
� (X ⇥ Y). We define

(i) the interior principal symbol �(A), as the principal symbol �(A�) of A�, restricted
to the Lagrangian submanifold associated with the graph of �;

(ii) the boundary principal symbol �@(A)

�@(A)(x0, ⇠0) =
 

r+A�
@
(x0, ⇠0)e+ + �@(G�@ )(x0, ⇠0) �@(K�@ )(x0, ⇠0)
�@(T�@ )(x0, ⇠0) �@(S�@ )(x0, ⇠0)

!
,

for (x0, ⇠0) 2 T⇤@X \ 0. Here �@(G�@ ), �@(K�@ ), �@(T�@ ), �@(S�@ ) are the principal
symbols of the corresponding operators. We consider �@(A)(x0, ⇠0) as an operator

�@(A)(x0, ⇠0) :
S (R+,E⇤1)(y0,⌘0)

�
F⇤1,(y0,⌘0)

!
S (R+,E⇤2)(x0,⇠0)

�
F⇤2,(x0,⇠0)

Here, �@(y0, ⌘0) = (x0, ⇠0), E⇤1 is the pullback of E1|@Y to T⇤@Y with R+ identified
with the normal to @Y at y0, F⇤1 is the pullback of F1 to T⇤@Y, and similarly for E2
and F2.

The boundary principal symbol defined above has an invariant meaning. In-
deed, the principal symbol of A� is invariantly defined, and since the Maslov
bundle can be trivialized in a neighborhood of the boundary, the operator-valued
symbol (53) is defined on T⇤@X \ 0 as we have noted after (53). The other symbols
involved also have an invariant meaning since the corresponding operators are
compositions of the di↵eomorphism b̃ and usual operator-valued pseudodi↵eren-
tial operators.
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In view of Theorem 3.5, Proposition 4.5 and the well known properties of compo-
sition of FIOs associated with a canonical transformation we obtain the following
theorem.

Theorem 5.4. Let B 2 BmB,dB
�0 (X ⇥ Y) and A 2 BmA,dA

� (Y ⇥ Z) then BA belongs to
BmB+mA,d
�0�� (X ⇥ Z), where d = max {(mA + dB), dA}. Moreover,

�@(BA) = �@(B)�@(B).

Remark 5.5. In view of Definition 5.3, the principal interior symbol of the composition
BA is given by the usual formula, see Hörmander [20], Theorem 25.2.3 and Section 25.3.
The formula for the boundary symbol of the composition appears simpler. Note, however,
that the symplectomorphism �@ enters also in Definition 4.3.

Theorem 5.6. LetA 2 Bm,0
� (X ⇥Y) with m  0. Then,A⇤ belongs to Bm,0

��1 (Y ⇥X), and

�@(A⇤) = �@(A)⇤.

Proof. This is clear from Theorem 3.6 and Proposition 4.6. ⇤

Definition 5.7. An operatorA 2 Bm,d
� (X⇥Y), d  m+, is elliptic if � (A) and �@(A) are

invertible.

Theorem 5.8. LetA 2 Bm,d
� (X ⇥ Y), d  m+, be elliptic. Then there exists a parametrix

B 2 B�m,d�
��1 (Y ⇥ X), d� = max {�m, 0}, such that AB and BA are equal to the identity

modulo operators with smooth integral kernels. In particular, A in (62) is a Fredholm
operator.

Proof. Using an order reduction we may assume m = d = 0. By the composition
properties of Theorem 5.4, the operator P = AA⇤ is an elliptic Boutet de Monvel
operator, hence it admits a parametrix C such that

AA⇤C = PC = Id +K , K a smoothing operator.

Therefore, A⇤C is a right parametrix of A. In the same way we obtain a left
parametrix. ⇤

From Theorem 3.9 we also obtain the following Egorov type theorem.

Theorem 5.9. If P 2 Bm0,d0 (Y) and A 2 Bm,0
� (X ⇥ Y), m  0, then APA⇤ belongs to

Bm0,d0 (X).

6. Index of Admissible Symplectomorphisms

Following the idea of Weinstein [32], we will now associate a FIO of Boutet de
Monvel type with an admissible symplectomorphism � : T⇤Y \ 0! T⇤X \ 0 and a
unitary section of the Maslov bundle u. Choose on Y and X the trivial line bundle
and on @Y and @X the zero bundle. We consider the FIO of Boutet de Monvel type
defined as

(63) U� =
⇣

r+U�e+
⌘

: C1(Y)! C1(X),

where U� has principal symbol u.

Theorem 6.1. The operator U, defined in (63), is elliptic, that is the interior and the
boundary symbol are both invertible.
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Proof. The interior symbol is invertible by construction. So we have to show the
invertibility of the boundary symbol

�@ (U�) (x0, ⇠0) : S (R+)! S (R+)

u 7! r+
Z

eixn@xn (x0,0,(⇠0⇤)�1(⇠0),⌘n) ce+u(⌘n)d̄⌘n(64)

for each (x0, ⇠0) 2 T⇤@X \ 0. As we have noticed in Equation (21), �@ (U�) (x0, ⇠0) 2
L

⇣
L2 (R+)

⌘
. In the sequel it will be easier to consider the operator

�@ (U�) (x0, ⌘0) : L2(R+)! L2(R+)

u 7! r+
Z

eixn@xn (x0,0,⌘0,⌘n) ce+u(⌘n)d̄⌘n.(65)

In the following, we will first show that �@ (U�) (x0, ⌘0) is invertible on a weighted
L2-space. From this we will infer the invertibility on L2(R+) and on S (R+).

First notice that for each � 2 R
� : L2(R+)! L2(R+) : u(x) 7! �

1
2 u(�x)

is a unitary. Hence, the invertibility of (65) is equivalent to that of

��1 � �@ (U�) (x0, ⌘0) � �u(xn) = r+
Z

eixn@xn (x0,0,��1⌘0,⌘n) ce+u(⌘n)d̄⌘n.

That is, we can always suppose that |⌘0| is as small as necessary. We next consider
the larger space L2

w± := L2 (R±,w), w(x) = (1 + |x|)�2, which contains the constants
and all bounded continuous functions. We set L2

! = L2(R,!). For 0  t  1, let

A(t) = A 
n (t)(x0, ⌘0) : u 7!

Z
eixn@xn (x0,0,t⌘0,⌘n)bu(⌘n)d̄⌘n

= t

Z
eixn@xn (x0,0,⌘0,⌘n)[t�1 u(⌘n)d̄⌘n.

In view of the fact that @xn (x0, 0, 0, ⌘n) is homogeneous of degree 1 in ⌘n, we
have @xn (x0, 0, 0, ⌘n) = c(x0)⌘n for a smooth function c. Moreover, c(x0) > 0, since
@⌘n@xn (x0, 0, 0, ⌘n) > 0, as noticed after (9). We have

r+A(0)e+u(xn) = r+A 
n (0)e+u(xn) = r+

Z
eixn@xn (x0,0,0,⌘n) ce+u(⌘n)d̄⌘n

= r+
Z

eixnc(x0)⌘n ce+u(⌘n)d̄⌘n = u(c(x0)xn).

Being a dilation in the variable by a positive factor, r+A(0)e+ is clearly invertible.
Let us now consider on L2

w+ the operator family P(t), t 2 [0, 1], given by

P(t) = r+A(t)e+ (r+A(t)e+)⇤ = r+A(t)e+r+A(t)⇤e+.(66)

Since P(0) is invertible on L2
w+, invertibility of P(t) for small t will follow, if we prove

that P(t) is continuous at t = 0. In this case, r+A(t)e+ will be surjective on L2
w+. A

similar argument for (r+A⇤(t)e+) (r+A(t)e+) will imply injectivity for small t. Hence,
for t close to zero, r+A(t)e+ will be invertible on L2

w+.
So our task is to prove the continuity of P(t) in t = 0. Notice that

(67) P(t) = r+A(t)e+r+A(t)⇤e+ = r+A(t)A(t)⇤e+ + r+A(t)e�r�A⇤(t)r+.

The operator A(t)A⇤(t) can be written explicitly

(A(t)A⇤(t)) u(xn) =
Z

ei(xn�yn)@xn (x0,0,t⌘0,⌘n)u(yn)dyn d̄⌘n.
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As observed after (9), @xn@⌘n (x0, 0, t⌘0, ⌘n) � � > 0, hence it is possible to invert
⌘n 7! @xn 

�
x0, 0, t⌘0, ⌘n

�
. Letting ⇠n = @xn (x0, 0, t⌘0, ⌘n), ⌘n = ⌘n(x0, t⌘0, ⇠n), we

obtain the pseudodi↵erential operator

(68) (A(t)A⇤(t)) u(xn) =
Z

ei(xn�yn)⇠n@xn@⌘n (x0, 0, t⌘0, ⌘n(x0, t⌘0, ⇠n))�1u(yn)dyn d̄⇠n.

Notice that @⌘n@xn (x0, 0, 0, ⌘n(x0, 0, ⇠n))�1 = c(x0)�1. Therefore

A(0)A⇤(0)u(xn) =
Z

ei(xn�yn)⇠n c(x0)�1u(yn)dyn d̄⇠n = c(x0)�1u(xn),

so that A(0)A⇤(0) is invertible. For each fixed t, the operator in (68) is an SG-
pseudodi↵erential operator of order (0, 0), hence continuous on L2

w.
We next study the limit as t ! 0+. In view of the fact that @xn@⌘n is in general

not continuously extendable to ⌘ = 0, we choose a zero excision function ⇣ with
⇣(⇠n) = 0 for |⇠n| < 1 and ⇣(⇠n) = 1 for |⇠| > 2 and consider the two operators

(P1(t)u) (xn) =
Z

ei(xn�yn)⇠n@xn@⌘n (x0, 0, t⌘0, ⌘n(x0, t⌘0, ⇠n))�1⇣(⇠n)u(yn)dyn d̄⇠n,

(P2(t)u) (xn) =
Z

ei(xn�yn)⇠n@xn@⌘n (x0, 0, t⌘0, ⌘n(x0, t⌘0, ⇠n))�1(1 � ⇣(⇠n))u(yn)dyn d̄⇠n.

Then P1(t) is an SG-pseudodi↵erential operator of order (0, 0) whose symbol has
uniformly bounded seminorms w.r.t. to t. Furthermore,

lim
t!0+

⇣(⇠n)
⇣
@xn@⌘n (x0, 0, t⌘0, ⌘n(x0, t⌘0, ⇠n))�1 � c(x0)�1

⌘
= 0

uniformly in the topology of SG-symbols on R and therefore

lim
t!0

P1(t) = P1(0) : u 7!
Z

ei(xn�yn)⇠n c(x0)�1⇣(⇠n)u(yn)dyn d̄⇠n

in the norm topology of L
⇣
L2

w

⌘
.

The kernel of the operator P2(t) is

KP2(t)
�
xn, yn

�
=

Z
ei(xn�yn)⇠n@xn@⌘n (x0, 0, t⌘0, ⌘n(x0, t⌘0, ⇠n))�1(1 � ⇣(⇠n))d̄⇠n.

The function @xn@⌘n (x0, 0, t⌘0, ⌘n(x0, t⌘0, ⇠n))�1 is positively homogeneous of degree
zero in

�
⌘0, ⌘n

�
, hence bounded. As t 7! 0+, Lebesgue’s theorem of dominated

convergence implies that

(1 � ⇣ (⇠n))
⇣
@xn@⌘n (x0, 0, t⌘0, ⌘n(x0, t⌘0, ⇠n)�1 � c(x0))�1

⌘
! 0 in L1(R⇠n ),

and hence

lim
t!0

KP2(t)
�
xn, yn

�
=

Z
ei(xn�yn)⇠n c(x0)�1(1 � ⇣(⇠n))d̄⇠n = KP2(0)(xn, yn),

uniformly on R+ ⇥R+.
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Schur’s Lemma then implies that P2(t) tends to P2(0) in the norm of L (L2
w+),

since

sup
xn2R+

Z

R+

���KP2(t)(xn, yn) � KP2(0)(xn, yn)
��� �1 + |yn|

��2 dyn

 sup
R+⇥R+

���KP2(t)(xn, yn) � KP2(0)(xn, yn)
���
Z

R+

�
1 + |yn|

��2 dyn,

sup
yn2R+

Z

R+

���KP2(t)(xn, yn) � KP2(0)(xn, yn)
��� (1 + |xn|)�2 dxn

 sup
R+⇥R+

���KP2(t)(xn, yn) � KP2(0)(xn, yn)
���
Z

R+

(1 + |xn|)�2 dxn.

This implies the continuity of t 7! A(t)A⇤(t) at t = 0 in L (L2
!). In view of the

fact that extension by zero and restriction define bounded maps, we also see that
t 7! r+A(t)A⇤(t)e+ is continuous at t = 0 in L2

w+. Hence, we have proven the
continuity of the first operator on the right hand side of (67).

Next consider G(t) = r+A(t)e�r�A⇤(t)r+. In view of the fact that r+A(0)e� = 0, we
want to prove that G(t)! 0 in L2

w+. Notice that
���
���r+A(t)e�r�A⇤(t)e+ � r+A(0)e�r�A⇤(0)e+

���
���
L (L2

w+)

=
���
���r+A(t)e�

�
r�A⇤(t)e+ � r�A⇤(0)e+

�
+

�
r+A(t)e� � r+A(0)e�

�
r�A⇤(0)e+

���
���
L (L2

w+)

 max
(

sup
t

���
���r+A(t)e�

���
���
L (L2

w�,L2
w+) ,

���
���r�A⇤(0)e+

���
���
L (L2

w+,L2
w�)

)

·
✓���
���r�(A⇤(t) � A⇤(0))e+

���
���
L (L2

w+,L2
w�) +

���
���r+(A(t) � A(0))e�

���
���
L (L2

w�,L2
w+)

◆
.(69)

We start by considering ||r+(A(t) � A(0))e�||L (L2
w�,L2

w+), that is, the operator

u 7! r+
"

R+

⇣
eixn@xn (x0,0,t⌘0,⌘n)�iyn⌘n � eixnc(x0)⌘n�iyn⌘n

⌘
e�u(yn)dyn d̄⌘n.

The associated kernel is

k(t; xn, yn) =
Z ⇣

eixn@xn (x0,0,t⌘0,⌘n)�iyn⌘n � eixnc(x0)⌘n�iyn⌘n
⌘

d̄⌘n, xn > 0, yn < 0.

For convenience, we invert the sign of the yn-variable and consider

k̃(t; xn, yn) =
Z ⇣

eixn@xn (x0,0,t⌘0,⌘n)+iyn⌘n � eixnc(x0)⌘n+iyn⌘n
⌘

d̄⌘n

=

Z
eixnc(x0)⌘n+iyn⌘n

⇣
eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n) � 1

⌘
d̄⌘n, xn > 0, yn > 0.

Choose a zero excision function ⇣ as above and let

k1(t; xn, yn) =
Z

eixnc(x0)⌘n+iyn⌘n
⇣
eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n) � 1

⌘
⇣(⌘n)d̄⌘n(70)

k2(t; xn, yn) =
Z

eixnc(x0)⌘n+iyn⌘n
⇣
eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n) � 1

⌘
(1 � ⇣(⌘n))d̄⌘n.(71)

First we analyze k1. For an application of Schur’s Lemma, on L2
w+ it will be enough

to check that

sup
xn,yn

|k1(t; xn, yn)|! 0 as t! 0+.(72)
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We recall that the phase function @xn (x0, 0, t⌘0, ⌘n) satisfies the transmission con-
dition, so that

@xn (x0, 0, t⌘0, ⌘n) � c(x0)⌘n =
X

|↵|=1

@xn@
↵
⌘0 (x0, 0, 0, ⌘n)(t⌘0)↵ + r1(x0, t⌘0, ⌘n)

=
X

|↵|=1

@xn@
↵
⌘0 (x0, 0, 0, 1)(t⌘0)↵ +

X

|↵|=2

(t⌘0)↵r1,↵(x0, �(t)⌘0, ⌘n), �(t) 2 (0, t).(73)

Using integration by parts, we can write

|k1(t; xn, yn)| =
�����

Z
eixnc(x0)⌘n+iyn⌘n

⇣
eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n) � 1

⌘
⇣(⌘n)d̄⌘n

�����


������

Z
eixnc(x0)⌘n+iyn⌘n

xn@⌘n r1
�
x0, t⌘0, ⌘n

�

(xnc(x0) + yn)
eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n)⇣(⌘n)d̄⌘n

������

+

�����

Z
eixnc(x0)⌘n+iyn⌘n

1
(xnc(x0) + yn)

⇣
eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n) � 1

⌘
@⌘n⇣(⌘n)d̄⌘n

�����

 xn

xnc(x0) + yn

Z ���@⌘n r1(x0, t⌘0, ⌘n)
��� ⇣(⌘n)d̄⌘n

+
1

xnc(x0) + yn

Z ����
⇣
eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n) � 1

⌘���� |@⌘n⇣(⌘n)|d̄⌘n.(74)

Notice that r1(x0, t⌘0, ⌘n) is in general not continuous in (x0, 0, 0). Nevertheless, as a
function in ⌘n, it satisfies estimates as a symbol in S�1(R ⇥ R) for |⌘n| > 1. Hence,
⇣(⌘n)@⌘n r1(x0, t⌘, ⌘n) is integrable and uniformly bounded for t 2 (0, 1]. Moreover,

lim
t!0

⇣(⌘n)(t⌘0)↵@⌘n r1,↵(x0, �(t)⌘, ⌘n) = 0, |↵| = 2.

Notice also that
xn

c(x0)xn + yn
 c(x0)�1,

is uniformly bounded for xn > 0, yn > 0. In (74), @⌘n⇣(⌘n) is a function with compact
support and, for ⌘ , 0,

����eixn(@xn (x0,0,t⌘0,⌘n)�c(x0)⌘n) � 1
���� 

���xn
�
@xn (x0, 0, t⌘0, ⌘n) � c(x0)⌘n

����

 xnt|⌘0|
�������

X

|↵0 |=1

Z 1

0
@xn@

↵0
⇠0 (x0, 0, st⌘0, ⌘n) ds

�������
Mxnt|⌘0|,

since @xn@
↵0
⇠0 (x0, 0, st⌘0, ⌘n) is uniformly bounded for |↵0| = 1, ⌘n , 0, (x0, ⌘0) 2

T⇤@X \ 0, t 2 (0, 1]. Lebesgue’s theorem on dominated convergence therefore
implies that (72) holds and thus the operator associated with k1 tends to zero as
t ! 0+ by Schur’s lemma. A similar, but simpler, argument holds for k2(t; xn, yn).
So we have proven that r+A(t)e� ! 0 in the norm topology.

A similar argument shows r�A⇤(t)e+ ! 0. Hence, it is possible to find a constant
C > 0 such that for small t > 0

���
���r+A(t)e�

���
���
L (L2

!� ,L
2
!+ )
 C,

���
���r�A⇤(t)e+

���
���
L (L2

!+ ,L
2
!� )
 C, t 2 [0, t̄].

In view of the above argument and Equation (69), we find

lim
t!0
||G(t)||L (L2

!+ )  C
✓
lim
t!0

���
���r�A⇤(t)e+

���
���
L (L2

!+ ,L
2
!� )
+

���
���r+A(t)e�

���
���
L (L2

!� ,L
2
!+ )

◆

= 0.

Therefore, we have proven that

lim
t!0

r+A(t)e+ (r+A(t)e+)⇤ = r+A(0)e+r+A⇤(0)e+ = c(x0)�1Id
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in the norm topology of L (L2
w+). It follows that r+A(t)e+ (r+A(t)e+)⇤ is invertible for,

say, t < t1. This implies that r+A(t)e+ is surjective on L2
w+. We can apply the same

argument to t 7! (r+A(t)e+)⇤ r+A(t)e+ and find that it is also continuous at t = 0
and hence invertible for small t, say t < t2. In particular, r+A(t)e+ is injective on
L2

w+. Hence r+A(t)e+ in invertible on L2
w+ for t < min{t1, t2}, and the same is true for

(r+A(t)e+)⇤.
In particular, both r+A(t)e+ and its L2(R+)-adjoint (r+A(t)e+)⇤ map L2(R+) to itself

and are injective. Therefore, r+A(t)e+ is invertible on L2(R+) for small t.
Finally, consider r+A(t)e+ for small t on S (R+). It clearly is injective, since it is so

on L2(R+). The inverse is ((r+A(t)e+)⇤r+A(t)e+)�1 (r+A(t)e+)⇤. As (r+A(t)e+)⇤r+A(t)e+
is an operator of order and type zero in Boutet de Monvel’s calculus, so is its inverse
by spectral invariance, cf. [28]. In particular, the inverse to r+A(t)e+ maps S (R+)
to itself. Hence r+A(t)e+ also is surjective on S (R+) and therefore invertible. ⇤

In view of Theorem 6.1, we can define the index of an admissible symplecto-
morphism.

Definition 6.2. Let X and Y be compact manifolds with boundary, and � : T⇤Y \ 0 !
T⇤X \ 0 an admissible symplectomorphism. Then, for each unitary section u of the Maslov
bundle associated with �, we define

ind(�,u) = indU�

withU� as in (63).

As in the case of closed manifolds, the index ind(�,u) in general might depend
on the chosen unitary section u. If the Maslov bundle is trivial, or the dimension
of X and Y is at least three, then it turns out that ind(�,u) is independent of u.
The argument is standard, and we shortly recall it for the sake of completeness.
Consider two unitary sections u1, u2 and the corresponding operators U�

u1
and

U�
u2

. Theorem 3.8 implies thatU�
u1

(U�
u2

)⇤ is an element of B0,0(X), whose symbol,
modulo lower order terms, coincides with u1u2. If the Maslov bundle is trivial,
or the dimension of X and Y is at least three, so that the cospheres are simply
connected, there is a homotopy deforming u1u2 to 1 and thus U�

u1
(U�

u2
)⇤ to the

identity. Then,

0 = ind[U�
u1

(U�
u2

)⇤] = indU�
u1
+ ind(U�

u2
)⇤ = indU�

u1
� indU�

u2
,

as claimed. In this case, we can actually define

ind� := ind(�,u).

7. Appendix: Operator-Valued Symbols

We denote by Hs(Rn), s 2 R, the usual Sobolev space on Rn and by Hs1,s2 (Rn)
the weighted space hxi�s2 Hs1 (Rn). We often write s = (s1, s2). Moreover, we let
Hs(Rn

+) = {u|Rn
+

: u 2 Hs(Rn)} and Hs
0(R

n
+) = {u 2 Hs(Rn) : supp u ✓ Rn

+}.
Next we recall a few facts on operator-valued symbols. For details see [29] or

[30]. Let E and F be Banach spaces with strongly continuous group actionsE andF

of R+, that is, E : R+ ! L (E) is strongly continuous and E(�1�2) = E(�1)E(�2)
for �1,�2 > 0. We will write E

� instead of E(�) for � > 0. The corresponding
notation is used for F.

On the spaces Hs(Rn),Hs(Rn
+) and Hs

0(R
n
+), s 2 R2, we always use the group

action induced by the unitary action on L2(Rn) given by

(�u)(x) = �n/2u(�x), x 2 Rn.
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Definition 7.1. A smooth family a(y, ⌘), y, ⌘ 2 Rq, of operators in L (E,F) is called an
operator-valued symbol of order m 2 R, if for all multi-indices ↵, �,

kF
h⌘i�1 D↵

⌘D�
ya(y, ⌘)F

h⌘ikL (E,F) = O(h⌘im�|↵|).

We denote the space of all these symbols by Sm(Rq,Rq; E,F).
The symbol a is called homogeneous of degree m, provided that

F
��1 a(y,�⌘)E

� = �
ma(y, ⌘), � > 0, ⌘ , 0,

and classical, if it has an asymptotic expansion into homogeneous terms.

This concept includes the usual pseudodi↵erential operators, by choosing E =
F = Cwith the trivial group action.

The definition extends to more general spaces E and F. Noting that S (R+) =
proj-lims2R2 Hs(R+), and S 0(R+) = ind-lims2R2 Hs

0(R+) we let

Sm(Rq,Rq;C,S (R+)) = proj-lims2R2 Sm(Rq,Rq;C,Hs(R+))

Sm(Rq,Rq; S 0(R+),C) = proj-lims2R2 Sm(Rq,Rq; Hs
0(R+),C)

Sm(Rq,Rq; S 0(R+),S (R+)) = proj-lims2R2 Sm(Rq,Rq; H�s
0 (R+),Hs(R+))

Sm(Rq,Rq; S (R+),S (R+)) = ind-limt2R2 proj-lims2R2 Sm(Rq,Rq; H�t
0 (R+),Hs(R+)).

Lemma 7.2. Let a 2 Sm(Rn ⇥Rn). For fixed (x0, ⇠0) 2 Rn�1 ⇥Rn�1

(xn, ⇠n) 7! a(x0, xn, ⇠0, ⇠n)

defines a symbol in Sm(R ⇥R). For u 2 S (R) we let
⇣
Opn(a)(x0, ⇠0)

⌘
u(xn) =

Z
eixn⇠n a(x0, xn, ⇠0, ⇠n)û(⇠n)d̄⇠n.

Then Opn(a) is an operator-valued symbol in Sm(Rn�1,Rn�1,Hs1,s2 (R+),Hs1�m,s2 (R+)) for
all s1, s2 2 R.

As �1
h⇠0iOpn(a)h⇠0i has the symbol a(x0, xn/h⇠0i, ⇠0, ⇠nh⇠0i), the assertion follows

from the usual symbol estimates. The same consideration shows

Lemma 7.3. For s1, s2 2 R multiplication by xn defines an operator-valued symbol in
S�1(Rn�1,Rn�1,Hs1,s2 (R),Hs1,s2+1(R)).

With a 2 Sm(Rq,Rq; E,F) we associate the pseudodi↵erential operator Op(a),
defined on the space S (Rq,E) of rapidly decreasing E-valued functions by

Op(a)u(y) =
Z

eiy⌘a(y, ⌘)û(⌘) d̄⌘.

It maps S (Rq,E) continuously to S (Rq,F). Here û is the vector-valued Fourier
transform

û(⌘) =
Z

eiy⌘u(y) d̄y.

Theorem 7.4. Let a1 2 Sm1 (Rq,Rq; F,G) and a2 2 Sm2 (Rq,Rq; E,F) for Banach spaces E, F
and G. Then Op(a1)Op(a2) = Op(a) for an operator-valued symbol a 2 Sm1+m2 (Rq,Rq; E,G)
with the asymptotic expansion

a(y, ⌘) ⇠
X

↵

1
↵!
@↵⌘a1(y, ⌘)D↵

ya2(y, ⌘).

The proof is as in the standard case.
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Definition 7.5. Let s 2 R and E be a Banach space. The wedge Sobolev space W s(Rq,E)
is the completion of C1c (Rq,E) with respect to the norm

kuk2W s(Rq,E) =

Z
h⌘i2sk�1

h⌘iû(⌘)k2E d̄⌘.

The definition extends to projective limits as above. A direct computation shows
the first identity in the following lemma; the second then is immediate.

Lemma 7.6. W s(Rn�1,Hs(R)) = Hs(Rn) and W s(Rn�1,Hs(R+)) = Hs(Rn
+), s 2 R.

A proof of the following statement can be found in [31].

Theorem 7.7. Let a 2 Sm(Rq,Rq; E,F) for Hilbert spaces E and F. Then

Op(a) : W s(Rq,E)! W s�m(Rq,F)

is bounded, s 2 R.

As W 0(Rn�1,L2(R+)) = L2(Rn
+), we can also consider the formal adjoint Op(a)⇤ of

Op(a) with respect to the L2(Rn) scalar product, when a 2 Sm(Rn�1,Rn�1; E,F) and
E, F are in the scales Hs(R+) or Hs

0(R+), s 2 R. It is easy to see that Op(a)⇤ = Op(a(⇤))
for an a(⇤) 2 Sm(Rn�1,Rn�1; F0,E0) with the asymptotic expansion

a(⇤)(y, ⌘) ⇠
X

↵

1
↵!
@↵⌘D↵

ya(y, ⌘)⇤.

Here a(y, ⌘)⇤ 2 L (F0,E0) is the adjoint of a(y, ⌘).
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