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Abstract

The way we watch television is changing with the introduttad attractive Web activities that move users away
from TV to other media. The social multimedia and user-gategl contents are dramatically changing all phases
of the value chain of contents (production, distributiord amonsumption). We propose a concept-level integration
framework in which users’ activities on different social diee are collectively represented, and possibly enriched
with external knowledge, such as information extractedhftbe Electronic Program Guides, or available ontological
domain knowledge. The integration framework has a knowdedmaph as its core data model. It keeps track of
active users, the television events they talk about, theemuis they mention in their activities, as well as different
relationships existing among them. Temporal relatiorshi also captured to enable temporal analysis of the adzberv
activity. The data model allows different types of analyasigl the definition of global metrics in which the activity
on different media concurs with the measure of success.

I. INTRODUCTION

The introduction of attractive Web activities that moverssaway from television to other media is changing the
way we watch TV. Also the media broadcasting models are dhgrig order to cover the TV-Web convergence.
VoD (Video on Demand) and EPGs (Electronic Program Guidesjiged by broadcasters are examples of services
that allow new forms of user navigation within the televisicontent. At the same time, the popularity of online
social networks has changed the Internet ecosystem, tadsgeto more collaborative environments, reflecting the
structure and dynamics of the society. The social multimedid user-generated contents are dramatically changing
all phases of the value chain of contents (production, itigiion and consumption).

For the broadcasters and advertisers, social TV means naggedreal-time understanding of what viewers think
about shows and the brands that advertise on them. Cond8gteprovides them with data-driven understanding
of their investments in contents. This will be the most digant change that social TV brings to the TV business.
Both the commissioning and scheduling of TV contents andpti@ng of the spot ads and program sponsorship

are based on the way the TV audience is measured. There isulm that traditional TV ratings still rank as an
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important measurement that advertisers pay attention enviduying advertising inventory, however, it is possible
that in the upcoming years social TV data will shift attentmway from traditional audience ratings.

Traditionally, measures about people’s habits and reastive gathered in two ways: firstly, by viewing habits
of panels of TV viewers and parsing the results of networkveys on the opinion (e.g. the Nielsen ratings);
secondly, by generating traditional live broadcast auzbefigures with the so-called set meters (small devices
connected to TVs in a small number of selected homes) on g 8asis. However, this approach misses the
explosive growth and increasing diversity of comments apihions in real time from an expanding number of
online social platforms. In the typical offline scenariodence profiles are obtained manually by gathering a set
of predefined socio-demographics characteristics obdafrem a statistically significant sample of the possible
consumers. By contrast, in an online scenario, audienddgz@nd impact of TV programs might be obtained by
tracking social media sites (e.g. Twitter, Facebook) armlyépg Natural Language Processing (NLP) technologies
and data mining techniques on their contents. This mighiblenBY reprogramming and media planning strategies,
such as contextual advertisement or behavioral targeting.

In this paper, we observe that, although different socialimare characterized by different users’ activity styles,
they all carry useful information (i.e., non-redundanthmiespect to each other). While Twitter activities have the
peculiarity of being very timely and immediate — usually issiveet in real time, while watching the program they
are commenting about — a good portion of the activities onTYdae and Facebook happens with some time shift
with respect to the on-air show. Users post fragments ofoddehich potentially trigger comments and discussions
for days, in some cases even weeks or months. Thus, we praposecept-level integration framework in which
users’ activities on different social media are collediivepresented by means of conceptual abstractions, ppssib
enriched with external knowledge, such as informationastéd from the EPGs, or available ontological domain
knowledge.

The framework has a knowledge graph as its core data modahwdeeps track of active users, the television
events they talk about, the concepts they mention in théiviges, as well as different relationships existing argon
them, including temporal relationships which enable terapanalysis of the observed activity. The data model
allows different types of analysis and the definition of glbimetrics in which the activity on different media
concurs with the measure of success.

Note that, although we concentrate our cross-media asatysithe study of the popularity of topics tackled
in television programs, we do believe that the concepttawegration platform has the property of being very
general. As such, it has the potential of being populated emrithed with information of interest in different
domains (such as tracking political dynamics, trackingdbeelation between users’ social activities and economic
patterns). Thus, in the rest of the paper, we first define themgéconcept, and then show how they are instantiated
in the TV domain.

The paper is organized as follows: after presenting a sun¥eglated literature in Sectidnl ll, we introduce our
integration framework in Sectidn l1l. We formally define tigeaph integration model in Sectign]lV, and describe
the source processing steps which extract the conceptsetatibnships that will populate the graph in Secfign V.

In SectioV], we define formally some queries of interesct®a [Vl shows the potential of the graph as a data



source to analyze topics’ popularity. Finally, we draw tleaausion in Sectiof VIII.

Il. RELATED WORK

In this section, we will provide an overview of relevant teldwork. As the main focus of this paper is on cross
network analysis to capture the interest users show towtagiss addressed in TV programs, we will first survey
literature on cross-network analysis. Then we will discgssph based multi-source data integration, which relates
to our paper in that our analysis relies on a graph data modedgresent multi-source social media information.
Cross-network analysis. Social network analysis has recently been a core methodderstand various phenomena
potentially influenced by the exchange of users’ opinionstriBving information from social media is then a
crucial preliminary task. At this purpose, inl[1], the authdnvestigate how to automatically retrieve a context-
relevant social network content without user intervention considering both the participatory and implicit-tagic
properties of the context to improve the retrieval perfanoea Users’ activities on Twitter are used to support
the prediction of economic phenomena, such as stock prRjesafid for tracking online social movements [3].
Kascheskyet al. [4] use sentiment analysis to predict the political oriéintaof a person (Republican vs. Democrat)
or agreement/disagreement on political issues. Alathail. [5] analyze online ideological political debates, defined
as a formal discussion on a set of related issues in which sipg@erspectives and arguments are put forward.

Recently TV broadcasters recognized that users’ actviie social media are valuable sources of information
about their interests towards TV programs. In 2012, Nielsea global information and measurement company —
and Twitter agreed to create the “Nielsen Twitter TV Ratifigf’ the US market. The main goal of their agreement
is the definition of a metric relying on conversations abouMt @rograms on Twitter to measure users’ interests.
The metric provides valuable information for TV contentsammendation, including personalized commercial
campaigns. In the context of TV and social Web integratiolueBn Lab releases a suite of analytics tools to
explore the social content related to Social TV programstanahalyze the data generated by the “TV Genome”,
i.e., the mapping between social media and TV media. Thisvaof is based in large part on researches on natural
language processing, speech-to-text and video-entitygrétion carried out by the two co-founders [6]) [7].

Per sonalization and recommendation in the TV domain: the study|[8] introduces a linear time algorithm to solve
the problem that involves selecting different programsskefecast on different television channels in a day so as
to reach the maximum number of viewers. O’Sullivetral. [9] address the problem of creating personalized EPGs
in the digital TV domain by applying data mining methods tdragt new program metadata from user profiles.
Yan et al. [10] propose a YouTube video recommendation solution v@ssinetwork collaboration: the authors
concentrate on those users who are active both on TwitteoantuTube, and exploit the users’ profile information
that they can learn by analyzing their activity on Twitterpgersonalize YouTube video recommendations. While
being similar to our approach for the basic idea of integeatnformation coming from different social media, the
work presented in_[10] significantly differs from the crasstwork concept-level integration proposed in this paper.
Graph based knowledge representation, integration and querying: The necessity of structuring knowledge

in a graph was already identified in 1988 hy|[11] as a means miesenting knowledge from multiple sources
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in knowledge-based systems. Ten years after, this negdsa#t been translated into the design of information
storage and retrieval systems such as the one presente@]by¢tlay, knowledge graphs are exploited by semantic
analysis[[13], sentiment analysis [14] and opinion min[h§][ Furthermore, time is also a key question in knowledge
representation and analysis [16]. As an example, Googlg aserowledge graph for its search engine.

In more recent years, many researchers have focused tf@iseh identifying a way to represent heterogeneous,
multimedia and multi-language ontological knowledge esmebrg a wide range of domains. For instance, the studies
[17], [18] introduce Freebase, a tuple database used totsteugeneral human knowledge. Navigli and Ponzéttb [19]
present an automatic approach to the construction of BaltgetNvery large, wide-coverage multilingual semantic
network by integrating lexicographic and encyclopedicwlaalge from WordNet and Wikipedia.

Querying and analyzing these knowledge graphs is a key issheterogeneous knowledge-based systems. The
paper [20] presents an abstract machine dedicated to qgekyiowledge graphs as the result of an abstraction
process performed to reach a generic solution to the problfequerying graphs in various models. The authors
of [21] present a web-based system for visual and intemctivalysis of large sets of documents using statistical
topic models. This work proposes a range of visualizatiqgesyand control mechanisms to support knowledge
discovery, including corpus and document specific vievesative topic modeling, search, and visual filtering.

As graphs become increasingly large, scalability quicldgdmes the major research challenge for the reachability
computation today. Many works propose different indiceariswer reachability queries efficiently [22], [23], [24].
Jin et al. [25] propose a unified reachability computation framewardliag reachability indices to help speed up
the online query answering approaches. When knowledgéhgiagcome huge, the relevance of the returned results
is a key issue at least as the response time. The study [263 s the problem of an index structure through the
design and implementation of a concept-based model usintpitiedependent ontologies.

Our work is transverse to the presented related researsloénly do we provide a theoretical framework for
concept-level heterogenous and time-evolving data iatemr, management and querying, but we also develop a
web-based application guiding the user in the exploratmalysis and visualization of the complex and dynamic
interactions constituting the “extended life” of TV events

A preliminary version of this work has been publishedlin [42B]. This paper significantly extends our former
publications by adding many previously missing techniedéds. In particular, we now provide the formal definitions
of the domain-specific model as well as the theoretical fatiods of our querying framework. Finally, in this work

we report the results of an experiment conducted on a moentend large-scale scenario.

IIl. THE INTEGRATION FRAMEWORK

Our cross-network analysis framework was first introdugeqRi/] and consists of three main layers, covering
all the phases from data collection, representation arebiation to data analysis. More specificallysaurce
processing layer contains the different modules for collecting all the databe conveyed in the knowledge
representation model. It accesses a number of predefinetdeetdd/media sources (e.g., broadcasters official web
sites, social networks, TV channels, ontological infolioratsources) and extracts from them those information

units which denote relevant concepts (e.g., people naneegrgphical names, temporal information, topic names,



etc.) as well as information supporting the existence dfti@hships (which will be modeled as edges in the graph)
among them.

The collected concepts and relationships among them witirganized in a structured knowledge graph by the
knowledge graph layer, which contains all the modules needed to define and storkrtbwledge graph.

The knowledge query and analysis layer offers functionalities for querying, browsing and anahgithe
knowledge graph. More specifically, a query module extraatsgraphs from the knowledge graph based on user’s
requirements and constraints. Each extracted subgraphecaeen as a “view” over the complete knowledge graph,
only containing nodes and edges potentially relevant touber query. An analysis module provides a set of
analysis and data mining components to extract models atterps from the knowledge graph. Both the entire
knowledge graph, and the individual views (subgraphs etdéchfrom the query module) can be subject to data
analysis. Tensor based representations [29] are alsodawyvio enable the direct application of existing matrix and
tensor based analysis libraries, as well as the definitiommdvative analysis algorithms efficiently dealing with
the multidimensional characteristics of the modeled keolgk.

Notice that in our integration framework a fundamental rigl@layed by asemantic engineFirst, it is adopted
in the source processing layer to provide an interpretatioweb/social/media elements extracted from the het-
erogeneous sources. In the source processing phase, thateeangine helps understand whether the considered
entities should be modeled as concepts or relationshipsi@raristing concepts, and helps provide a suitable set
of features based on their characteristics. Second, tharg@rengine plays an important role in the graph query
and analysis layer, where it assigns a semantic role to edehted node/edge.

In the following sections, we describe the three phases efrfimeworks in details. We first present in details
the definition of the knowledge graph, which is the core of ptoposal. Then we discuss how the data sources
are processed to extract the relevant information and ptgdhe knowledge graph. Finally, we define the formal

query and analysis framework.

IV. M ODELING CROSSNETWORK KNOWLEDGE

The core of our framework is the knowledge base that reptegba result of public actions of users in social
environments[[27],[128]. Combining different theoriesrfra@ognitive science [30][31], language philosophyl [32]
and social ontologyi [33], we recognize three classes otiesitiwhich will be mapped into three types of nodes
in the knowledge graphsubjectsi.e., users who take public actions (such as posting a ywsmtial objectsi.e.,
the result of public acts (such as a set of tweets posted byeg, ndconcepts physical and/or ideal objects
mentioned by subjects via their public actions. Any act (@raf acts) that can be identified by its trace, and has
a recognized social value is a social object. Given the sizthe domain of interest, and the granularity of the
analysis we are interested in, in this paper we choose to hsod@l objects to represent groups of similar actions
instead of keeping track of the individual subjects’ actionhis assumption could be relaxed if we were interested
in distinguishing every single users’ action (for exampéeywork towards personalized recommendation systems).

We capture different existing relationships between sibjand social objects, and between social objects and

concepts: a group of subjects that recognize a social vdlaa @actsupportsthe resulting social object (e.g. the



contractorssupportthe contract); a social objeatpresentsa social instance of some concepts on a precise context
(e.g. a video may represent a volleyball match). Otherimrlahips exist among entities of the same type. We call
these relationshipstructural dependencie®\ social objecto; is structurally dependenbn another objecb, if
01 is a part ofo, (e.g. a comment is a part of a video). A subject canstracturally dependentn a group of
subjects (e.g. a subscriber is a part of playlist subs@)biwat performed the same kind of actions on the same
social object. A concept may Istructurally dependendn a more general concept (e.g. hilarity is a specialization
of joy).

Finally, we capture the fact that social objects evolve withe. Hence, as a special case of representation
relationship, we consider thiemporal relationbetween a social object andt@mporal concepfe.g. a video has
been posted in a specific time instant, and has been viewédgdairspecific time period).

Based on the above, in the following subsection, we formadifine the knowledge graph.

A. Knowledge Graph

The knowledge graph (first introduced In_[27]) models all thkationships between social objects, subjects and
concepts introduced so far.

Definition 1 (Knowledge Graph)Let O, § and C be the sets of all social objects, subjects and concepts,
respectively. Let7 C C be the set of temporal concepts. The cross-network knowleglgph onO, S, and(,
is the directed weighted grapi®(V, E, W), where the set of vertices i = O U S UC, the set of edges is
E = E*wP U E™ U E*'" including edges representing support relationships esepitation relationships as well
as structural dependency relationships. In particl#lér” = {(s;,0;) s.t. s; € S, 0; € O} is the set ofsupport
edges;E"? = {(0;,¢;) s.t.0; € O, ¢; € C} is the set ofrepresentatioredges, andZ*!" = {(v;,v;) s.t. v;,v; €
SVu,v; € OVu,v; € C, i # j} is the set ofstructural dependencgdges. The edge weighting function is
W :E — (0,1].

Each nodey € V' has three attributes.label, v.subtype andv.magnitude, representing the name of the concept
associated to the node, an application-specific type anduh#er of instances of such concept recognized in the
data sources, respectively. Optionally, each edge £ may be characterized by an attributssubtype which
specifies an application-specific type. Moreover, givengbeof time concept§ C C, E™? C E"P denotes the
set of edgego;, t;), whereo;, € O, ando; € T.

A special subgraph of#¥ is the ontology graph. Vertices in the knowledge base arealtepts belonging to
C, defined as follows.

Definition 2 (Ontology Graph)The ontology graphG© (VO EC W©) is the subgraph ofZX induced by
Vo =c.

Thus, E© is a set ofstructural dependencgdges encoding several ontology relationships (such ast

vi“part
of”), possibly specified by the attributesubtype.

Fig.[d (left side) shows a small example of knowledge graplhicth every type of node and edge is represented.
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Fig. 1. An example of a knowledge graph representation wittypes of nodes and edges (left) and the social context derl (right).

V. EXTRACTING INFORMATION FROM SOCIAL MEDIA DATA SOURCES

In this section, we describe how the user-generated coptélicly available on social media is processed and

mapped to the concepts and relationships to be representad knowledge graph defined in Sectiod IV.

A. Facebook content

Facebook is the most famous and widespread social netvwpdetform. Since it has about 1.5 billions of
monthly active users, TV companies use it for stimulatingcdssions around TV shows. Through the website,
users may post, watch, comment, like or dislike any kind oftimedia comments: text comments, video, picture,
news articles and so on. Usually, Facebook posts have a l#ieorbut some posts can be commented by users
even many days (or even months) after their first publicatila then associate each Facebook post to a plurality
of commentsehodes defined as:

Definition 3 (commentset)Given a time intervalAT; = (titm,tznd) and a Facebook post, a commentset
CS(ATj, f) is a collection of comments posted duriddl; by users as a reaction to poft

We store posts that are closely related to a TV event, e.gause they are published by the broadcaster’s official
channel/user or by other users mentioning the TV event ititleeor in the description. Here, we define B¢ event
an individual episode of a television series (e.g., newgms, fiction series, magazines) or a single production
(e.g., a football match, a film, a live concert).

In particular, for each Facebook pastwe store: i) a social object nodg representing the Facebook post; ii) a
representation edgég ” linking o; to c. (the node corresponding to the target TV eventiii) a set N of social
object nodes; representing thév commentset&'S(ATj, f), j =1,..., N; iv) the attributeso;.magnitude that
represent the number of comments foin C'S(ATj}, f); v) two time nodeg. andt, for each commentset node

0j, With t..label = t},,,, andt,.label =t/ ;; vi) two edgese’"™ ande!,"” connecting each; to t, andt,.

€



Instead of storing the full textual content of the commerdsoaiated to the commentset, we only consider
the most relevant concepts referred by the text and belgngirthe following categoriepeople places events
emotions polarities We refer to these concepts aamed entitiesIn particular, for each category, we store: i)
a social object node. representing the category; ii) a concept nagefor each relevant concept referred by
CS(AT, f) and related to the category of; iii) an edQEe;EP connecting each concept nodgto o., and a weight
wj. that expresses the relative importance of the concggphote thatzj we; = 1); iv) a structure edges!” that
connects,. to o;, and a weightw.; expressing the relative importance of the categgryv.r.t. the other categories
(note that) " w.; = 1); v) the attributeo..magnitude that expresses the total occurrences of all concepts ctethec
to o..

Notice that, in this work, we refer to the wombnceptboth as an abstraction (e.g., person, tv show, event) and
as an instantiation of an abstract concept (e.g., “Barakn@ba“Late Show”, “Rio 2016 Olympic Games”). This
choice is justified by the necessity of considering the emtuof users’ perception of persons, events, places in
time. According to our assumption, for instance, “Arnolch&arzenegger” may be considered as a general concept
that can be associated to his career as an actor or as aipolitic

People who have contributed to the creation of social objece represented as well. As for concepts, we
include in the model only the most representative usersnigétg to the following categoriesiewers active users
uploaders andbroadcastersin details, for each user category, we store: i) a subjederg representing the user
category; ii) a subject node; for each relevant user extracted fr@iiy (AT, f) and related to the category referred
by s.; iii) a structure edg@jfj connecting each subject nodgto s., and a weightw;. that expresses the relative
importance of the userf in the considered category (note tlﬁg wj. = 1); iv) a support edge’:"” that connects
s. t0 0;, and a weightw.; expressing the relative importance of the categarw.r.t. the other categories (note that
> wei = 1); V) the attributes..magnitude that expresses the total occurrences of all concepts ctathems..

It is worth noting that YouTube videos can be processed askféak posts.

B. Twitter content

Twitter is certainly one of the most dynamic social netwogkiplatforms due to its well-known peculiarities
(among others, Twitter posts — called tweets — are limited40 characters and can be sent from any mobile
device). Any kind of live events is often followed by thoudarof tweets, thus providing a huge source of information
for the analysts. TV programs’ editorial boards are usedrep@se specific topics of discussions by using hashtags
triggering huge amounts of new tweets. Consequently, &witt often adopted as the preferred means to let the
audience express instant feelings and opinions about vghbheing broadcasted. As such, it is a key source of
information for our application. However, unlike Facebdhkt has a clear social unit (the post) corresponding to a
knowledge graph node, a social node in Twitter is harder ¢ntifiy. We may think about creating a node for each
tweet, but it has two main drawbacks: (i) it is often semailycpoor and (ii) the knowledge graph is subject to
a rapid explosion. Another possibility is to identify a pfiol Twitter user as a central social node. However, this
choice is questionable too: a Twitter user is similar to aeBaok user. It provides subjective representations of

the reality. To cope with this issue, we define a new sociatyenalled tweetsetdefined as follows:



Definition 4 (tweetset)Given a time intervaAT = (tstart, tend) @and a TV event, a tweetsefl'S(AT,e) is a
collection of tweets posted durindy7" and closely related te.

For instance, the retained tweets are those mentioningtdgsstand posted by users associated to a specific
TV event (e.g., the official Twitter users/hashtags). Ashsube portion of knowledge graph corresponding to a
tweetsetl'S(AT, e) is given by: i) a social object nodeg representing the tweetset; ii) a representation edge
connecting node; to nodec, corresponding to the TV evemt iii) the node attributen;.magnitude, initialized

with the number of tweets ii'S(AT,e); iv) two time nodes. andt, with ¢..label = tsqr+ aNdL,.label = tepq;

v) two edgese!”” ande!”” connectingo; to t. andt,,.
Finally, we consider the concepts referred by the text inttheetsets and the most relevant users. Both concepts

and users are stored in the same way as described in SEc#on V-

C. Enriching social media information with knowledge frolhe tEPG content

The official EPG is often provided as a static content by bcaatérs themselves. Although this makes us think
about EPGs as non-social content, in our application thésiraption is false. In fact, EPGs may be enriched by
information coming from the social platform that providesers’ rating, reviews, descriptions, and so on. Including
these social sources of information is required when theiafEPG content is poor. We consider a central social
node corresponding to the TV event, the unit of an EPG sckediiis node is connected on one side to concepts
identifying persons, places and events referred by each viénte on the other side to concepts related to the
TV event itself and its related TV program. In detail, the tfmr of the knowledge graph related to a TV event
broadcasted from timeé,,,; to time t.,q4, IS structured as follows: i) a social object noderepresenting the TV
event; ii) a representation edgg™ connecting node; to nodec,, the conceptual node corresponding to the TV
event; iii) two time nodes,. andt, with t..label = tars andt,.label = tenq; iv) two edgese!”™” and el
connectingo; to t. andt,,.

Finally, we consider some concepts referred by EPG sourctwifollowing categoriegpeople places events

genreandtv channel We refer to Sectiof VEA for a detailed description of howsheoncepts are stored.

D. Enriching social media information with domain ontolegi

In addition to the social part of the knowledge graph, we @ersother sources of knowledge that form the
subgraphG® of GX. In particular, we import ontology nodes from DBPét{for general purpose concepts nodes)
and a simplified version of WordNet-Aff&:(for sentiment/emotion concept nodes). Moreover, we arttie EPG
with conceptual nodes related to the TV events. In particwa link all TV event concept nodes to a TV program
node (for instance, we may link an hypothetical node coringrfDexter, Season 4, Episode 12" to another concept

node related to “Dexter, Season 4” in its turn linked to therengeneral concept of “Dexter (TV series)”.
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VI. QUERYING THE KNOWLEDGE GRAPH

The knowledge graph described in the previous section ctanpally represent huge amounts of rich, heteroge-
nous and time-evolving information. Accessing and quegyire graph in a simple but efficient way are then crucial
for the usability of the system. The result-set of each gearybe processed for visualization and analysis purposes.
To this end, we must define a simpler model to represent thetisst of a query on the Knowledge Graph<.

In particular, the result-set of a query is modeled as anrenttid weighted grapt/? = (V¥, E?, W), where
V@ is a set of verticesE? = {(vi,v;) s.t. v;,v; € V@} is a set of undirected edgel/? : VO x V¢ — R is
the function that associates a weighy; to each edgév;,v;) € E.

As an extension, the result-set may involve multiple quegpgs. Here, we consider a more general model
consisting of a collection ofV query graphg;® = {G?, e G%}.

We can now define the general form of a graph query:

Definition 5 (graph query):Given a knowledge grapli:®, a queryQ¥ (G¥,P,F) returns a collection of
query graphgs® = F(G'), where: F is a mapping functionFx : GK — G% that associates vertices, edges
and weights inGX to vertices, edges and weights §f; P is a selection predicate o6, i.e., a function
Pox : GE — {true, false}; G' C G¥ is the subgraph ofs* satisfyingP.

This general definition embraces potentially any kind obstbn query. However, in our system, we focus on
a specific type of query callesimilarity query The goal of this query is to provide a graph where two vestice
are connected if they are similar enough. The weight of ttgeembnnecting them measures the strength of their
similarity. Before providing the definition of similarityugry, we briefly introduce the definitions of social context
of a knowledge graph node. In the following, the set of alligzbsources is denoted b¥S.

Definition 6 (social context)Given a knowledge grapti® = (V, E,W) and a nodey; € V, a time interval
AT = (tstart, tend) @nd a set of social sourcdsS C S, the social context of; in K'S during AT is given by
the undirected grap@fgh GK | KS, AT) built on the subgraph of/* induced by the nodes ih’(gi, G, K8, AT) € o

andV{ ) € C where: V) is the set of the nodes; € O such that ()3(o;,t.) € E™?

vi, GK, KS, AT L GK_ KS,AT)

St tgtare < tedabel < tepg, (i) oj.s0urce € K.S, (iii) there is a path

Pij = ((vi, vig1)s (Vig1, Vig2)s - o5 (Vign—1,Vign))

wherev; ., = o; andVk =0...n, (Vitk, Vitki1) € BV (Vigks1,Visk) € ETP; VE is the set of

(vi, GK, K8, AT)
nodesc;, € C such thatd(o;, cx) € E™ and such that all edges are undirected.

In a few terms, the social context of a node is the subgrapicied by the social objects of a given social source
and the concepts associated directly to it in a given timerial. An example of social context is given in Hig. 1,
right side. The notion of social context is central for thdim&on of similarity querythat provides the similarity
graph of a given set of nodes. Thede similaritybetween two nodes is defined as follows:

Definition 7 (node similarity)Given a knowledge grap™ = (V, E, W), two nodes;, v; € V, a set of knowl-
edge source&x’ S C KS and a time interval\T', the similarity between; andv;, namelysim(v;, v;, KS, AT) is

a function of the grapk[?fjjh G, K8, AT) Y Gfﬁj, GK, KS,AT) s.t. sim(v;, v;, KS,AT) € R.
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We can now provide the formal definition of the central notafrsimilarity query

Definition 8 (similarity query):Given a knowledge grapi® = (V, E,W), a selection predicat® on V,
a mapping functionF, a set of knowledge source&S C KS and a time intervalAT, a similarity query
Q*™(GX,KS, P, F,AT) returns the query grapghi®, (V?, EQ W<), where:V'? = F(V'), whereV’ C V is the
subset ofV” satisfyingP; E@ = {(v;,v;) S.t.v;,v; € VOAL < jAsim(vi,v;, KS, AT) = sim(v;,v;, KS, AT) #
0}; W@ : V@ x V@ = R is the function that associates a weight; = sim(v;,v;, KS, AT) to each edge
(vi,v;) € E9.

We now show how to instantiate the similarity query in the Téfrdhin. In particular, we provide here a way to
compute theentity similarityin different similarity query formulations. We are partiatly interested in two types

of queries: concept similarity queries and cross-souncelaiity queries.

A. Computing concept similarities

The simplest type of query is the one that involves a targeseuof concept nodeS;,,.4.¢ C C. Such queries
may involve nodes of the same subtype (i.e., only people)des of two different subtypes (e.g., TV events and
people). The subtype of a node is stored in a node attribdkedcaubtype. Before introducing the definitions of
similarity, we define the notion of path strength between hedes:

Definition 9 (path strength)Given an undirected graphl = (V, E, W) s.t. each node hasraagnitude property,

two nodesv,, v, € V, and a generic path betweep andv, denoted by

Q) — €r,z41 €ert1,042 €xti,otitl €rin—1,z4n
P(Vz, Uy, G) = vy Vga1 Vgt .. VUpii . Vgdn,

wherev, 1, = vy, the strength op(v,, vy, G) is given by

n
str(p(vs, vy, G)) = vy.magnitude - H Vgti-magnitude - Wyti—1,p4i-
i=1

Note that when the magnitude of a node or the weight of an edgad defined, their default value is 1. Thanks
to this basic definition, we may define several similarity mestthat involve any two nodes of the graphs in the
following way:

Definition 10 (node similarity):Given a knowledge graptv’, two nodesv; andv;, a time intervalAT =

(tstart, tena) and a set of social sourcdsS C S, the similarity between; andv; is given by

sim (vi,v;, KS,AT) = 3 str (pi (vi,uj,Gfgi,GK,KS, ary UGE, r ks m))
p,EP

where P is the set of all paths in the graph resulting from the unionhef social context of; andv;.

In our application, this definition is too generic, since thieilarity may also involve less relevant paths.
Instead, we prefer to consider a TV event-driven similanrtyich involves multiple social sources whose individual
contribution to the metric can be controlled by the userttiemrmore, we focus on the distance between the subset
of concepts corresponding to thamed entitiesTo this purpose we employ the similarity between a named

entity nodec; and a TV event node$ by considering only a social sourée € KS. This similarity is noted
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sim (v&,v¢, {ks}, AT). Using this similarity function, we can compute the so-€dlTV event-based named
entity similarity between any two named entity concept nodes. In detail, giveat of TV evento”" C C, we
associate, to each named entity concept C, a vectore; = {ci1,...,Cik,--.,cin} Wheren = |CTV| and

cik = sim(c;, ek, {ks}, AT). The TV event-based similarity between two conceptandc; is then given by:
1 B 1
Ttfles el \/22:1 cix— cinl?
i.e., the similarity between two concepts is inversely pmbipnal to the Euclidean distance between their corre-
sponding TV event vectors. Notice th&tnry (c;, ¢;, {ks}, AT) € (0, 1].

simypy (¢, ¢, {ks}, AT) =

So far, we have considered each source as equivalent. Howexamay assign a different weight to each
knowledge source in order to let the user control the impaeeaof each source in computing the similarity. To this
purpose, we slightly modify the definition of TV event-bageined entity similarity by introducing an importance
coefficientay, for each sourcess, € KS (note that) , ap = 1). The weighted TV event-based named entity

similarity is then given by

simypy (ci,cj, KS, AT) Z ag - simpy (¢, ¢, {ksg}, AT).
ksr€KS

B. Named entity similarity graph

In Section[VI-A, we have provided the application-specifation of TV event-based similarity. We now have
all the necessary components to better describe how a nantitg-similarity graph looks like. LeV V¥ ¢ C be
a set ofm named entity concepts arld”V € C a set of TV events nodes. Tlemtity similarity matrixassociated
to the knowledge sourcks € KS is a matrix M}, € R™ ™ such thatm}s = simpy (vfZ,0NF {ks}, AT).
Furthermore, each valumff of the matrix is normalized b)Mm;?SH, wheremfs is the vector associated to the
j-th column of matrixM/%2,. We call it the normalized matrim.

As for the weighted TV event-based named entity similakitg, can control the contribution of each knowledge
source to the similarity matrix thanks to a weight veatarFor a given set'S C K£S of N knowledge sources,

the correspondingombined entity similarity matriMﬁ% is then given by

KS k k k
Myg =aiMyy+.. .+ o MGE+ ...+ anMyy

whereoy, € [0,1] and}_, oy = 1.

Definition 11 (TV event-based named entity similarity glajlet VVE < C be a set ofn named entity concepts
and the associated TV event-based similarity maM){@% The TV event-based named entity similarity graiph
undirected weighted graptly" (VNE, ENE WNE) where: ENE = {(oVF, 0 F) st o] B oNE € VNE A <

JAmMES =mhS £ 0}, WNE . VNE 5 VNE = [0, 1] is the function that associates a Welgdqg =m}55 to each

edge( NE NE) c ENE
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C. Cross-source similarities

We have shown how to compute similarities among conceptgs)dalt the knowledge graph structure can be
also leveraged to measure the strength of the connectiavebattwo nodes. In particular, we are interested in
measuring the similarity of two social objects belongingdifierent sources, enabling what we catbss-source
analysis For example, computing the similarity between a Facebamst pnd a tweetset may enable the discovery
of hashtags that are closely related to the post. To thisgse;pve slightly modify the definition of node similarity
(see Definitiord10):

Definition 12 (cross-source similarityfsiven a knowledge grapi’®, two social object nodes ando; belonging
to sourcesks; andks; respectively, and a time intervalT = (ts;qr¢, tena), the similarity betweem; ando; is
given by

simes (01,05, AT) = > str (pi (00,05, G5, o grasy.am) U Gl sy a1 ) )
piEP

where P is the set of all paths in the graph resulting from the unionhef social context ob; ando;.

Note that, in our model, concepts represent the connectergents among the social objects extracted from the
considered sources. For this reason, the relationship @sacial contexts depends on all paths that involve shared
named entities, like people, places, and events. It is wasting that the cross source similarity can involve subject

nodes as well, thus connecting users of different socialiangltforms.

VIl. AN INSTANTIATION ON ITALIAN POLITICS

In this section, we describe a real use-case of our framewoin Italian TV show nameEaIIarCH dealing with
Italian/European politics and broadcasted by RAI. Theiggcture implementing our framework has been described
in [27], [28@
focused our analysis oBallard episodes scheduled from January 1, 2015 to June 30, 201btytficair episodes).

. Our system has been collecting data related to 66 TV shavee $eptember 1, 2014. However we

This period has been interestingly full of political evefds many reasons: the important and controversial reforms
of the labor market, school and justice, the immigratiosisr{involving relations with the European Commission),
and the corruption scandal around Rome administratMafi6 Capital§. Some statistics about our dataset are
summarized in Tablg I.

We considered two social sources: Twitter and Facebookeboh episode, we collected all tweets containing
#Ballard (the official program hashtag) @@RaiBallaro(the official program account). Facebook comments were
collected from posts appeared in the official Facebook page.

In particular, we provide three analysis scenarios emhgpall analytical capabilities defined in Section VI: the
first example is about the analysis of a similarity graph;sbeond one involves the direct analysis of the knowledge

graphG¥; finally, in the third example we show an original cross-seuanalysis scenario.
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TABLE |
DATASET STATISTICS

Overall data | Selected period | Selected episodes
# months 18 6 6
# TV shows 66 44 1
# episodes 8,067 2,768 24
# tweets 26,924,690 8,697,890 321,503
# posts 295,912 112,262 6,702
# comments, 5,807,955 2,436,969 35,251
|O| 59,336 28,378 503
|S] 72,012 33,842 612
IC| 50,100 22,860 406
|Esup| 27,816 13,303 230
|EmeP| 192,318 91,966 1,601
|Estr| 176,379 84,533 1,467
| ptmp| 26,625 11,447 197
TABLE I

TOP BETWEENNESS CENTRALITY SCORES OF NODES FROM DIFFERENTGI®L NETWORKS.

(a) Twitter social network
Rank | Person Centrality
1 | Matteo Renzi 0.5244
2 | Matteo Salvini 0.1624
3 | Silvio Berlusconi| 0.0477
4
5

Murizio Landini 0.0379
Elsa Fornero 0.0139

(b) Facebook social network
Rank | Person Centrality
1 | Matteo Renzi 0.1662
2 | Massimo Giannini| 0.1550
3 | Silvio Berlusconi 0.1159
4
5

Matteo Salvini 0.0714
Beppe Grillo 0.0655

(c) Combined social network
Rank | Person Centrality
1 | Matteo Renzi 0.3089
2 | Matteo Salvini 0.1208
3 | Silvio Berlusconi 0.1008
4
5

Massimo Giannnini 0.0689
Maurizio Landini 0.0362

A. Social Centrality Study
The first example we consider here concerns the study of tip@rience (in terms of centrality) of persons

(politicians, television people, presenters, guestsjinduthe observation period. To perform this analysis, we

Ahttp:/fwww.ballaro.rai.it
5The details of the architecture and the experiments ardablaionline ai http://www.di.unito.it/pensa/papers/cimi6additional bdf


http://www.ballaro.rai.it
http://www.di.unito.it/~pensa/papers/cim16additional.pdf
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consider all the persons referred by the tweets and Facepostis associated to all episodes of the TV show
and build the underlying social network following the dediom of TV event-based named entity similarity graph
(see Definitio Il in Section VIIB). According to this defiait, there is an edge between two person nodes if
there exists a path between these two persons, traversing Eventnode. Interestingly, these paths may involve
cross-source nodes, i.e., the analysis of an individualceowvithout our knowledge integration framework, would
have led to a different, less precise, social network. Smoee than one tweetset and Facebook post may exist
during the week associated to each episode, for each epigedsimilarity graph is such that all the tweetsets and
Facebook posts are merged to obtain an aggregated epigu@sartation. Moreover, each of them is associated
to the set of the most mentioned persons during the consige¥god.

On our Twitter data, the above described analysis producstial network that we analyzed by computing the
betweenness centrality [34], [35] of each node (i.e., thelmer of shortest paths from all vertices to all others
that pass through that node), obtaining the results in These results show that Matteo Renzi is very
central for this TV program. He is the Italian prime ministerd he was strongly involved in each reform cited
before. It is important to note that he is the most centralkcephin terms of betweenness even if he participated
only in few episodes during the observation period. Theofeihg concept is Matteo Salvini, that is one of the
most active leaders of the center-right coalition esphclkaiown for his stance against illegal immigration and his
strong criticism on the rules coming from the European Cossion about economy and immigration.

The betweenness centrality computed for the Facebook dataeople belonging to the knowledge graph is
reported in Tablg T (B). The most important concept in teohsentrality is always Matteo Renzi, but, interestingly,
his centrality appears less dominant w.r.t. other peophés @&nalysis shows that one of the best ranked persons is
Beppe Grillo. This is probably due to the fact that Grilloigpporters are particularly active in this social media
platform. Thus, in this social network, the position of @rils more central than in the Twitter case.

By combining the two information sources, we may notice talatthe relevant information for both sources
is preserved, as shown by the ranked betweenness scoreble(llTé&c). In particular, Matteo Renzi, the Prime
Minister is still the most central concept and, almost a#l thost important Italian politics actors are in the first

positions of the ranking.

B. Popularity Study

The second experiment consists in computing the “episogmilpaty” of each person. The popularity of a
given node is related to the percentage of citations of tisecated persons’ names in tweets and Facebook post
comments. Notice that this information is stored in the klealge graph as the weight of the edge connecting each
person to thePeoplenode, by the resource extractors. Hence, to conduct thiysasawe only need to aggregate
the weights of the out-edges of each person node. Withingessource the aggregation is performed by merging
all social objects (a tweetset or a Facebook post) relateddiven episode. Then, each edge weight is multiplied
by the total number of occurrences of the concept nBedeple Finally, the cut-off method based on energy is

employed to filter out the less important entries. To consttie popularity in both Twitter and Facebook as a
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Fig. 2. Episode popularity (computed according to Equdiipof some cited persons from our knowledge graph

whole, we merged the Facebook post nodes and Tweetset nsslesaded to each episode. The resulting weight
for each person nodeis then computed as

w(i)an = - w(i)e + (1 = a) -w(i)y, 1)

wherew(i):, w(i)y andw(i),y are, respectively, the node weights of the edge connectinghe Tweetset node,
the node weights of the edge connectintp the Facebook post node, and the resulting weight assdctatthe
edge connectingto the aggregated social object node. In this experimentamsidered all sources with the same
weight, i.e.,a = 0.5.

Figure[2 shows the results for the top-ranked personalifiescan be seen, the popularity of Matteo Renzi is
quite stable during the observation period, while the paptyl of Maurizio Landini, one of the most important

trade unionists, is strongly related to episodes in whi@hrttain theme was the labor reform.

C. An Example of Cross-Source Analysis

As an example of the potential analysis scenarios that amédwork may enable, we consider non-trivial
associations between Facebook posts and Twitter hashithgse two objects are not immediately linked: users’
communities and social platforms are different. Howeweytmay have in common several entities (persons, nouns,
events, and emotions). Thanks to our framework, it is rasivaple to compute the entities that connect posts and
hashtags. We then construct a hashtaggost matrix (called\/) in the following way. For a given pogt and a
given hashtag, the valuemy,, of matrix M, is given bymy,, = sim.s (on, 0,, At), Whereo, is the social object
associated to the hashtago, is the social object associated to the Facebook pgsi\¢ is the whole six months
analysis period andim,, follows Definition[12 given in Sectioh VIIC. We repeat thisneputation for each pair
(h,p) of hashtagsh and postsp. We ignore all concept nodes related to emotions in this.cAsea result, the
association of all posts and tweets related to the monitpegibd, leads to a matrid/ of 179 most used hashtags
and 1,679 Facebook posts, consisting of 144,023 non-zduesia
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Fig. 3. Two examples of hashtag clusters about (a) econosfilcms and (b) foreign politics.

It is now interesting to obtain associations between granfpsashtags and groups of Facebook posts. As an
example, we may imagine cross-domain recommendation efdasting Twitter hashtags to people reading and
commenting Facebook posts. To compute relevant crossiatisos, we use aierarchical co-clusteringalgorithm
[36]. It identifies a hierarchy of clusters of rows and an a&#ed hierarchy of clusters of columns by optimizing
the Goodman-Kruskal’s association measure. The algorithm is parameter-lesshaiftticompact hierarchies with
n-ary splits. We apply this algorithm and consider two ceddevels of the hierarchy: the first level, with a coarse
grid of 3 x 3 co-clusters; the third level with a more fine-grained gridlafx 20 co-clusters.

We then associate each clusi@rof rows (Facebook posts) with the clustérof columns (hashtags) such that
W > her Dovec Miw IS Maximized.

As an example, we considered two results at different levethe hierarchical co-clustering. In the former,
considering the first hierarchical level, one of the row agster contains 164 Facebook posts that are associated
to a cluster of 72 hashtags. As can be seen in[Fig.|3 (a), theynastly related to discussions about the highly
debated economic reforms and school. The second exampelé-ig¢3 (D)) is extracted from the third level of the
hierarchical clustering and associates a set of 49 Facgbastk to the reported set of hashtags: as can be seen, the

set of terms depict the discussion, mostly debated by thteceght parties, around immigration and terrorism.

VIII. CONCLUSIONS ANDFUTURE WORK

In this paper, we proposed an integration framework in wHivhusers’ activities on different social media are
collectively represented, and possibly enriched with mreknowledge, such as information extracted from the
EPGs, or available ontological domain knowledge. We alsoudised different types of analysis that the integration
data model enables.

Many research problems remain open. As future work, we willrass the scalability issues which immediately
emerge when engineering an industrial system based on #semed framework. The intense activity of social
media users turns into the high dynamicity of the knowledgl. Hence, we are studying incremental (possibly

approximate) versions of the algorithms computing graptetgopularity measures.
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The data model allows us to track the temporal evolution efsisactivities. Thus, another future work includes
the application of innovative algorithms and techniquesitalyze time series extracted from the graph. This will
allow us to capture and study how social phenomena (pofielsrusers’ interests, and communities of users sharing
common interests) evolve in time.

Finally, for future work, we plan to leverage the most recesgearch results in social media analytics and
sentiment analysis to further improve our framework. Intipatar, we will adopt some event detection techniques
(such as the one presented |ini[37]) to support the autometéction of emerging topics in social media and we

will consider sentic computing [38], [39] and AffectiveSeal40], to bring sentiment analysis up to concept-level.
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