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S. Mathys,25 J. Matthews,86 J.A.J. Matthews,87 G. Matthiae,65, 66 D. Maurizio,88 E. Mayotte,81 P.O. Mazur,5

C. Medina,81 G. Medina-Tanco,13 V.B.B. Mello,37 D. Melo,11 A. Menshikov,76 S. Messina,89 M.I. Micheletti,74

L. Middendorf,41 I.A. Minaya,18 L. Miramonti,84, 47 B. Mitrica,40 L. Molina-Bueno,42 S. Mollerach,8 F. Montanet,27
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S. Sonntag,1 J. Sorokin,26 R. Squartini,21 D. Stanca,40 S. Stanič,73 J. Stapleton,10 J. Stasielak,38 F. Strafella,32, 33
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and Instituto Superior Técnico – IST, Universidade de Lisboa – UL, Portugal
3Osservatorio Astrofisico di Torino (INAF), Torino, Italy

4INFN, Sezione di Torino, Italy
5Fermi National Accelerator Laboratory, USA
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Université Grenoble-Alpes, CNRS/IN2P3, France
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32Università del Salento, Dipartimento di Matematica e Fisica “E. De Giorgi”, Italy

33INFN, Sezione di Lecce, Italy
34Karlsruhe Institute of Technology, Institut für Kernphysik (IKP), Germany

35INFN Laboratori del Gran Sasso, Italy
36also at Deutsches Elektronen-Synchrotron (DESY), Zeuthen, Germany

37Universidade Federal do Rio de Janeiro (UFRJ), Instituto de F́ısica, Brazil
38Institute of Nuclear Physics PAN, Poland

39Colorado State University, USA
40“Horia Hulubei” National Institute for Physics and Nuclear Engineering, Romania

41RWTH Aachen University, III. Physikalisches Institut A, Germany



3

42Universidad de Granada and C.A.F.P.E., Spain
43Institute for Mathematics, Astrophysics and Particle Physics (IMAPP), Radboud Universiteit, Nijmegen, Netherlands
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75Instituto de Tecnoloǵıas en Detección y Astropart́ıculas (CNEA, CONICET,

UNSAM) and Universidad Tecnológica Nacional – Facultad Regional Mendoza (CONICET/CNEA), Argentina
76Karlsruhe Institute of Technology, Institut für Prozessdatenverarbeitung und Elektronik (IPE), Germany

77University of  Lódź, Poland
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84Università di Milano, Dipartimento di Fisica, Italy

85Centro de Investigación y de Estudios Avanzados del IPN (CINVESTAV), México
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Ultrahigh energy cosmic ray air showers probe particle physics at energies beyond the reach of
accelerators. Here we introduce a new method to test hadronic interaction models without relying on
the absolute energy calibration, and apply it to events with primary energy 6-16 EeV (ECM = 110-170
TeV), whose longitudinal development and lateral distribution were simultaneously measured by the
Pierre Auger Observatory. The average hadronic shower is 1.33±0.16 (1.61±0.21) times larger than
predicted using the leading LHC-tuned models EPOS-LHC (QGSJetII-04), with a corresponding
excess of muons.

PACS numbers: Pierre Auger Observatory, ultrahigh energy cosmic rays, muons, hadronic interactions

INTRODUCTION

For many years there have been hints that the num-
ber of muons in ultrahigh energy cosmic ray (UHECR)
air showers is larger than predicted by hadronic inter-
action models, e.g., [1]. Most recently, the Pierre Auger
Observatory [2] compared the muon number in highly in-
clined events to predictions using the two leading LHC-
tuned hadronic event generators (HEGs) for air showers,
QGSJet-II-04 [3, 4] and EPOS-LHC [5, 6]. The observed
number of muons for 1019 eV primaries was found [7] to
be 30%-80% higher than the models predict assuming the
primary composition inferred from the depth-of-shower-
maximum distribution for each given model [8, 9], but the
significance of the inferred muon excess is limited due to
the uncertainty in the absolute energy calibration.

For a given primary energy and mass, the number of
muons is sensitive to hadronic interactions. Typically
about 25% of the final state energy in each hadronic in-
teraction is carried by π0’s, which immediately decay to
two photons and thus divert energy from the hadronic
cascade, which is the main source of muons, to the elec-
tromagnetic (EM) cascade. The hadronic cascade termi-
nates when the energy of charged pions drops low enough
that they decay before interacting, O(100 GeV). If the
average fraction of EM energy per interaction were in-
creased or decreased, or there were more or fewer gen-
erations of hadronic interactions in the cascade (which
depends on the primary mass and properties of the fi-
nal states such as multiplicity), the muon ground signal
would be lower or higher. Therefore, a significant dis-
crepancy between observed and predicted muon ground
signal would indicate that the description of hadronic in-
teractions is inaccurate, assuming that the composition
can be properly understood.

There has been excellent recent progress in compo-
sition determination [8–10], which provides a valuable
“prior” for modeling individual showers. Here we comple-
ment that progress with a new, more powerful approach
to the muon analysis which removes the sensitivity to
the absolute energy calibration. It is applicable to the
entire data set of hybrid events: those events whose lon-
gitudinal profile (LP) is measured by the Pierre Auger
Observatory’s fluorescence detector (FD) [2, 11] at the
same time the ground signal is measured with its surface
detector (SD) [2, 12].
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N | FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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FIG. 1. Top: The measured longitudinal profile of an illus-
trative air shower with its matching simulated showers, using
QGSJet-II-04 for proton (red solid) and iron (blue dashed)
primaries. Bottom: The observed and simulated ground sig-
nals for the same event (p: red squares, dashed-line, Fe: blue
triangles, dot-dash line) in units of vertical equivalent muons;
curves are the lateral distribution function (LDF) fit to the
signal.

The ground signal of an individual shower of a CR of
given energy and mass, depends primarily on the zenith
angle and the depth-of-shower-maximum, Xmax, because
together these determine the path length and thus atten-
uation of the electromagnetic and muonic components at
ground. In order to most simply characterize a possible
discrepancy between the predicted and observed prop-
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erties of the air shower, we introduce an energy rescal-
ing parameter, RE , to allow for a possible shift in the
FD energy calibration, and a multiplicative rescaling of
the hadronic component of the shower by a factor Rhad.
RE rescales the total ground signal of the event approxi-
mately uniformly, while Rhad rescales only the contribu-
tion to the ground signal of inherently hadronic origin,
which consists mostly of muons. Because the EM com-
ponent of the shower is more strongly attenuated in the
atmosphere than the muonic component, and the path
length in the atmosphere varies as a function of zenith
angle, RE and Rhad can be separately determined by fit-
ting a sufficiently large sample of events covering a range
of zenith angles.

In this analysis we test the consistency of the observed
and predicted ground signal event by event, for a large
sample of events covering a wide range of Xmax and
zenith angles. By selecting simulated events which ac-
curately match the observed LP of each event, we largely
eliminate the noise from shower-to-shower fluctuations in
the ground signal due to fluctuations in Xmax, while at
the same time maximally exploiting the relative attenu-
ation of the EM and muonic components of the shower.

The LP and lateral distribution of the ground signal
of an illustrative event are shown in Fig. 1, along with a
matching proton and iron simulated event; the ground
signal size is measured in units of vertical equivalent
muons (VEM), the calibrated unit of SD signal size [13].
Figure 1 (bottom) illustrates a general feature of the
comparison between observed and simulated events: the
ground signal of the simulated events is systematically
smaller than the ground signal in the recorded events.
Elucidating the nature of the discrepancy is the motiva-
tion for the present study.

The data we use for this study are the 411 hybrid
events with 1018.8 < E < 1019.2 eV and zenith angle
0◦ − 60◦ recorded between 1 January 2004 and 31 De-
cember 2012, which satisfy the event quality selection
criteria in Refs. [14, 15]. We thus concentrate on a rel-
atively narrow energy range such that the mass compo-
sition changes rather little [8, 9], while having adequate
statistics. This energy range corresponds to an energy of
110 to 170 TeV in the center-of-mass reference frame of
the UHECR and air nucleon, far above the LHC energy
scale.

Figure 2 shows the ratio of S(1000), the ground signal
size at 1000 m from the shower core [2], for the events in
our sample relative to that predicted for simulated events
with matching zenith angle, depth-of-shower-maximum
(Xmax) and calorimetric FD energy, for QGSJet-II-04 [3]
and EPOS-LHC [5]. For each HEG, the analysis is done
using the composition mix which reproduces the observed
Xmax distribution [8, 9]; we also show the result for pure
protons for comparison. The discrepancy between a mea-
sured and simulated S(1000) evident in Fig. 2 is striking,
at all angles and for both HEGs, and for both the mixed
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FIG. 2. The average ratio of S(1000) for observed and simu-
lated events as a function of zenith angle, for mixed or pure
proton compositions.

composition and pure proton cases.

The zenith angle dependence of the discrepancy is the
key to allowing RE and Rhad to be separated. As seen in
Fig. 3, the ground signal from the hadronic component is
roughly independent of zenith angle, whereas that of the
EM component falls with sec(θ), so that to reproduce
the rise seen in Fig. 2, the hadronic component must
be increased with little or no modification of the EM
component. This will be quantified below.

The analysis relies on there being no significant zenith-
angle-dependent bias in the determination of the SD and
FD signals. The accuracy of the detector simulations as a
function of zenith angle in the 0◦−60◦ range of the study
here, and hence the absence of a zenith angle dependent
bias in the SD reconstruction, has been extensively val-
idated with muon test data [16]. The absence of zenith
angle dependence in the normalization of the FD signal
follows from the zenith angle independence of EFD/ESD

of individual hybrid events.

PRODUCTION OF SIMULATED EVENTS

The first step of the analysis is to generate a set
of Monte Carlo (MC) events, to find simulated events
matching the LPs of the data events. The MC air-shower
simulations are performed using the SENECA simulation
code [17], with FLUKA [19] as the low-energy HEG. Sim-
ulation of the surface detector response is performed with
GEANT4 [20] within the software framework Offline [21]
of the Auger Observatory. We produce showers match-
ing each data event, with both HEGs and for all four
primary cosmic-ray types (proton, helium, nitrogen, and
iron nuclei), as follows:
• Repeatedly generate showers with the measured ge-
ometry and calorimetric energy of the given data event,
reconstructing the LP and determining the Xmax value
until 12 showers having the same Xmax value as the real
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event (within the reconstruction uncertainty) have been
produced, or stopping after 600 tries. For data events
whose Xmax cannot be matched with all primary types,
the analysis is done using only those primaries that give
12 events at this stage, in 600 tries [22].
• Repeat the simulation of these 12 showers at very high
resolution, and select the 3 which best reproduce the
observed longitudinal profile based on the χ2-fit. For
each of the 3 selected showers, do a full surface detector
simulation and generate SD signals for comparison with
the data. From these detailed simulations of 3 showers
that match the full LP of the data event, determine the
hadronic component of the simulated ground signal and
the shower-to-shower variance.

The choices of 12 and 3 showers in the two stages above
assure, respectively, that i) the LPs of the final simulated
data set fit the real data with a χ2 distribution that is
comparable to that found in a Gaisser-Hillas fit to the
data itself, and ii) that the variance within the simulated
events for a given shower is smaller than the shower-to-
shower fluctuations in real events. More than 107 showers
must be simulated to create the analysis library of well-
fitting simulated showers for the 411 hybrid events of the
data set. A high-quality fit to the LP is found for all
events, for at least one primary type.

QUANTIFYING THE DISCREPANCY

The history of all muons and EM particles (e± and
γ’s) reaching the ground is tracked during simulation,
following the description in Ref. [23]. Most muons come
from π± or K decay and most EM particles from π0 de-
cay. The portion of EM particles that are produced by
muons through decay or radiative processes, and by low-
energy π0’s, are attributed to the hadronic signal, Shad;
muons that are produced through photoproduction are
attributed to the electromagnetic signal, SEM . The rel-
ative importance of the different components varies with
zenith angle, as illustrated in Fig. 3. Once SEM and Shad

are known for a given shower i, with assumed primary
mass j, the rescaled simulated S(1000) can be written
as:

Sresc(RE , Rhad)i,j ≡ RE SEM,i,j+Rhad R
α
E Shad,i,j . (1)

The linear scaling of the EM contribution with RE is
obvious, as is the factor Rhad for the hadronic contribu-
tion. The factor RαE reflects the fact that the hadronic
signal increases slower than linearly with energy, since
higher energy events require more stages in the shower
cascade before the pions have low enough energy to decay
to muons rather than re-interact, and at each stage, en-
ergy is removed from the hadronic cascade. The value of
α is a prediction of the HEG and depends also on mass;
in practice both EPOS and QGSJet-II simulations find
α ≈ 0.9, relatively independently of composition [24]. We
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FIG. 3. The contributions of different components to the
average signal as a function of zenith angle, for stations at
1 km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJet-II-04.

investigated the sensitivity of our conclusions to the pos-
sibility that α predicted by the models is incorrect, and
find its potential effect is small enough to be ignored for
the present analysis [25].

The best fit values of RE and Rhad are determined
by maximizing the likelihood function

∏
i Pi, where the

index i runs over each event in the data set and the con-
tribution of the ith event is

Pi =
∑
j

pj (Xmax,i)√
2πσi,j

exp

[
− (Sresc(RE , Rhad)i,j − S(1000)i)

2

2 σ2
i,j

]
.

(2)
The index j labels the different possible primaries (p, He,
N and Fe), and pj (Xmax,i) is the prior on the probability
that an event with Xmax,i has mass j, given the mass
fractions fj in the interval 1019±0.2 eV (see Ref. [8] for
the fit to the observed Xmax distribution for each HEG):

pj(Xmax) = fj Pj(Xmax) /Σj′fj′ Pj′(Xmax), (3)

where Pj(Xmax) is the probability density of observing
Xmax for primary type j, for the given HEG. The
variance entering Eq. (2) includes (a) measurement
uncertainty of typically 12%, from the uncertainty in
the reconstruction of S(1000), the calorimetric energy
measurement, and the uncertainty in the Xmax scale, as
well as (b) the variance in the ground signals of showers
with matching LPs due to shower-to-shower fluctuations
(ranging from typically 16% for proton-initiated showers
to 5% for iron-initiated showers) and (c) the uncertainty
in separating Sµ and SEM in the simulation, and from
the limited statistics of having only three simulated
events (typically 10% for proton-initiated showers and
4% for iron-initated showers).
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TABLE I. RE and Rhad with statistical and systematic un-
certainties, for QGSJet-II-04 and EPOS-LHC.

Model RE Rhad

QII-04 p 1.09± 0.08± 0.09 1.59± 0.17± 0.09
QII-04 Mixed 1.00± 0.08± 0.11 1.61± 0.18± 0.11
EPOS p 1.04± 0.08± 0.08 1.45± 0.16± 0.08
EPOS Mixed 1.00± 0.07± 0.08 1.33± 0.13± 0.09

RESULTS AND DISCUSSION

Table I gives the values of RE and Rhad which max-
imize the likelihood of the observed ground signals, for
the various combinations of HEGs and compositions con-
sidered. The systematic uncertainties in the reconstruc-
tion of Xmax, EFD and S(1000) are propagated through
the analysis by shifting the reconstructed central values
by their one-sigma systematic uncertainties. Figure 4
shows the one-sigma statistical uncertainty ellipses in the
RE−Rhad plane; the outer boundaries of propagating the
systematic errors are shown by the gray rectangles.

The values of Rhad needed in the models are com-
parable to the corresponding muon excess detected in
highly inclined air showers [7], as is expected because at
high zenith angle the nonharonic contribution to the sig-
nal (shown with red curves in Fig. 3) is much smaller
than the hadronic contribution. However the two anal-
yses are not equivalent because a muon excess in an
inclined air shower is indistinguishable from an energy
rescaling, whereas in the present analysis the system-
atic uncertainty of the overall energy calibration enters
only as a higher-order effect. Thus the significance of
the discrepancy between data and model prediction is
now more compelling, growing from 1.38 (1.77) sigma to
2.1 (2.9) sigma, respectively, for EPOS-LHC (QGSJet II-
04), adding statistical and systematic errors from Fig. 6
of Ref. [7] and Table I, in quadrature.

The signal deficit is smallest (the best-fit Rhad is the
closest to unity) with EPOS-LHC and mixed composi-
tion. This is because, for a given mass, the muon signal
is ≈ 15% larger for EPOS-LHC than QGSJet-II-04 [27],
and in addition the mean primary mass is larger when
the Xmax data are interpreted with EPOS rather than
with QGSJet-II [9].

Within the event ensemble used in this study, there
is no evidence of a larger event-to-event variance in the
ground signal for fixed Xmax than predicted by the cur-
rent models. This means that the muon shortfall cannot
be attributed to an exotic phenomenon producing a very
large muon signal in only a fraction of events, such as
could be the case if micro-black holes were being pro-
duced at a much-larger-than-expected rate [28, 29].
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SUMMARY

We have introduced a new method to study hadronic
interactions at ultrahigh energies, which minimizes re-
liance on the absolute energy determination and improves
precision by exploiting the information in individual hy-
brid events. We applied it to hybrid showers of the Pierre
Auger Observatory with energies 6-16 EeV (ECM = 110
to 170 TeV) and zenith angle 0◦−60◦, to quantify the dis-
parity between state-of-the-art hadronic interaction mod-
eling and observed UHECR atmospheric air showers. We
considered the simplest possible characterization of the
model discrepancies, namely an overall rescaling of the
hadronic shower, Rhad, and we allow for a possible over-
all energy calibration rescaling, RE .

No energy rescaling is needed: RE = 1.00 ± 0.10 for
the mixed composition fit with EPOS-LHC, and RE =
1.00± 0.14 for QGSJet II-04, adding systematic and sta-
tistical errors in quadrature. This uncertainty on RE is
of the same order of magnitude as the 14% systematic
uncertainty of the energy calibration [14].

We find, however, that the observed hadronic signal
in these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The
best case, EPOS-LHC with mixed composition, requires
a hadronic rescaling of Rhad = 1.33±0.16 (statistical and
systematic uncertainties combined in quadrature), while
for QGSJet II-04, Rhad = 1.61±0.21. It is not yet known
whether this discrepancy can be explained by some in-
correctly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [27] or vector mesons [30]
(see Ref. [31] for a recent review of the many constraints
to be satisfied), while proposals for possible new physics
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are discussed in Refs. [26, 29, 32].
The discrepancy between models and nature can be

elucidated by extending the present analysis to the entire
hybrid data set above 1018.5 eV, to determine the energy
dependence of RE and Rhad. In addition, the event by
event analysis introduced here can be generalized to in-
clude other observables with complementary sensitivity
to hadronic physics and composition, e.g., muon produc-
tion depth [33], risetime [34] and slope of the LDF.

AugerPrime, the anticipated upgrade of the Pierre
Auger Observatory [35], will significantly improve our
ability to investigate hadronic interactions at ultrahigh
energies, by separately measuring the muon and EM com-
ponents of the ground signal.

ACKNOWLEDGMENTS

The successful installation, commissioning, and oper-
ation of the Pierre Auger Observatory would not have
been possible without the strong commitment and effort
from the technical and administrative staff in Malargüe.
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