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Abstract.  The value of thoroughly understanding the thermodynamics specific to a drug 

discovery/design study is well known.  Over the past decade, the crucial roles of water molecules in 

protein structure, function and dynamics have also become increasingly appreciated.  This 

Perspective explores water in the biological environment by adopting its point-of-view in such 

phenomena.  The prevailing thermodynamic models of the past, where water was seen largely in 

terms of an entropic gain after its displacement by a ligand, are now known to be much too 

simplistic.  We adopt terminology that describes water molecules as being “hot” and “cold”, which 

we have defined as easy and difficult to displace, respectively.  The basis of these designations, 

which involve both enthalpic and entropic water contributions, are explored in several classes of 

biomolecules and structural motifs. The hallmarks for characterizing water molecules are examined 

and computational tools for evaluating water-centric thermodynamics are reviewed.  The 

Perspective’s summary features guidelines for exploiting water molecules in drug discovery.  



 

 

1. INTRODUCTION 
 

 Structure-based drug discovery/design (SBDD) has been shown to be a reasonably 

successful strategy for identifying and optimizing lead compounds of therapeutic importance.  

SBDD has not proven, however, to be the panacea that had been envisaged at its inception1,2 nor in 

the successes3-5 and hype6-10 at the turn of the millennium.  It has turned out to be much more 

difficult than anyone expected at the beginning to exploit an X-ray crystal structure for a 

substrate- or ligand-bound or native protein for designing, synthesizing and implementing a high 

efficacy small molecule.  The problems inherent in turning an inhibitor into a drug are manifold11 

and beyond the scope of this Perspective. 

 There are a large number of contributing factors to the “failures” in SBDD, not the least of 

which was unrealistic expectations from the technology – especially at the time.  Only a very small 

fraction of the potential targets had been structurally characterized and solving X-ray crystal 

structures were difficult, often multi-year, endeavors.  In that light, Kuhn et al.2 described a 

number of cutting edge innovations: 1) molecular biology tools such as parallel expression to 

alleviate the bottleneck of obtaining suitable protein samples, which enabled the exploration of 

multiple constructs, homologs and variants for specific protein targets; 2) new developments in 

robotics and associated apparatus to process crystallization trials more efficiently, i.e., in a high-

throughput (HT) manner; and 3) diffraction data collection at synchrotron beamlines using flash-

cooling, robotics and automated and better structure solution methods for structure 

determination, e.g., single/multiple-wavelength anomalous dispersion (SAD/MAD) techniques.   

This article proved to be prophetic as the technologies mentioned have come to the forefront and 

the number and quality of protein crystal structures has soared in the last fifteen years, reaching 

about 110,000 in 2016.  The contributions of combinatorial and parallel syntheses must also be 

acknowledged: having much larger sources of putative ligands at our disposal is also clearly a 

boon to drug discovery,12,13 although their drug-likeness has been questioned.14  With those really 

big problems behind us, it would seem to be a simple matter to effectively apply physical 

principles of shape and electrostatic complementarity to SBDD in many biological problems, right?  

Not so fast!  There are numerous other issues at play beyond matching shape and character 



between a small molecule and binding site.  Nearly all of these issues can be summarized in one 

word: Thermodynamics!   

There are many moving parts in a protein-small molecule binding event – there can be, 

beyond the main actors, cofactors and solvent molecules (perhaps hundreds) that must be 

considered.  The protein and small molecule are never totally rigid bodies, and often possess 

significant flexibility.  Also, as stated by Dill,15 the formation of protein-ligand, protein-protein and 

protein-nucleic acid complexes are not simply easy to dissect two body interactions.  Everything 

is in motion, which is an inseparable and key part of thermodynamics.  Thus, each member of the 

biomolecular milieu may contribute statically and/or dynamically to the thermodynamics of the 

binding event (vide infra).  Numerous articles and reviews have been published over the past few 

decades to illuminate the energetics of protein-small molecule binding.  The reader is directed to a 

few.16-18  A large subset of such studies have commented on and often focused on the energetic 

roles played by water molecules in such associations.18-20  Klebe21 and Wang22 demonstrated that 

at least one water molecule is involved in the binding in about two-thirds of protein-ligand 

associations. 

Our understanding of water in the biological environment has evolved over the past decade 

or so, but the terminology, even in key articles, is not 100% consistent and the conclusions can be 

seemingly contradictory.  In our view, one large problem is that these articles are not generally 

written for medicinal chemists interested in drug discovery.  The goal of this Perspective is to fill 

this need with useful advice on one very significant topic: when and how to design molecules that 

effectively interact with or displace water molecules in an active site or at a protein-protein 

interface. 

 

 1.1.  A water-centric approach.  This Perspective is largely written from the point-of-view 

of a water molecule.  Almost nothing occurs in a biological event that doesn’t involve water 

molecules playing one or (usually) multiple important roles in the process.  Clearly, within a 

protein, a water molecule is better than an empty space.23  While the protein and ligand(s) are the 

star players in a drug binding association, the actions of water molecules, whether as individuals 

or in bulk, require detailed attention to really understand the process.  Moreover, when 

considered collectively, their influence multiplies and cannot be ignored or trivialized.  Water 

molecules usually have a significant, if not dominant, contribution to the free energy of ligand-

macromolecule binding usually associated with their regaining the entropy lost by the ligand 



when it bound.  This interpretation is seen in the hydrophobic effect and the release of protein-

bound water molecules, but is an oversimplification of the mechanism and its energetics.   

Perhaps counterintuitively, the water issue that has garnered the most attention in 

medicinal chemistry is actually what happens when they are removed.24  There are really two 

water displacement problems in medicinal chemistry: i) displacing waters from empty sites by 

inserting ligands and ii) displacing waters from sites already ligand-bound by growing chemical 

substituent groups onto those ligands.  The first problem is somewhat easier to solve because 

most empty sites are located in hydrophobic pockets, and the waters within are likely labile.  They 

are easy to displace and will generally provide an entropic contribution.  Water molecules found in 

a ligand-bound pocket will likely be in hydrophilic loci and predicting their displacement is not 

obvious.  This is typically the problem encountered in lead optimization, of which the 

development of the cyclic inhibitors of human immunodeficiency virus 1 (HIV-1) protease from 

about two decades ago is a classic example of water as a player in drug discovery.   

Acquired immune deficiency syndrome (AIDS) is caused by the HIV-1.  By the late 1980s, 

AIDS was considered an epidemic, and while nucleoside reverse transcriptase inhibitor 

treatments such as zidovudine (ZDV), also known as azidothymidine (AZT) (approved 1986), were 

efficacious with largely manageable side effects, it was widely perceived that another target 

protein was needed.25  To that end, HIV-1’s retroviral aspartyl protease was crystallized and 

solved by the Wlodawer group in 1989,26 and this ushered in an era of intense interest in SBDD, 

especially with respect to this protein.27  Many inhibitory compounds were designed based on this 

structure and an impressive number of co-crystal structures were solved and reported in just a 

few years.  One particularly interesting series of compounds for this story was the cyclic urea class 

developed by the DuPont Merck Pharmaceutical Co.28-30  In addition to an open conformation, the 

unbound protease’s (pdb: 1g6l31) active site (Figure 1A) contains several water molecules that are 

nominally displaced by the incoming ligands, a few that adapt to support ligand binding,33,34 and 

another that is tightly bound and generally retained.  Water “300”, found between the two 

catalytic aspartyls,32 is an easy target for displacement, as are a handful of other water molecules 

in the open pocket of the unbound HIV-1 protease.  Most interesting, however, is water “301”, 

which bridges between the isoleucines 50 and 50’ and non-cyclic (peptidomimetic) inhibitors such 

as CGP 53820 (pdb: 1hih29,30,35 )(Figure 1B).  Water 301 was not displaced until a concerted effort 

in drug design was undertaken to do so.28  Thus, one part of the interesting story of the cyclic 

inhibitors such as AHA001 is the sulfamide oxygens or urea carbonyls that very effectively mimic 



the hydrogen bond acceptor ability of the tightly bound and structurally key water 301 (pdb: 

1ajx36) (Figure 1C).  While that particular water molecule and the inspired drug design that 

displaced it have places in history, what were the real thermodynamic consequences?  Water 301 

was only one of several water molecules in the unbound protein’s active site; what energetic roles 

did the others play?  With the computational tools and understanding of today, in contrast to 20+ 

years ago, is rational water targeting in drug discovery/design better developed?  To discuss these 

issues is the goal of this Perspective.  In short, is water a largely untapped resource for drug 

discovery? 

 

 

2. BIOMACROMOLECULAR STRUCTURE FROM WATER’S POINT OF VIEW 
 

Water has a seemingly very limited set of tools to work with: just two hydrogen bond 

donors, its protons, and two hydrogen bond acceptors, its lone pairs.  Clearly, all water molecules 

are identical and we will not learn much by trying to study the water molecules themselves.  

Instead, we have to query their environments in order to extract useful information.  In this 

section of the Perspective, we are examining protein structure and chemistry from the water 

molecules’ point of view.  Our thesis is that a deeper understanding of water-involved phenomena 

from this viewpoint will illuminate the much more complex events of ligand binding and other 

biological macromolecule associations, which we begin to focus on in Section 3.  First, we will 

explore the roles that water plays in the structure and (bio)chemistry of macromolecular systems.  

Next, we will explore how to evaluate the relationship between each water molecule and its 

environment, and discuss how such an understanding is the first step to exploiting water 

molecules for drug design. 

 

2.1.  Roles of Water in Structure.  It is well known that water is fundamental to life at 

every scale of biology, from subnano to macro.  In particular, many reviews have described protein 

structure and highlighted the contributions of water.  Here, we briefly review the structural roles 

of water, but as mentioned above, are presenting the myopic view that the water molecules have 

of their structural roles: 1) water molecules are often found “standing in” for other functional 

groups (for a few examples, see Figure 2A).  These functional groups can be “missing” from the 

protein(s), ligand(s) or other cofactors; 2) water molecules have a simple role as extenders – 



adding a water to an acidic or basic residue functional group can project that same property up to 

about 3 Å away (see Figure 2B).  They are often found associated with aspartate residues arranged 

in such a way that together they are “isosteric” to glutamate residues.  Such a role is particular 

important in protein-polynucleotide recognition (see 4.2.5.); 3) similarly, a water has the ability to 

invert a residue or any functional group from an “acid” to a “base” or vice versa (see Figure 2C).  

We have previously proposed that water molecules act as “nanobuffers” because of their ability to 

adapt to pH changes by simply rotating;[ref 167] 4) lastly, water molecules fill in voids.  Water 

molecules are found abundantly in unoccupied binding or active sites, but also can be trapped as a 

consequence of protein folding and assembly (Figure 2D), at protein-protein interfaces (Figure 

2E) or in other scenarios.  Nature generally fills most such voids with water molecules, even when 

their presence seems counterintuitive on energetic grounds (vide infra).  Another, more dynamic, 

role for water is its influence on translational diffusion dynamics around protein surfaces [D. 

Russo, G. Hura, T. Head-Gordon.  Hydration Dynamics Near a Model Protein Surface Biophysical J. 

2004, 86, 1852–1862], which has a potentially large influence on protein function and protein-

protein recognition. 

 

2.2.  Roles of Water in (Bio)chemistry.  Water is, of course, both a media with unique 

properties and a potent chemical reactant.  A number of those roles are discussed here. 

 2.2.1. Water as Solvent.  While water is not really the “universal solvent”, it does dissolve 

more substances than any other liquid.  It is highly polar and thus able to charge-separate many 

ion pairs and solubilize inorganic salts (see Figure 2F).  Only medium to highly hydrophobic 

substances do not have some water solubility.  Also, because of its very high dielectric (relative 

permittivity, εr) of around 80, water modulates charge-charge interactions, including hydrogen 

bonding, to energetically accessible – and potentially reversible – ranges.  It is highly unlikely that 

anything remotely similar to our notion of “life” would have developed in vacuum, where every 

interaction would be eighty times stronger. 

 2.2.2. Water as Reactant.  Another of water’s remarkable properties is it is both a weak acid 

and a weak base.  Water can be both a proton donor and a proton acceptor to strong or weak 

inorganic acids and bases, to a host of other organic functional groups that are either acidic or 

basic, and even to other water molecules (amphoterism).  Water is thus both a weak nucleophile 

and a weak electrophile.  In essence, it is ready for just about anything!  Reactions that involve 

water under biological conditions are termed hydrolysis and the enzymes that perform such 



reactions are hydrolases.  Prominent among this enzyme class are: esterases such as nucleases, 

phosphodiesterases, lipase and phosphatase; DNA glycosylases, glycoside hydrolase, proteases 

and peptidases.  Lastly, water is consumed and formed, respectively, in perhaps the most 

important reactions in biology:  

 

ATP + H2O → ADP + H2PO4– + ENERGY 

O2 + 4H+ + 4e– → 2H2O 

 

 The ATP hydrolysis (see Figure 2G) is so exothermic that it can be coupled with 

thermodynamically unfavorable reactions to give an overall favorable (negative) free energy for 

many biologically important reaction sequences.   

 2.2.3. Water as Catalyst.  As a special case, water may be considered to be a catalyst as well 

as nucleophile and solvent in the same reaction.  Such spontaneous reactions are pH-independent 

hydrolytic processes that involve transfer of ≥ 1 proton(s) to or from water molecules in the 

transition state of the rate-determining step.  Here, one water molecule is a nucleophile while 

others are generally performing as bases.  Well-studied examples include the hydrolysis of alkyl 

halides, alkyl and aryl sulphonates, esters and amides where water is a nucleophile. 

 2.2.4. Water as Lubricant.  As water is by definition not hydrophobic, it can act as a 

lubricant to interfere with hydrophobic interactions in hydrophobic environments (see Figure 

2H), which is kind of a stunning role reversal for polar and hydrophobic species!  Also, water 

molecules, because of their ability to facilely form, break and reform hydrogen bonds: 1) promote 

fast conformational fluctuations as residues in unstructured proteins “flicker” between structured 

regions in Ramachandran space at picosecond rates,37 a time scale that is similar to 

rearrangements in the bulk water hydrogen bond network.  Solvent water molecules thus hydrate 

residue-residue interactions at various conformational transitions (see Figure 2I); and 2) new 

concepts for friction and lubrication are being applied to molecular machinery possessing 

hydrogen-bonded components.  Adding small amounts of water accelerates the relative motion of 

components, but the addition of other protic liquids has much weaker or even opposite effects.38  

Key is water’s ability to participate in evolving three-dimensional hydrogen-bond networks 

between critical parts of the machine.   

2.2.5.  Diffusion and Water Wires.  Even in bulk, the structure of water is constantly 

changing as its hydrogen bonds (up to four per water) rapidly break and reform with different 



partners at fairly low energy cost; this continues even when other polar (hydrogen bond donor or 

acceptor) moieties are involved.  This reduces barriers for molecular motion.  Water has been 

suggested by Kier, Cheng and Testa to structure itself around protein surfaces in a way that 

facilitates ligand diffusion to binding loci.39  Similarly, proton hopping (the Grotthuss mechanism) 

through a water network (Figure 2J) is why the conductivity of water is relatively high.   It has 

been proposed40 that proton hopping is key in the functioning of membrane channels and axon 

nerve conduction, and may even offer an explanation for the initiation of nerve impulses following 

an effector-ligand encounter.  

 2.2.6. The Hydrophobic Effect.  This alone is the subject of many books, but to keep it simple 

here, hydrophobic entities are nonpolar groups, which means they generally do not possess lone 

pairs or protic hydrogens and are not amenable to interactions with water.  The hydrophobic 

effect arises because water molecules are driven to self-associate (Figure 3A) as well as associate 

with other chemical groups possessing protic hydrogens or lone pairs (Figure 3B).  The driving 

force for this association is quite high, and nonpolar groups or species are excluded from, or may 

be encapsulated by, an evolving extended network of water (Figure 3C) and/or polar functional 

groups.  This, in turn, forces hydrophobic moieties in the milieu together (Figure 3D).  For 

example, the hydrophobic cores of most soluble proteins are the consequence of the more polar 

and water soluble sidechains being solvated by bulk water on the proteins’ exteriors, resulting in 

the apolar sidechains being forced inside the protein to avoid interaction with the water.  Much 

debate has ensued over the years concerning terminology to describe this phenomenon: while 

clearly there is no “hydrophobic bonding”, in this scenario is there actually a “force”? 

 It is simple to argue that the van der Waals’ (London Force) attraction (Figure 3E) supports 

the notion of a hydrophobic force because the ideal atom-atom distance for a hydrophobic 

interaction as seen in X-ray crystal structures exhibiting this structural feature is essentially the 

same as the sum of atomic van der Waals’ radii.  On the other hand, there is generally a small 

positive partial atomic charge (relative to the generally electronegative heteroatoms) on 

hydrophobic functional groups like methyls, etc. that is normally manifested with the proton 

charges > 0 and carbon charges < 0, with a net positive sum.  This seems to indicate that, from a 

Coulombic pairwise atom-atom view (Figure 3F), hydrophobic interactions are repulsive!  Thus, 

application of “first principles” physics with atom-atom pairwise potentials cannot account for the 

hydrophobic effect.  The hydrophobic interaction is clearly an emergent property.  To date, no 

physics-based forcefield calculation, i.e., with all-atom molecular dynamics, has simulated the 



effect.  Instead, more phenomenological approaches are usually used to represent and quantitate 

these effects (vide infra).  Despite interactions between water molecules being the root cause of 

the hydrophobic effect, its observed effect on structure may not explicitly include them. 

 2.2.7. Desolvation from Water.  Related to the hydrophobic effect is what might be thought 

of as its flipside – desolvation.  Discrete molecules in water solution have many specific 

interactions with individual water molecules, are encaged by water molecules, or are subjected to 

some combination of these two extremes (Figure 4A).  Encagement serves the best interests of the 

network of water and polar moieties because the resulting “complex” would be polar and very 

water-like.  The role and point-of-view of the water molecules is simple: in solution each water 

molecule’s role is to hydrogen bond with a polar atom of a molecule or with another water in the 

most energetically favorable way.  Analogously, water molecules “fill” hydrophobic pockets, 

tunnels, etc. of proteins, and are largely stabilized by inter-water interactions,[refs] which would 

be particularly strong in low dielectric hydrophobic loci.  Other water molecules make direct 

hydrogen bonding interactions with surface or pocket residues (Figure 4B). 

However, upon the interaction of two solvated species, such as a ligand binding to a protein 

(Figures 4C and 4D), the cage-like portions of the networks and the unanchored waters in 

hydrophobic regions of proteins are generally stripped away with ease.  These actual interactions 

were mostly between water molecules.  All other “sterically redundant” water molecules are 

released to other roles, some energetically favorable for the resulting complex and others 

considerably less so.  These phenomena define desolvation.  A few water molecules, in either the 

protein site or associated with the incoming ligand, have interaction roles that must be reprised in 

the complex or require retention of that water molecule.  This results in a potentially large 

number of resulting interactions between the species (Figure 4E) with great diversity. 

All of the above are key points for later discussion, and are, in fact, the purpose of this 

Perspective.  One construct that we believe is very useful for considering and discussing the 

energetics of water molecules is to classify them as hot or cold depending on their environments.  

A hot water is one that possesses relatively high internal energy, is mobile and not energetically 

stable in its environment.  A cold water is then very much the opposite.  Before we discuss hot and 

cold water further, we briefly present some important concepts and principles of 

thermodynamics. 

 

3. THERMODYNAMICS OF WATER IN BIOLOGICAL SYSTEMS 



 

3.1.  Thermodynamic Laws.  In Albert Einstein’s words, “A theory is the more impressive 

the greater the simplicity of its premises is, the more different kinds of things it relates, and the more 

extended is its area of applicability. Therefore the deep impression which classical thermodynamics 

made upon me. It is the only physical theory of universal content concerning which I am convinced 

that within the framework of the applicability of its basic concepts, it will never be overthrown.”41  

The terminology of thermodynamics as it applies to water in the biological environment should be 

briefly reviewed.  

3.1.1. Basic Thermodynamics in 60 Seconds.  The Law of Thermodynamic Equivalence states 

that if two systems are in thermal equilibrium with a third, then they must be in thermal 

equilibrium with each other, which defines thermodynamic systems as possessing reflexive 

properties.  The Zeroth Law is the basis for the scientific definition of temperature. 

The Law of Conservation of Energy states that energy cannot be created or destroyed in an 

isolated system, i.e., ∆U = 0, where ∆U is the total energy of the system.  However, in a non-isolated 

(open) system, where energy and matter can flow from the system to the surroundings and vice 

versa, then the internal energy, U, can change.  As we are interested in biological systems, it is 

convenient to define the additional state function, enthalpy, which is a measurement of energy in 

a thermodynamic system equivalent to the total heat content of the system.  In particular, enthalpy 

includes the internal energy, U, which is the energy required to create a system from scratch.  It is 

defined as a state function because it depends only on the prevailing equilibrium state, i.e., its 

internal energy, pressure, and volume.  The total enthalpy, H, of a system cannot be measured 

directly, but ∆H expresses system energy changes at constant pressure in many chemical, 

biological and physical experiments. 

The Law of Irreversibility states that the entropy (S) of an isolated system is constant (∆S = 

0) when a change is reversible and rises when a change is irreversible, i.e., spontaneous: ∆S > 0.  S 

is another state function and its increase is a measure of the degradation and dispersion of energy 

from the system to the universe.  Energy always flows to achieve spatial homogeneity of matter, 

energy and temperature.  This Law serves to define the concept of entropy, which by definition 

measures how much thermal energy cannot be used to do work.  Like enthalpy, it is usually more 

correct to describe changes in entropy (∆S) rather than absolute entropy S.  While entropy is 

commonly thought of as a measure of “disorder”, this is just another way of defining 

irreversibility.  



The Law of Absolute Zero states that the entropy of a system is zero at 0 K.  In other words, 

the entropy of a system at absolute zero is zero, but it is impossible for any process, even ideal, to 

reach this absolute zero entropy in a finite number of steps.  Reaching absolute zero temperature 

or entropy is thus impossible.  While this is not practically important for most purposes of 

everyday thermodynamics, it does provide a reference point such that absolute entropy can be 

calculated. 

 The Gibbs energy is another state function also known as free enthalpy.  It is the maximum 

work that may be obtained from a process.  At the standard (T = 298 K) constant (i.e., isothermal) 

temperature and standard (1 atm) constant (i.e., isobaric) pressure, Gibbs energy is most often 

expressed as  

 

∆G = ∆H – T∆S.   

 

It is evident that the value and the sign of ∆G depends of the algebraic signs of ∆H and ∆S and of 

the absolute temperature T.  When ΔG > 0 for a process (reaction), it is termed endergonic and 

external (non-pressure/volume) energy would have to be added to the system to make the 

reaction energetically possible; e.g., it may be enabled by coupling it with another reaction such 

that the total ΔG < 0.  In cases of a negative ΔG, the reaction is called exergonic and should be 

spontaneous until equilibrium is reached.  

 Clearly, the Gibbs energy is a gold standard metric for evaluating the merits of a particular 

reaction, and it can be measured directly because of the simple relation between the equilibrium 

constant (K) of a reaction and ΔG:  

 

ΔG = ΔG° + RT ln { [products]/[reactants] }; 

at equilibrium: ΔG° = −RT ln K,  

 

where R is the Boltzmann constant.  Enthalpy can be measured by calorimetry and entropy is most 

often calculated from independently measured ΔG and ΔH, especially for systems – like protein-

ligand complexes – that are difficult to obtain in large quantities.  Thus, it is difficult to predict ΔG 

because to do so one would have to simultaneously predict ΔH and ΔS.  But, more importantly, for 

a plethora of reasons, enthalpy and entropy are linked, and assigning the origin of an observation 

to be either enthalpic or entropic is not at all straightforward.  One reason is enthalpy–entropy 



compensation (see section 3.4), which has been suggested to result from an intrinsic property of 

hydrogen bonds42 or is mechanically induced by solvent.43  However, the compensation effect has 

been suggested to be an artifact of data from a limited temperature range or from a limited range 

for the free energies.44,45  Importantly, the basis of compensation is in the isokinetic plot (i.e., ΔH 

vs. ΔS), which is unfit in principle for substantiation because ΔH vs. ΔS are, as mentioned above, 

measured in the same experiment.46   

 3.1.2. Chemical Potential.  The chemical potential (or partial molar free energy) provides an 

alternative way of describing molecular energetics [Job, G.; Herrmann, F.  Chemical potential–a 

quantity in search of recognition. European Journal of Physics. 2006, 27 (2): 353–371; Simonson, 

T. The Physical Basis of Ligand Binding, in In Silico Drug Discovery and Design: Theory, Methods, 

Challenges, and Applications, Cavasotto, C. N., Ed., CRC Press, Boca Raton, Florida, 2016, pp. 3-44.].  

It is potential energy that can be absorbed or released during a chemical reaction, e.g., as in ligand 

binding.  The chemical potential of a particular species (like water molecules) in a mixture is the 

partial derivative of the free energy with respect to the amount of that species, while all other 

concentrations remain constant.  Thus, at equilibrium, the total sum of chemical potentials is zero 

because the system’s free energy is at a minimum value.  Also at equilibrium, the chemical 

potentials of all identical participants – such as water molecules – should be identical.  However, 

the process of ligand binding, and the behavior of the involved molecules, especially the waters, is 

a perturbation of the system and changes chemical potentials as we describe in Sections 4.1 and 

4.2.   

3.1.3. Applying Structural Data.  Our knowledge of chemical reactions like ligand binding, 

which mostly involve non-bonded interactions, is most often just one or two snapshots (usually X-

ray crystal structures) – before and after.  (And the “before” data, when available, can be very 

misleading due to the likely-to-come structural rearrangements.)  Unwinding the reaction can be 

like a detective arriving at a murder scene and sifting through the various clues.  In this 

Perspective we explore the role of water molecules in protein-ligand complexes, and especially, in 

using them as tools for designing ligands with improved efficacy and properties.  The difficulties of 

studying the thermodynamics of ligand binding are multiplied many-fold when we attempt to 

focus on one or a handful of water molecules of relevance to the reaction amongst the many 

thousands associated with each protein and/or ligand in the pre-interaction milieu.  Also 

unfortunate is that we can’t experimentally label a single water so that we can trace its behavior 

amongst all of the others.  Nevertheless, there is a sizeable body of literature on water in biological 



systems.  We will first report what is known experimentally about the thermodynamics of such 

water molecules, and then will survey some of the vast collection of theoretical work from the past 

several decades.   

 

 3.2.  What we really know.  Despite all that is known about thermodynamics, it is quite 

difficult to carry out definitive experiments on the role of water molecules in biomolecular 

systems because water is also the solvent and in overwhelming abundance.  In addition, very few 

experiments operate on a single molecule rather than a very large collection of them.   Even the 

smallest crystals contain around 1012 complete protein molecules that are time and space 

averaged in their X-ray diffraction patterns.  Cryo-electron microscopy samples molecules one at a 

time, and are approaching atomic resolution, but the final structure models are constructed from 

data of thousands to millions of identical frozen molecules that have been selected, aligned, and 

averaged to create high-resolution maps.  It is thus almost impossible to study isolated water 

molecules in binding sites.  Changing the medium to another solvent is also futile since this almost 

always affects macromolecule shape.   

Experiments from the late 1970s highlighted the role of water in molecular recognition 

with organic host-guest complexes.47-49  A variety of host compounds with multiple centers 

capable of interacting in complementary ways with numerous guests were synthesized, and 

evaluated in multiple solvents.  Host-guest complexation was found to be particularly favorable in 

aqueous solutions,49 thus showing for the first time that water plays a major role in molecular 

recognition.  This was attributed to “hydrophobic effects”, caused by a release of water molecules 

and a concomitant gain in entropy, ΔS˚.  This view of the role of water in molecular recognition 

was not challenged until 1988, when Ferguson et al. showed that complexation of benzene in a 

cyclophane host molecule is enthalpy driven, and accompanied by a slightly negative entropic 

change.50  Studies by Harata et al.51 of α-cyclodextrins showed similar results.  Also important 

result from solution studies was that Raman scattering52 confirmed the presence of bifurcated 

hydrogen bonds to water, i.e., a single water molecule may interact with five neighboring waters.53  

Such penta-coordinated water molecules cause defects in the tetrahedral hydrogen bond network 

preferred by liquid water, and lowers the energy barrier between different arrangements of the 

network.  Introducing an inert hydrophobic solute, however, prevents water molecules in its 

hydration shell from interacting with a fifth neighbor and slows the involved water molecules’ 

molecular motions, which ultimately impacts the system’s thermodynamic characteristics.  



3.2.1 Structural insight.  By the mid-to-late 1990s, the emphasis in thermodynamic studies 

shifted to exploiting structural data.  The rapidly increasing availability of X-ray (and neutron) 

diffraction-solved protein structures, many at atomic or near-atomic resolution, multidimensional 

NMR data,54 which can with considerable effort yield information on water molecules in protein 

structures (and, in solution rather than solidified in crystals), and data from increasingly accurate 

isothermal titration calorimetry (ITC) experiments,55 yielded an more detailed understanding of 

the roles of water in molecular recognition.  Ringe showed with protein crystals soaked in organic 

solvents that active site water molecules of elastase are easily displaced, even compared to those 

on the protein surface.56  These active site water molecules were also more disordered, and thus 

abide by balancing their entropies of liberation and enthalpies of removal.  One set of protein X-

ray crystal structures that highlighted the multiple roles of water molecules in protein-ligand 

binding is that of the bacterial oligopeptide binding protein (OppA),57,58 which transports small 

peptides into gram-negative cells.  This protein has to bind tightly to very chemically diverse 

ligands in order to fulfill its biological role, i.e., it requires binding plasticity in order to 

accommodate a large variety of ligand shapes and chemical types.  The combination of X-ray 

crystallography and ITC showed that water molecules play a central role in peptide ligand binding 

by OppA.59  Each peptide requires the presence of a specific number of water molecules in the 

active site; their behavior changes the pocket volume, shields electric charge due to their high 

dielectric, and by simply reorienting changes the site’s hydrogen-bonding pattern.  Thus, even a 

small set of water molecules can produce a major impact by weakening unfavorable charge-charge 

interactions and by preserving hydrogen bonding.  Also, water burial near the ligand can greatly 

favor binding; in contrast to the then prevailing dogma that the entropy gain from water 

displacement was the primary energetic contribution to improved binding free energy. 

While one cannot label a single water in order to quantitate its contributions, nor forcefully 

include or remove a water from a binding site except through chemically modifying the protein or 

ligand, studies that combined structural and calorimetric analyses have shed some light on 

hydration energetics.  Ladbury’s 1996 review23 first brought into focus the importance of water in 

structure-based drug discovery, as well as understanding the associated thermodynamics.  In the 

mid-1990s data were not yet available concerning the thermodynamic impact of incorporating 

water molecules into protein-ligand interactions, but related data suggested that such an inclusion 

could increase the affinity of the ligand for the protein.  Upper limits for enthalpies (∆H˚ = -3.8 kcal 

mol-1) and entropies (T∆S˚ = -2.1 kcal mol-1) for transfer of a single water molecule from bulk 



solvent to an interface in crystalline salt hydrates,60,61 yields an estimated free energy change 

(∆G˚) of -1.7 kcal mol-1.  Cooper’s 2005 analysis of the growing body of direct experimental 

calorimetric data for protein folding, protein–protein, protein–ligand interactions, etc.62 showed 

that, depending on the number of formed hydrogen bonds, each water site that is made 

unavailable yields a ∆H˚ contribution of -1.5 to -3.0 kcal mol-1 and a T∆S˚ contribution of about -0.8 

kcal mol-1, i.e., with ∆G˚ -0.7 to -2.2 kcal mol-1.  In aldose reductase, sorbitol was found to bind with 

nearly equal affinities to both the wild-type (-9.0 kcal mol-1) and Leu300Pro (-9.2 kcal mol-1) 

protein variants.63  One water molecule bridging between sorbitol and the wild-type enzyme is not 

found in the proline mutant – probably because it was associated with the leucine’s amide proton, 

which is no longer available.  Sorbitol binding to the wild-type more favorable enthalpically by 1.2 

kcal mol-1, but more expensive entropically by 1.4 kcal mol-1 compared to binding to the mutant 

enzyme.  Thus, retaining the water molecule in the wild-type protein’s binding site has an 

enthalpic advantage that compensates for the entropic cost of constraining it, while the mutant 

gains in entropy by releasing the water but loses the enthalpy attributable to the hydrogen bond.  

The caveat that quantitation of thermodynamic effects is case specific should be looked at 

in more depth.  First, the conditions (temperature, solvent, etc.) under which structural and 

calorimetric studies are performed differ significantly.  Second, completely attributing measured 

thermodynamic parameters for binding as a consequence of water is only possible if the state of 

all involved molecules does not change, which is not the case if the basis of the experiment is a 

chemical modification of either the protein or the ligand.  Third, inclusion of water molecules in 

structural models is usually in late-stage crystallographic refinement and is generally based on 

data resolution, whether they are in the first hydration layer of the protein (i.e., directly 

interacting), and/or whether their inclusion improves the apparent fit of density data.  Thus, care 

must be exercised in drawing conclusions about water in crystallographic models,23 especially if 

the structural resolution is suboptimal. 

 

3.3.  What we think we know.   Because of the importance of understanding water roles in 

structure and thermodynamics, and given the issues inherent in experimental studies, this is an 

ideal problem for computational work.  The realization that water molecules had substantive roles 

in protein structure, and could be computationally studied, was emerging in the late 1960s and 

early 1970s.  In his 1972 paper, Protein Folding,64 Tack Kuntz noted: “Since unfilled proton-donor 

or proton-acceptor sites are energetically unfavorable, we presume that these sites are actually 



occupied by water molecules, suggesting that solvent participation is an important influence in 

turn generation or stabilization.”  Later, Kuntz and Kauzmann offered a few proposals for 

predicting protein hydration based on the amino acid composition of the protein.65  Monte Carlo 

simulations by Hagler and Moult in 197866 of the water structure around biological molecules 

revealed that the “ordering” of water molecules is greatest near the protein and decreases with 

distance from it.  Also significant was very early work by Levitt.67,68  Cho, Singh and Robinson 

(1996)69 published Liquid Water and Biological Systems: The Most Important Problem in Science 

That Hardly Anyone Wants to See Solved, and provided a water model that gave the first correct 

temperature-dependent density behavior for liquid water.  When replica exchange molecular 

dynamics and explicit all-atom water were used in the 2003 simulation of the 10–55 helical 

fragment B of protein A (Staphylococcus aureus), water molecules were seen to play dynamic roles 

in protein folding.70  Further enhancements in algorithms and hardware over the past 10-15 years 

have made explicit solvent simulations the standard practice.  Anton, the massively parallel 

supercomputer built by D. E. Shaw Research specifically for molecular dynamics is notable. 

3.3.1. (Mostly) rigorous physics: FEP, TI and LIE.  The most rigorous methods of predicting 

relative free energy of protein-ligand binding are free energy perturbation (FEP) or 

thermodynamic integration (TI) that explicitly consider solvent molecules and flexibility.71,72  FEP 

methods can very accurately predict differences in binding affinity for structurally similar ligands, 

as in lead optimization.  Deconvoluting free energy into enthalpy and entropy terms, and for each 

ligand functional group, unravels the various contributions to the binding process.  Solvation free 

energy calculations evaluate desolvation energetics, i.e., relating structural changes to these 

effects.  McCammon73 and Kollman74,75 showed that FEP calculations captured the influence of 

desolvation with respect to ligand binding to trypsin and thermolysin.  The semi-empirical linear 

interaction energy method (LIE) also requires explicit water to estimate absolute binding free 

energies as the difference between two simulations: the ligand in water (free state) and the ligand 

bound to the protein and surrounded by water (bound state).76  

3.3.2. Computational focus on water.  These computational analyses can also be applied to 

water molecules themselves.   A wide and surprising range of results are found, from water 

molecules tightly bound and possessing favorable binding free energy to water molecules with 

clearly unfavorable binding free energy and perhaps mysterious structural roles.  The very early 

molecular dynamics (MD) study on protein-ligand interactions in cytochrome P450cam by Helms 

and Wade,77 following up Wade’s earlier GRID analysis of the same protein,78 showed that a 



hydrated cavity in the protein accepts a water with ∆G  = -2.8 kcal mol-1, while an unhydrated 

cavity has an unfavorable solvation ∆G of +3.8 kcal mol-1.  This work concluded that “… an empty 

interfacial cavity can be tolerated and suggest that such cavities are likely to be unhydrated unless 

the surrounding protein and ligand atoms have the capacity to make more than one hydrogen 

bond to a water molecule in the cavity”.  Our understanding of the vast and diverse roles that 

water molecules play in structure and energetics has significantly changed since then!  The reader 

should be aware, however, that free energies calculated for the same water in the same crystal 

structure could vary greatly depending on the method used and its parameterization: Hamelberg 

and McCammon calculated the binding free energy of water 301 in the HIV-1 protease/KNI272 

complex as -3.3 kcal mol-1,79 while Essex’s group calculated it at -10.0 kcal mol-1.80 

The binding free energies of water molecules depend, foremost, on their environment.  In 

fact, the free energy of binding for the same crystallographic water can vary greatly in response to 

different ligands.  The calculated free energies of one of the waters in the various crystal 

structures of OppA were between -3.9 and -10.4 kcal mol-1.80  Strongly bound waters are mostly 

found in polar cavities, where they form 3+ hydrogen bonds with the protein, while waters that 

are loosely bound are mostly found in environments that are at least partially apolar and form < 3 

hydrogen bonds.  For the latter scenario, there are now many known cases where the free 

energies of binding for individual crystallographic water molecules have been calculated to be 

positive, e.g., in the structure of neuraminidase-inhibitor complexes,80 in apolar cavities of the 

subtilisin Carlsberg-eglin C complex,81 and in a mutant of barnase.82  Parsing free energy into 

enthalpic and entropic terms reveals that both can vary over a wide range, possibly from favorable 

to unfavorable, depending on context.  Huggins predicted with the statistical mechanical 

inhomogeneous fluid solvation theory (IFST) method (see section 5.3) that the entropy 

contributions (T∆S) to hydration free energy are in the range of -0.46 to -2.67 kcal mol-1.83  To sort 

some of this out, Yu and Rick84 examined the effects of cavity size and properties on the free 

energy, entropy, and enthalpy change for transferring a water molecule from bulk to the cavity 

with TI calculations.  Both the size and the number of available hydrogen bonding partners – to 

simulate hydrophobic and polar environments – for a water molecule inside the cavity were 

varied.  Increasing the number of hydrogen bonds results in free energy of hydration decreases 

(from +4.57 kcal mol-1 with zero hydrogen bonds to -2.66 kcal mol-1 with four) because the 

enthalpy gained from each additional hydrogen bond (∆H ~ -3.8 kcal mol-1) exceeds its lost 

entropy (-T∆S ~ +2.0 kcal mol-1).  Cavity volume changes were seen by Yu and Rick to produce a 



much less significant effect (see section 4.3.8).  In Section 4, below, we will describe how protein 

structures exemplify this range of water energetics.  

 

3.4.  Enthalpy-entropy compensation.  Enthalpy–entropy compensation (H/SC) is a 

specific compensation effect where a series of closely related chemical reactions exhibit a linear 

relationship between their enthalpy (ΔHi) and entropy (TΔSi) changes, i.e., ΔH scales 

proportionately with ΔS, and enthalpy and entropy compensate for each other because they 

possess opposite algebraic signs in the Gibbs equation.  The compensation is a consequence of the 

temperature dependence possessed by both ΔH and TΔS in weakly interacting systems.45,61,85 

H/SC is a wide-ranging phenomenon and is particularly relevant to drug design efforts such as 

lead optimization, where relatively small substituent changes are made.86-88  A common theme is 

that binding affinity, related to ΔG, cannot in general be correlated to either ΔH or –TΔS.88  In 

recent studies, water molecules participating in active site interactions have demonstrated H/SC 

in terms of their contributions to the overall thermodynamics.  Two types of water H/SC have 

been identified.  In the first, tighter binding of a ligand (or water) into a site, yielding a larger 

favorable enthalpy, imposes a more severe constraint on that entity, yielding a correspondingly 

less favorable (and compensating) entropic change.  In one example, KNI-10033, a potent pM 

affinity HIV-1 protease inhibitor was further optimized by replacement of its thioether with a 

sulfonyl group (KNI-10075) that produces an additional hydrogen bond with Asp 30’ of the 

protease.87  This changes the binding enthalpy by -3.9 kcal mol-1, but is completely compensated 

by a loss of entropy by the more constrained sulfonyl ligand KNI-10075, and there is no net 

change in affinity due to a combination of conformational89 and solvation effects.   

Whitesides and collaborators discovered the second type of water H/SC in detailed 

analyses of human carbonic anhydrase.90  We want to reserve a deeper exploration of this case for 

later in the Perspective (section 6.2), but in brief:  a series of closely related ligands bind to human 

carbonic anhydrase (HCA) with similar affinity but quite different enthalpies and entropies.   

Systematic fluorination of the sulfonamide ligands changed both the ligands’ orientations and the 

structure of the water network, with concomitant binding enthalpy changes that are more or less 

mirrored by binding entropy changes of the opposite sign.  It was proposed that the changes in 

water network structures – resulting from the ligand binding – are key determinants in ΔHbind and 

TΔSbind.90  In a more general sense, H/SC can be the result of any ligand changes that subtly 

weakens the direct ligand-protein interactions, but simultaneously allows more freedom of 



motion, i.e., entropy, either in the ligand or in the solvent.  (See Figure 4F.)  Enthalpy-entropy 

compensation is believed to exist over a relatively narrow energy range;61,91 thus, if ligand changes 

severely impact the protein-ligand interactions, H/SC will not be able to recover the lost free 

energy.  

 

 

4. THERMODYNAMICS FROM WATER’S POINT OF VIEW: HOT AND COLD 

WATER 
 

Proteins, excepting those that are membrane-bound, like to be in water and water 

molecules like to interact with these proteins.  Indeed, protein folding is dictated by the 

desolvation of apolar amino acid residues, forcing them to form the protein core, as well as by 

solvation of polar residues on the protein surface.  Other water molecules play specific structural 

roles as described above contributing to protein flexibility, which is both inherent and functionally 

essential.  As we have noted above, the strengths of water-protein interactions vary significantly.  

Some water molecules are loosely bound and easily displaced by either incoming ligands or 

protein conformational changes, while other water molecules are tightly bound, shaping active 

sites and protein structure, and mediating protein-ligand and protein-protein interactions.   

Therefore, the energetics of water-protein interaction exists on a continuum and is quite difficult 

to evaluate, either experimentally or computationally (see Computational Approaches, Section 5, 

below).  In this section, we present numerous scenarios describing how and where weakly and 

tightly bound water molecules, which we are referring to as “hot” and “cold” water, respectively, 

can be found and how they can be characterized.  

 

4.1.  Hot waters.  “Hot” water molecules are generally defined as those that are: have 

significant internal energy and/or are flexible, those that are not energetically stable in protein 

binding sites or at protein surfaces, and those mostly in contact with hydrophobic regions of their 

site.  From the water-centric view, we might think of these waters as being “unhappy” molecules 

that are not very comfortable in their environment, and are thus waiting for opportunities to be 

displaced and/or moved to the water network in bulk.  In bulk, such water molecules should be 

more easily able to meet what is their core obligation: maximizing their own hydrogen bonding.  

This model assumes a favorable change in binding free energy (ΔG < 0) for these waters in moving 



from the bound protein phase to the bulk and thus, correspondingly, their prior “freezing” in the 

protein matrix must have been accompanied by an unfavorable ΔG.  While the enthalpic and 

entropic contributions to Gibbs energy largely compensate for each other, where they do not is 

where thermodynamics is most interesting.  Clearly, ΔH and ΔS (and ΔG) are strongly dependent 

on the specifics of the protein environment, that is, the protein physical, chemical and geometrical 

properties.  In the alternative formalism of chemical potential, some “hot” water molecules will 

have significantly increased chemical potential caused by the perturbation of ligand binding and 

are thus forced to move from their positions in order to decrease their chemical potential in the 

system’s new equilibrium. 

One view is that such hot waters are only filling voids, or at the extreme, that they do not 

even really exist and might be only crystallographic artifacts or misassigned electron density.92,93  

The latter hypothesis is simple to disprove: many hot waters are found in high-resolution X-ray 

structures and even in neutron diffraction structures, although the possibility of an occasional 

crystallographic error is real.  As to whether such water molecules are simply filling voids, our 

arguments to follow should make it clear that hot waters play crucial roles in protein 

macromolecular structure.  Their high entropic character makes them freer to move and, 

consequently, enhances the flexibility of the protein matrix that they occupy.  Such structural roles 

call for hot waters to also have fundamental dynamic and mechanistic roles in the function and 

regulation of proteins. 

Any water molecule in contact with a non-water and partially nonpolar surface can be 

considered a hot water, because water molecules have xenophobic character (see Figure 2).  A 

layer of water in such contact is uncomfortable and is generally 40% less dense than the other 

water layers or than water in bulk, and is involved in the formation of fewer hydrogen bonds.94-97  

This phenomenon is called “dewetting”, which at a macroscopic scale is the rupture of a thin liquid 

film on a substrate and the concomitant formation of droplets. Dewetting in biological systems 

occurs when the free energy of dewetting is more favorable than the free energy of solvation.98-100 

Dewetting free energy is a function of the surface’s shape.  For instance, concave surfaces have 

more favorable dewetting energies because water molecules can form fewer hydrogen bonds 

compared to water molecules on planar surfaces.101-104  One of the features that makes the 

thermodynamics of water in biological systems so interesting – and difficult – is that no two 

situations are exactly the same.  Each protein active site or interface has specific and unique 

characteristics of shape, hydropathy and electrostatics.  The generation of hot waters thus comes 



from many places.  The remainder of this section describes several illuminating examples where 

we focus on the functions and mechanisms of action for hot waters. 

4.1.1. Poorly solvated binding sites.  Although it is a very attractive and commonly applied 

simplification of water thermodynamics, it is currently accepted that hydrophobic effects are not 

always the result of an entropic gain produced by the displacement of structured waters to bulk 

but, instead, by an enthalpic contribution favorable to the free energy of binding.105  This is 

especially the case for proteins having hydrophobic binding sites that are poorly solvated by just a 

few water molecules.  In these pockets, it is difficult to attach a significant entropic contribution to 

the reorganization of the few displaced waters upon ligand binding, so the overall 

thermodynamics must be enthalpy driven – a result of the displaced water molecules joining and 

gaining stabilization from the water network (Figure 5A).  A very well studied case of this scenario 

is the mouse major urinary protein (MUP), a pheromone binding protein. 

The energies of binding for a series of pyrazine-derived ligands have been thoroughly 

investigated by means of ITC, nuclear magnetic resonance (NMR) spectroscopy, X-ray 

crystallography and extensive MD simulations.106  Upon binding of these ligands, all the waters 

solvating the binding cavity are displaced.  While desolvation of the hydrophobic binding site and 

the ligand provides a favorable, albeit limited, entropic contribution, the “freezing out” of the 

ligand, i.e., its loss of conformational freedom, strongly counteracts this gain, producing in the end, 

a final negative (and unfavorable) TΔS.  The major enthalpic contributions to the binding energy 

arise from protein desolvation (probably negligible, since there are few interactions between the 

pocket and water molecules), desolvation of hydrophobic small ligands (unfavorable, about +12 

kcal mol-1), and solute-solute interactions (favorable).  However, as described above, the waters in 

the MUP binding site are few and disordered.  Thus, the pocket desolvation allows these waters to 

form significantly more stable and fruitful interactions with the water bulk, which produces a 

favorable enthalpic contribution of about -6 to -12 kcal mol-1.  The unfavorable ligand desolvation 

enthalpy mostly compensates for this solvent-solvent effect.  Altogether, the driving force for the 

binding is then due to solute-solute, that is, protein-ligand interactions.   

In the usual cases, van der Waals’, hydrophobic and hydrogen bond interactions formed 

within the binding site between protein and ligand are able to balance the lost solute-solvent 

interactions existing prior to the association.  In mouse MUP, however, given the site’s poor 

solvation, solute-solute dispersion interactions are not compensated in this way and they provide 

a notably favorable enthalpic contribution.  To generalize, hydrophobic interactions in poorly 



solvated hydrophobic sites are mainly driven by enthalpy rather than by the more expected 

entropy.62  This may be referred to as a non-classical hydrophobic effect, but is mostly a 

manifestation of London forces.  It was also previously observed for bovine serum albumin and 

ovoalbumine denaturation.20  Note that the hot waters of this class are losing entropy and gaining 

enthalpy as they move from the somewhat non-restricting binding pocket into more locked 

positions in bulk.   

Overall, we can differentiate between three different categories of an enthalpic-driven 

hydrophobic effect.  The first, as above in the mouse major urinary protein, is driven by the 

formation of more favorable solute-solute interactions, in which poorly bound waters are 

displaced by solute, thus forming more stable contacts with the surrounding environment.  This 

can be tracked for the mouse MUP when interacting with alcohols of increasing length,19,107 and 

for carbohydrates binding to lectin.108,109  The second category considers an enthalpic contribution 

arising from water-mediated solute-solute interactions (Figure 5B), as in the case of 

arylsulfonamide ligands binding to carbonic anhydrase (see section 6.2),110 while the third is a 

gain associated with water reorganization within a binding site upon ligand binding (Figure 5C).   

4.1.2. Non-solvated binding sites.  Bovine β-lactoglobulin (BLG) represents a case of a 

completely dehydrated free binding pocket.  BLG is part of the calycin superfamily, whose 

members all bind nonpolar molecules, much as does MUP.  While in other members a variable 

number of waters is displaced upon ligand binding,111,112  BLG apparently presents an empty 

pocket even when unliganded.113  This cavity, also referred to as the calyx, shows a largely 

cylindrical shape, with a narrow entrance gauge of about 1.4 Å and a volume of 315 Å3.  It is an 

intriguing question to ask: what is the biological function or purpose in preserving totally empty 

cavities in folded proteins?  In this specific case, because of the narrow entrance and the elongated 

channel shape, ligands would have to wait for the exit of all water molecules before being able to 

enter the cavity, which would have a very significant effect on the association rate and the 

resulting binding affinity.  Thus, the absence of a stable hydration network within the cavity, which 

also could be described as a “void effect”, facilitates the binding of non-polar ligands (Figure 5D).   

Other well-studied protein cavities have been reported as empty and not hydrated.  A 

classic example is the fully nonpolar (volume = 48 Å3) cavity in T4 lysozyme, where no enclosed 

water molecules were located even after extensive crystallographic refinement.114  Similarly, 

interleukin 1β presents five cavities, four containing one or two waters and a central pocket of 

about 40 Å3 that is apparently empty and lined by non-polar side-chains.115  And, while the hen 



egg-white lysozyme contains three apolar cavities, with volumes ranging from 10 to 40 Å3, none 

are occupied by a water molecule.116 

In fact, the issue of protein cavities really being desolvated has been debated for decades in 

the literature.117 The debate about horror vacui (Nature abhors a vacuum) started with Aristotle 

and was commented on by Sir Isaac Newton.118  However, it is clear that moving a single water 

molecule from the bulk into a protein matrix should be highly unfavorable if most, if not all, of the 

water’s hydrogen bonds are not restored.119  Unsurprisingly, evidence of hydrophobic pockets 

being populated by single water molecules is fairly rare.120,121  On the other hand, although placing 

a single water molecule in a small apolar cavity apparently yields only an unlikely and 

energetically unfavorable scenario for that water, in larger cavities – that are likely populated by 

small water clusters – the formation of intermolecular (inter-water) interactions can be 

energetically favorable and promote hydration.  Still, no minimum cavity size, nor minimum 

number of clustered waters for self-stabilizing hydration, has been determined or reported.  

Altogether, in such cases of dehydrated cavities, the absence of water does not make the 

thermodynamics of ligand binding noticeably simpler to understand.  Even when absent, the 

influence of water is inescapable! 

4.1.3. Concave hydrophobic cavities.  The relevance of site architecture in determining the 

solvation energy is well known.  Narrow tubular hydrophobic sites have a much higher probability 

of undergoing dewetting events compared to larger but globular pockets, even when very 

hydrophobic.98,122-126  Commonly, dewetting cavities are found to be confined and mostly 

hydrophobic.  This is because in such spaces, water molecules have more difficulty in clustering 

and tightly networking with each other (Figure 6A-C).  Moreover, in a water-centric view, the 

protein’s surface topography is believed to strongly influence the hydrophobic effect, i.e., the free 

energy difference between water in bulk and water close to non-polar surfaces.20  Looking at it in 

this way, higher shape and hydropathic complementarity between proteins and ligands does not 

only allow the formation of more hydrogen bonds or van der Waals’ interactions, but also induces 

the release of a larger number of free-energetically unfavorable waters from the protein cavity 

and from the ligand surface.20  Viewed in still another way, the structures of water networks (the 

“water shape”) that are lying close to non-polar surfaces, and thus contributing to the free energy 

of binding in biomolecular interactions, are strongly influenced by the structure (shape) of the 

binding pocket and the ligand.  The topography of the protein binding site, in fact, affects the 

nature and number of hydrogen bonds formed within the network of waters (Figure 6A and 6B) 



and, thus, the change in free energy resulting from the binding of a ligand and the associated 

release of the waters into the bulk.  For instance, waters close to concave surfaces, with respect to 

waters in the bulk, have quite unfavorable enthalpies of about +5 kcal mol-1.20  Because of this, 

concave hydrophobic surfaces apparently have “more hydrophobic” character than flat 

hydrophobic regions.127  

Dewetting most often occurs as waters move from a protein binding site to the bulk.128,129  

However, in some cases, waters in channels of the protein matrix that are near the active site can 

be displaced, either into the pocket or transiting to bulk.130-132  The substrate association reaction 

of thrombin, for example, has been shown to be enhanced by waters moving back and forth from 

the binding site to such an internal water channel.133  This appears to be a new mechanism of 

dewetting, where a channel is acting as a reservoir for dewetted water molecules instead of those 

waters being dumped to bulk (Figure 6C).  MD simulations133 suggest that the water molecules 

within the channel are quite labile and regularly and rapidly exchanging with those in the pocket.   

4.1.4. Hot water in GPCRs.  The revolutionary crystallographic efforts that led to the 

resolution of about 160 G-coupled protein receptor (GPCR) structures in the last decade identified 

the constant presence of a significant but highly variable number of waters in the binding site and 

in the entire protein matrix.134-141  Water molecules in this set play both “hot” and “cold” structural 

and biochemical roles.  On the cold ledger, the importance of water molecules for proton transport 

in membrane-bound proteins such as bacteriorhodopsin has been revealed over the past two 

decades to be as important as that of the amino acids for proton transport and biological 

function.142  This and other cold water molecule roles will be explored in section 4.2.6.   

However, with their large crystallographic B-factors and/or poorly resolved electron 

density, water molecules near the activation switches and allosteric sites are very labile, i.e., “hot”, 

and seem to be more involved in the mechanism of receptor activation than in ligand binding and 

stabilization.  Their facile rearrangements appear to be associated with disruptions of GPCR 

internal hydrogen bonds and to subsequent structural changes between the inactive and active 

forms of these receptors.  Simulations have suggested that, in the inactive state, the internal water 

networks are confined within regions separated by hydrophobic layers, while upon transition to 

the active form, e.g., by binding of agonists, a water channel connecting these regions is formed 

within each receptor (see Figure 7A).  Yuan et al. recently investigated this mechanism by 

extensive molecular dynamics simulations performed on the adenosine A2A receptor, the β2-

adrenergic receptor and rhodopsin.140  The X-ray structure of the A2A receptor, when complexed 



with the antagonist ZM241385 (ZMA, 4-{2-[(7-amino-2-furan-2-yl[1,2,4]triazolo[1,5- 

a][1,3,5]triazin-5-yl)amino]ethyl}phenol),137 showed two layers of hydrophobic residues between 

the orthosteric and allosteric sites and close to the conserved and key NPxxY motif, which has 

been implicated in activation switching.  MD simulations supported the presence of hydrophobic 

layers separating these two regions as well as confirming the waters’ mobility.  While receptor 

metastates were obtained after dynamics on complexes of the A2A and an agonist, simulations in 

the presence of both an agonist and the G-protein indicated a significant change in the water 

network, leading to the disappearance of the hydrophobic layers and to the concomitant 

formation of a long and continuous channel of waters connecting the orthosteric site with the 

cytoplasm.  Also, the volume increases more than two-fold at the G-protein-binding site and the 

number of waters inside the receptor dramatically increases.  The activation of this receptor class 

can be associated with the reorganization of internal hydrogen bonds involving the ligand, the 

receptor and especially the water molecules.  A closer look at adenosine A2A with respect to 

exploiting hot waters to identify druggable sites is presented in section 6.3.   

Other recent studies have shown similar results.  Comparisons between a new 

crystallographic structure of activated bovine rhodopsin and earlier models of inactive 

rhodopsin143 found waters confined in discontinuous local areas in the transmembrane region of 

the inactive state but in a continuous water channel connecting the chromophore binding site to 

the G-protein site when activated by light stimulus, which triggers the cis-trans isomerization of 

11-cis retinal to all-trans retinal.144,145  Three regions in GPCRs host the majority of water 

molecules: the CWxP motif at the bottom of the ligand-chromophore binding pocket, the NPxxY 

motif at the intracellular end of TM7, and the (D/E)RY motif at the intracellular end of TM3.  In 

this state, these three water groups allow communication between the “switch” components and 

act to couple the ligand binding site to the G-protein.  The same solvent reorganization was also 

observed for the antagonist-and agonist-bound µ-opioid receptor (MOR).146,147,148 

The highly mobile “hot” waters found in GPCRs appear to support receptor structure 

reorganization in several ways: 1) by interacting with crucial residues on the transmembrane 

helices such as tyrosine 7.53 (of the NPxxY), which undergoes well-documented conformational 

transitions between the inactive and the active receptor forms;140 2) once the transition has 

occurred, the newly-formed continuous water channel provides necessary receptor flexibility; 3) 

regulating the distance between reactive functional groups, such as Asp 181 and the Schiff base in 

rhodopsin;142 and 3) water from the bulk can enter the receptor either from extracellular locations 



or from near intracellular loops.  Many of these latter water molecules (which may be “cold”) will 

be able to improve their hydrogen bonding compared to outside the receptor.  While it is clear that 

the mobile waters found in and around GPCRs support the protein’s structure and function by 

facilitating the transition among its various conformational states, these are very complex 

processes that will require many more high-resolution structures, many more experiments and 

many more simulations before complete understanding can be obtained.  Further, there are cold 

water roles playing out simultaneously in GPCRs (vide infra). 

4.1.5. Hot water in ion channels.  Like GPCRs, ion channels exploit the presence of crucial 

water molecules to properly function.  Although the mobility of such waters, as indicated by 

diffusion coefficients, is up to an order of magnitude less than in bulk,149,150 they move with ions 

and assist in passing them through the channels and cell membranes.  In particular, the KcsA 

potassium ion channel has been well studied and is representative of the relevance of hot waters 

in ion channels.  Hodgkin and Keynes (1955) hypothesized the “knock-on” model to explain 

potassium transfer in polarisable membranes.  The model in this pioneering work considered ions 

as being constrained to move in a single file queue across narrow tubes or channels.  Also, ions 

were described as moving together in the same direction and assisting each other in this directed 

movement.151  It is important to point out that virtually no structural information was yet 

available to support this hypothesis.  In 1998 the structure of the potassium ion channel from 

Streptomices lividans was solved by Doyle et al.152  It showed a narrow selectivity filter 12 Å long, 

lined by carbonyls from the protein backbone and contained three K+ ions with a water molecule 

lying between two of them.  This configuration appeared to promote ion conduction by exploiting 

electrostatic repulsive forces between the K+ ions to overcome the selectivity filter-ion attractive 

forces.152   

Further crystallographic studies confirmed that water molecules often filled sites left 

empty by ions.  Thus, both K+-H2O-K+-H2O and H2O-K+-H2O-K+ configurations for the ordering in 

the single file queue within the filter were equally probable.  The K+ occupancy at each of the four 

sites (S1-S4, Figure 7B) was estimated at 0.5.  This maintained a charge balance in the filter: two 

ions separated by water are stable in the filter, while three would represent a transition state.153 

Further experimental and computational analyses supported this model of alternating water and 

potassium ions, which was first termed “knock-on” (Figure 7B),154 but following 

electrophysiological measurements of the streaming potential of ions and waters through the 

KcsA channel by Iwamoto and Oiki, was revised and renamed the “permeation model”.155  Their 



experiments suggested a flow-based model where the permeation is driven by the water flux 

across the channel and the number of ions in the channel at any one time is concentration 

dependent.   

However, alternative models that were less reliant on water have continued to 

appear;156,157 in particular, Kopfer et al. performed extensive MD-based calculations and 

highlighted Coulombic repulsion between adjacent ions as the main driving force for high-

efficiency K+ conduction,157 which was termed the “hard-knock” model (see Figure 7B).  The hard-

knock model has no explicit role for water within the channel.  To resolve this issue, a 

multidisciplinary team led by Perozo, Roux, Valiyaveetil and Zanni very recently combined 2D 

infrared (IR) spectroscopy and molecular dynamics simulations.158  The ultrafast time resolution 

of 2D IR spectroscopy (1-2 ps) can probe short-lived configurations on a time scale compatible 

with MD simulations, and the resulting spectra report on the near-instantaneous positions and 

conformations of molecules, ions and solvent.  Their key observation in this case was that, when 

waters were removed from the models, e.g., as in the hard-knock model, little agreement between 

simulated spectra and 2D IR data was seen.  However, agreement between simulation and 

experiment was excellent for the knock-on model.  

Waters seem to also play a crucial role also in regulating the recovery of ion channels from 

inactivation.159  Reactivation of a channel is generally a quite slow ion-dependent mechanism, 

requiring 5-20 seconds after inactivation.160,161  Three waters molecules buried behind the 

selectivity filter of each subunit have been proposed as key elements of the inactivation/activation 

mechanism.  In the “pinched” inactive conformation these waters are stable and immobile, with 

the role of preventing spontaneous transition towards the conductive state.  Only after a K+ ion 

binds to the filter and the waters are released does the recovery process commence.  In this case, 

the same water molecules are converted from cold to hot as needed by the hosting protein. 

4.1.6. Hot waters at protein-protein interfaces.  Protein-protein interfaces (PPIs) are an 

emerging area of interest in drug discovery because many biological processes involve at some 

point at least one protein-protein association that could, in principle, be mediated by a small 

molecule or peptidic agent.  There are numerous roles that water molecules play in such 

associations: from the obvious solvation of the interacting proteins, and all that entails, to specific 

roles in facilitating complex formation, e.g., sidechain extenders, acid-base inverters, or filling in 

voids.  (See Figure 6D.)  Presumably, prior to the association, both proteins were well solvated, 

even at the putative interface surfaces, yielding a potentially large number of displaced water 



molecules when the proteins come together.  Depending on the specific pre-association 

engagement of these waters with their respective proteins or each other, the association from this 

displacement of waters likely provides a favorable entropic contribution to the overall energetics.  

With respect to our definitions, the various roles of the water molecules found in the final 

complex range between hot and cold.  The cold ones might be classified as those with multiple 

strong and favorable interactions to one or both protein actors, but that is a static view suggesting 

that the path to inhibiting the PPI is to break apart the already-formed complex.  A more dynamic 

view of inhibition, more in terms of preventing occurrence of the association, might yield another 

set of definitions for hot and cold.  However, the latter form of inhibition is much more difficult to 

execute, and neither appropriately configured and accessible computational technology nor 

adequate and extensible experimental structural data yet exist to routinely simulate such events.  

Regardless, the static approach and careful examination of protein-protein complex structures can 

yield a wealth of information.  We discuss hot waters at protein-protein interfaces here, and cold 

waters in Section 4.2.4.    

Numerous research teams have studied PPIs over the past few decades162-164 and several 

have zeroed in on the water molecules found therein.165,166  We looked at a large data set (179 

high-resolution X-ray structures, 4741 water molecules) with a simple question: what fractions of 

the water molecules are truly bridging between proteins, associated with only one protein, or 

associated with neither.167  To make these assignments, we used a metric, Relevance (section 

4.3.7),168 that assesses geometry and interaction quality for each water.  Interestingly, of those 

water molecules at the interface, 21% were found to be bridging, 53% were found to be associated 

with only one protein and 26% were found to be associated with neither.  This last category is 

perhaps the most intriguing and these waters would seem to fit our definition of “hot”.  Further 

characterization of their solvent-accessible surface areas, etc., revealed that, overall, 7.4% of 

interface water molecules are well buried at the PPI and yet make no favorable interactions.  We 

termed these waters as being trapped in hydrophobic bubbles167 and suggest that these bubble 

motifs may have a functional role in regulating PPIs, e.g., such hot-water instability is required to 

ensure that protein-protein associations are dynamic.  Similar conclusions were previously 

reported,169,170 i.e., suggesting a lubricant role for waters at PPIs.  It was also suggested171 that 

interfacial water networks can decrease the interaction strength of a protein-protein interaction 

when necessary, that is, when proteins need to rapidly assemble and disassemble to mediate 



cellular events, and that water networks close to hydrophobic surfaces have enhanced fluctuation 

over water in bulk or solvating hydrophilic regions.172,173 

We should point out – to avoid confusion – that a common strategy in targeting PPIs for 

inhibitor intervention is to first identify the so-called “hot spots”, which are the strongest and 

most favorable interaction points, e.g., salt bridges or hydrogen bonds, between the two proteins.  

These interactions are then used to design potential inhibitors that would serve to disrupt one or 

more of these key protein-protein interactions.  Our definition of “hot” waters refers to water 

molecules located in what would presumably be “cold spots”, i.e., loci where the protein-protein 

association is, at best, weakly favorable.  

Altogether, hot waters play a dynamic role in regulating protein function and functional 

protein-protein interactions.  Their intrinsic site instability and their high entropic character are 

necessary for protein movement and flexibility.  More generally, solvent exposure ensures lability, 

as evidenced by the higher evolutionary rate of solvated residues.174   

 

4.2.  Cold Waters.  Since virtually the onset of structural biology, it was recognized that 

water molecules are conserved features of native and functionally active protein tertiary 

structure, playing critical roles in protein dynamics, protein stability, conformational transitions, 

oligomer formation, active site shaping, ligand specificity and as reaction substrates or cofactors.  

Many of these structural roles were described above and illustrated in Figure 1.  Furthermore, 

numerous reviews have been published to date that have focused on the many different and key 

functions of water molecules in proteins.175-179  Here, we will briefly summarize these roles, with a 

specific emphasis on “cold“ water molecules, i.e., those water molecules that are a constitutive 

part of protein structure and protein machinery.  Using the water-centric view terminology above, 

these water molecules are happy in their roles and loci in biomacromolecular structures.  Their 

displacement to bulk should be, at best, nearly energy neutral (ΔG ~ 0) or, at worst, incur a cost 

(ΔG > 0).  Clearly, in most cases the thermodynamics of other changes in structure must be 

considered in order to compensate for the displacement of cold waters.  The chemical potentials of 

“cold” water molecules are largely unchanged by the ligand binding event, and these waters have 

no impetus to relocate within the structure or to bulk.  In fact, the chemical potentials of some of 

them may even decrease until a new equilibrium is established.  In the text to follow we will 

classify cold waters on the basis of the role that they play: i) in determining protein structure, ii) in 

allowing protein dynamics, and iii) in achieving protein function and regulation. 



4.2.1. Cold waters in protein binding sites.  Highly conserved water molecules present in 

proteins of known three-dimensional structure are likely to be “cold” because they usually have 

multiple and significant direct interactions with the protein.  There are numerous studies in the 

literature where such waters were classified on the basis of B-factors and contact/hydrogen bond 

counts.80,179,180  We reported a study of this nature where we calculated: 1) a metric termed 

Rank181 (Section 4.3.7) that scores the count, strength and geometry of potential hydrogen bonds 

for each water molecule in a structure and 2) the Hydropathic INTeractions (HINT) score182,183 

(Section 4.3.7) for each water molecule in its “pseudo-receptor” (environment).184  These 

parameters were correlated with structural roles played by water in protein and protein-ligand 

complexes.  In particular, second-shell (0), first-shell (1), active site (2), buried (3) and small 

cavity (4) water molecules (Figure 8A) were manually indexed and curated in twelve non-

liganded protein X-ray structures.  Fifteen ligand-bound structures, including nine in common 

with the unbound set, were examined for water molecules bridging between protein and ligand.  

Comparisons between bound and ligand-bound structures revealed some general guidelines for 

displacement based on Rank and HINT score.  A later report168 combined Rank and HINT score 

into the more quantitative Relevance metric that was about 90% accurate in predicting, from the 

unbound structure, the disposition of waters in its ligand-bound structure.  The prediction for this 

data set using the B-factor alone was notably inferior and, when combined with Rank and the 

HINT score, did not improve the prediction accuracy.   

The most interesting data are those that track water molecules between unbound and 

ligand-bound structures.  We proposed184 seven descriptions for such waters: conserved bridging, 

conserved active site, conserved cavity, conserved (largely surface) external, functionally 

displaced, sterically displaced and, lastly, just missing.  Members of the first three categories 

should be considered as “cold” water molecules; the conserved external water molecules on the 

surface may also be cold, but there is no way to know if the “same” water was conserved or if 

another one has coincidentally landed in that same location.  Some of the functionally displaced 

waters may be cold while others are hot depending on several structural factors and their 

environments.  To clarify, we need to “take their temperatures” (vide infra).   It is likely that the 

sterically displaced waters were hot, and, excluding other factors, the waters that “disappeared” 

between the unbound and ligand-bound structures were also hot.  Thus, cold waters may be 

distributed in many different sites of proteins, some within sites that are involved in protein 

function, such as enzyme active sites and ligand binding sites, or in protein structure, such as 



potential hot spots in protein-protein interactions.  

Our opening example of HIV-1 protease (Figures 1A and 1B) clearly indicates that water 

301 was well conserved and locked in-place by the isoleucines in the unbound structure, and 

easily adapted to a bridging mode in the peptidomimetic ligand-bound structure of Figure 1B.  In 

fact, in early development of HIV-1 protease inhibitors, molecular design took into account that 

the very cold water 301 molds the shape of the active site.  Accordingly, the resulting compounds, 

hydroxyethylenic ligands and peptidomimetic diol derivatives, displaced most of water molecules 

in the site, except for 301.  Also often found in X-ray structures of HIV-1/ligand complexes are 

another pair of water molecules (labeled 313 and 313’) that provides binding support by bridging 

between the ligand (at either end) and aspartates 29 and 29’.  The second retained pair (313bis 

and 313bis’) can be characterized as conserved active site water molecules as they occupy a more 

peripheral active site region than 313/313’and are closer to the protein than to ligands.33  NMR 

studies confirmed the relevance of retained binding site water molecules.185  On the hot water 

side, the “catalytic” water 300, which was coordinated to the two catalytic residues aspartates 25 

and 25’ in the unbound form of the enzyme, is obviously and easily displaced.  Several other water 

molecules present in the unbound structure (a-g) have clearly been displaced by the ligand, either 

functionally or sterically.   

Water 301, however, seemed like an obvious target for displacement by a ligand that could 

replicate its structural and functional role.  Such a ligand could gain the additional hydrogen 

bonding from its interactions to the pair of isoleucines, and displacement of that water could also 

yield an entropic contribution as it moves to bulk.  Thus, series of ligands (e.g., Figure 1C) 

containing a ureidic moiety33 or a sulfamide moiety186 were designed to substitute the water’s 

oxygen atom with a carbonyl group and sulfoxide, respectively.   More than a decade ago, we 

explored the energetics of six such inhibitors as well as seventeen of the acyclics by calculating 

their HINT binding scores with respect to HIV-1 protease.34  The overall scaled187 protein-ligand 

HINT scores for the acyclic inhibitors averaged to -6.6 ± 1.1 kcal mol-1.  And, indeed, the averaged 

HINT scores for the six members of the cyclic set averaged to -8.1 ± 1.5 kcal mol-1, which seems to 

confirm the rationale for water displacement.  However, it must be considered that the former 

compounds also have a significant interaction with water 301, which averaged to -2.1 ± 0.5 kcal 

mol-1.  In toto, these compounds are actually more tightly bound (-8.7 kcal mol-1) than the uridyls 

and sulfamides.  For reference, waters 313 and 313’ also support binding through protein-ligand 

bridging to both cyclic and acyclic inhibitors by about -0.7 ± 0.4 kcal mol-1 and waters 313bis and 



313bis’ by another -0.1 ± 0.1 kcal mol-1,34 which implies that the latter pair is more employed in 

maintaining the binding cavity wall than in supporting binding.  Looking at this another way, this 

scenario is an example of entropy-enthalpy compensation: the displaced water 301 might indeed 

gain significant entropy upon release from its tight binding site, but the acyclic ligands’ indirect 

interactions to protein through that water molecule likely provide more reliable hydrogen bonds 

in the complex than that water experiences in bulk.  There are certainly quite a large number of 

other considerations in terms of inventing drugs ignored by these simple calculations, but 

displacing a cold water such as HIV-1 protease’s 301 clearly may not produce the desired 

energetic effect.188 

4.2.2. Cold waters and catalysis.  Water networks that link the active site with the external 

medium have been proposed as a common feature for enzymes that, in addition to the incoming 

substrate or leaving product, need a supply or sink for protons, hydroxyls and/or water molecules 

during their catalytic cycle.189  A recent study of the Staphylococcus aureus enoyl-acyl carrier 

protein reductase (saFabI), a NADP+ dependent enzyme involved in bacterial fatty acid 

biosynthesis and potential drug target,190 found such a network linking the active site with a water 

cluster located within the homo-tetramer matrix.  It is believed that this network serves to both 

close a flexible substrate-binding loop and transfer hydrides and protons during the saFabI 

catalytic cycle.190   

The pattern of water molecules present in the ATP binding site of 19 kinome-diverse 

kinases derived from 171 crystal structures was studied by Barillari et al.191  The striking 

differences amongst this set allow a satisfying explanation of inhibitor specificity for distinct 

kinases.  Moreover, different patterns of conserved water molecule loci were observed between 

inactive and active kinase conformations.  Both observations suggest that these cold water 

molecules are skilled players in shaping and defining the character of the kinase ATP binding sites 

and thus affecting specificity and affinity for molecules targeting them.  In turn, this evidence 

strongly argues that exploiting water distribution in such binding sites for the design of specific 

ligands should be a key strategy of drug design for kinases, which are notoriously difficult to target 

with specificity, and likely many other enzymes (see Figure 8B).  Another study192 superposed the 

structures of 13 diverse active-conformation kinases and subjected each to molecular dynamics 

simulations.  This revealed another role for conserved water molecules: six were found to be 

highly relevant for protein stability and for correctly positioning the catalytic residues within the 

active site.  The Pfizer cancer drug bosutinib, a tyrosine kinase inhibitor, uses two conserved cold 



water molecules protected by the DFG loop in an inner cavity of the ATP binding site to dictate its 

recognition and specificity to the Src kinase.193  One of the waters forms a hydrogen bond with the 

nitrile moiety of bosutinib, which is engaged in only one other hydrogen bond to the enzyme.  We 

will look at this case in more detail later in the Perspective (section 6.1). 

In another enzyme class, two conserved water molecules that play a structural role have 

been observed in the catalytic domain of Pin1, an enzyme that catalyzes the cis/trans 

isomerization of peptidyl prolyl bonds.  A careful investigation using both computational and 

spectroscopic methods highlighted a unique structural motif that traps water molecules, similar to 

that observed for the EF-hand domain for calcium.194  In another example, DNA 

methyltransferases – key enzymes in the epigenetic pattern of DNA – have attracted great interest 

because their role in cell replication suggests a potential strategy for anticancer drug 

development.  Structural insight into this interaction from the crystal structure of the Pro-Trp-

Trp-Pro domain of DNMT3B (DNA (cytosine-5-)-methyltransferase 3β) in complex with the 

epigenetic mark H3K36me3, a methylated peptide histone, showed that the trimethylated Lys36 

forms a strong hydrogen bond with a conserved water molecule that is locked in position by the 

enzyme’s Ser270.195  This finding explains the lack of affinity of the Ser270Pro mutant form of 

DNMT3B, which is implicated in the ICF (Immunodeficiency, Centromeric instability and Facial 

abnormalities) syndrome, for the H3K36me3 epigenetic mark.  The mutation is accompanied by 

the loss of the conserved water and its hydrogen bonding properties.  Another recent and 

interesting case of cold water molecules in enzyme active sites was reported by Salie et al.,196 who 

solved the structure of HIV reverse transcriptase in the presence of 4-ethynyl-2-fluoro-2-

deoxyadenosine.  This compound, currently in phase I clinical trials, is the most potent nucleoside 

analogue enzyme inhibitor known and possesses an unusually long half-life.  A key observation, 

possibly contributing to activity and half-life, was that a network of ordered water molecules at 

the polymerase active site acts to stabilize the enzyme’s interaction with both the nucleotide and 

DNA substrates.  

4.2.3. Cold waters in protein folding, misfolding and dynamics.  The indirect roles played by 

water molecules in protein folding via hydrophobic interactions are well known,197 but to our 

knowledge, only a few studies have pinpointed the direct actions of cold water molecules in 

folding and misfolding.  It is not easy to assess whether such water molecules are participating in 

folding pathways since these are very fast events and there is a (current) lack of illuminating 

intermediate structures.  However, the scenarios found to date involving water are intriguing.  The 



role played by a single water molecule (Wat3) in controlling the mobility of the 50S loop in the 

binding site of FK506 binding protein-12 was investigated by X-ray crystallography and MD 

simulations.198  Mutations of Glu60, the residue hydrogen bonded to Wat3, to either Ala or Gln 

disrupt this interaction and cause a rearrangement of loop position.  This finding supports the 

notion that water molecules are able to shape protein mobility as well as protein structure.  

Similarly, it was shown by polarization-resolved femtosecond infrared (fs-IR) spectroscopy 

combined with MD that water dynamics around bovine α-lactalbumin changes between the native 

and misfolded protein.  Specifically, the protein misfolding leads to an increase of hydrophobic 

residue exposure to solvent, and, consequently, to an increased mobility of the water molecules 

that were previously locked in close contact with those hydrophobic residues.199  In another type 

of scenario, the transition of prions from their native to aggregated forms has been demonstrated 

to be favored by dehydration.200  The conformational transition from the normal prion protein to 

the pathological form involves water molecule reorganization.  Time-resolved fluorescence 

anisotropy showed that the mobility of some water molecules in prion oligomers is reduced, 

possibly because they are trapped at specific sites.201   

With respect to drug discovery and design, a significant effort is being devoted towards 

identifying compounds that, by binding to allosteric sites, alter the conformation of misfolded 

proteins and stabilize native-like conformations.200,202,203  Whether cold water molecules are 

involved in this rescue effect is still open to investigation. 

4.2.4. Cold waters in Protein-Protein Interactions (PPIs).  Less than twenty years ago, 

proposing a project to develop compounds (small molecules or drugs) that interfere with a PPI 

would be considered unrealistic due to the relatively shallow and rather large sites that were 

thought to define the interaction.  This view has significantly changed in recent years because our 

understanding of the determinants that control PPIs has deepened from the increasing availability 

of structural data.  An emerging feature, generated by a careful analysis of high-resolution three-

dimensional X-ray structures, is the presence of a variable number of water molecules at these 

interfaces.  This feature has been investigated over recent years by exploiting the broadening 

database of available PPI structures and their improving resolution.  This, in turn, has led to a 

much-improved understanding of water involvement in protein-protein interactions.  

In a 1999 review, Janin described PPI interfaces as “dry” or “wet”.204  Like a protein 

interior, where water is almost completely excluded with mostly empty small cavities, a dry 

interface has only a few small cavities.  However, a wet interface has many cavities where nearly 



all are filled with water.  In both cases, the driving force is to maintain a close packing of atoms.  A 

later, detailed examination of protein-protein interactions was carried out by Janin on 115 dimeric 

proteins and 46 protein-protein complexes.205  A key result was that about 10 water 

molecules/1000 Å2  contact surface area are present at protein-protein interfaces.  Also reported 

were the fractions of these water molecules involved in hydrogen bonding with the carbonyl 

(~33%) and NH (~12%) moieties of the backbone chain, with charged, such as Glu, Asp and Arg, 

amino acid residue sidechains (~29%) and neutral, such as Ser, Thr, and Tyr, sidechains (~25%).  

The structural roles of water molecules at protein-protein interfaces are diverse: from, as 

discussed above, those that are trapped within the interface and bridging (likely cold) or 

otherwise interacting (hot) with the proteins, thus contributing to the association energy for 

complex formation, to those capping the interface to shield a mainly hydrophobic-based 

interaction and which are likely cold.  This study further reported205 that the water molecules 

present at protein-protein interface represent only about 10–15% of the those originally solvating 

the protein partner subunits.  Thus, 85-90% of the solvating water molecules are released to the 

solvent during complex formation, which is, of course, a manifestation of the hydrophobic effect, 

and a potentially significant contributor to the energetics of protein–protein interaction. 

A more recent and extensive study of water molecules at PPI analyzed 3295 homodimeric 

structures, classifying water molecules based on their distances to protein: i) waters at interface, 

ii) crystallographic waters and iii) not involved in the protein-protein interaction and only 

involved in water-protein interactions.206  Distinct hydrogen bonding patterns were observed for 

the different classes, with water molecules involved in PPIs exhibiting a higher degree of hydrogen 

bonding.  Furthermore, and contrary to expectations, it was reported that these PPI water 

molecules displayed geometries tending more towards planar rather than tetrahedral,206 i.e., more 

liquid water-like than ice-like.  In another recent study that analyzed five proteins in both their 

free and protein-bound states with molecular dynamic simulations, it was suggested that water 

molecules around both polar and charged residues, at sites presumed to be non-interacting, might 

actually be important for preventing functionally-irrelevant PPIs.207  

The interesting biochemistry and biophysics associated with protein-protein interactions 

will hopefully lead to drug discovery strategies that exploit it.  We are particularly enthusiastic 

about the opportunities offered by interfacial water molecules.  Following are three intriguing 

scenarios of water-mediated PPIs.  The first is the interaction between monomeric units of the 

dimeric tRNA-modifying enzyme tRNA-guanine transglycosylase (Tgt) from Zymomonas 



mobilis.208  Interestingly, since higher eukaryotes possess a heterodimeric enzyme, subunit 

interfaces of bacterial orthologues can be targeted by compounds that are potential drugs against 

Shigellosis, which is also known as bacillary dysentery or Marlow syndrome.  A cluster of four 

aromatic amino acids is at the core of the subunit interface and crucial for stability of the dimer, as 

is a highly flexible extended loop-helix motif.   Mutational analysis of interface residues led to a 

variable degree of dimer disruption – up to 99% – that can be traced to two causes: the mutated 

loop-helix motif adopting unfavorable conformations within the interface and, more dramatically, 

a series of water molecules entering into the interface and destabilizing it.  This finding suggests a 

strategy for the development of potential interface breakers.    

The second example involves protein aggregation, which is a special case of protein-protein 

interaction.  Among the hypotheses for the etiology of Alzheimer’s disease is that mutations in the 

amyloid precursor protein and presenilins 1 and 2 cause an increase in the production of the small 

protein Aβ42, which, when aggregated, is the main component of senile plaques.209  While ordered 

polymers are formed by recruiting multiple proteins and/or peptides, these processes in water 

environments can lead to misfolding and unwelcome aggregation.  Fluctuating thermodynamic 

analyses of Aβ42 misfolding and dimer formation from unfolded peptides released into water 

from membrane models indicates that the water-protein interaction free energy dictates the 

transition of the peptide from unfolded to misfolded, the interaction between two misfolded 

peptides to form a dimer, and the succeeding peptide interaction with the growing aggregate.  

Furthermore, the aggregation propensities of Aβ42 mutants and mutants of the N-terminal 

domain of the HypF protein and of acylphosphatase were found to correlate with protein solvation 

free energy.210  Another proposal is that dehydrons, non-conserved residues with unsatisfied H-

bonds, might lead to unwelcome protein aggregation.211 

The third example highlights how dense interfacial water is an essential component in 

transient protein-ligand interfaces involving electron transfer.  The number of water molecules at 

the PPI of the complex between cytochrome P450cam with putidaredoxin was found to be 

dependent on the redox state of the system [Furukawa Y, et al. J. BIOL. CHEM. 2001, 276, 12983-

12990].  There are about ten more water molecules at the interface when putidaredoxin is in the 

reduced state.  These waters increase the affinity of the complex by mediating hydrogen bonding.  

Furthermore, it was found in multiple protein complexes, either by experimental measurements 

or computational simulations, that structured water molecules at the PPI can enhance the 

tunneling of electrons from one protein to the other [Pelletier and Kraut, Science, 1992, 258, 1748-



1755; Tezcan et al, PNAS  2001 98, 5002–5006; Lin et al. Science, 2005, 310, 1311-1313; Bizzarri 

et al., J. MOL. RECOGNIT. 2007, 20, 122-131].  This role played by water molecules is another that 

might be exploited for the development of ligands that displace them, thus preventing or slowing 

down electron transfer, which is a key biological process.  We are not aware of any current 

attempt of developing drugs along this direction, but it is an interesting prospect.   

4.2.5. Cold Waters in Protein-Polynucleotide Recognition.  Although we are focusing in this 

Perspective on protein-ligand systems, water plays as large a role, if not larger, in interactions 

involving polynucleotides.212-216  Particularly interesting are the multiple roles played by water 

molecules in the recognition sites between DNA or RNA and proteins, i.e. in mediating specific 

interactions between amino acid side chains and bases [Reddy et al, Do water molecules mediate 

protein-DNA recognition? J. Mol. Biol. 2001, 314:619–632; Janin and Bahadur, Cellular and 

Molecular Bioengineering, 2008, 1, 327–338].   It was found that about 6% of the water molecules 

identified in X-ray structures of DNA-protein complexes contact both the protein and the DNA 

simultaneously and thus directly mediate recognition [Reddy et al, Do water molecules mediate 

protein-DNA recognition? J. Mol. Biol. 2001, 314:619–632].  About one-third of these water 

molecules act as an extension of a sidechain’s polar (donor) group in order to contact a base 

(acceptor).   A well-documented example is the bacterial trp repressor protein.  This protein is a 

dimer that binds to specific recognition sequences of DNA and acts as regulator of the 

transcriptional machinery that leads to the formation of enzymes involved in the L-tryptophan 

biosynthetic pathway.  Its affinity to DNA depends on the binding of L-tryptophan to the repressor 

binding site.  This binding causes a conformational change of the protein that allows its 

recognition helices on two symmetric subunits to be at the ideal distance from the DNA 

recognition sequences.  The recognition determinants between amino acid residues and DNA have 

been the subject of numerous structural, mutational and spectroscopic studies [Otwinowski et al.  

Crystal structure of trp Repressor-Operator Interactions 553 sor/operator complex at atomic 

resolution. Nature, 335, 321-329; Lawson, C. L. & Carey, J. (1993). Tandem binding in crystals of a 

trp repressor/operator half-site complex. Nature, 366, 178-182; Grillo et al. J. Mol. Biol. (1999) 

287, 539-554].  While there are a few direct amino acid-base interactions, recognition seems to 

depend on the phosphates, and just two water molecules that mediate protein-DNA interactions, 

one of which acts by extending amino acid chains so as to contact the base.  Specific recognition 

mediated by hydrogen bonding of water molecules is still not completely understood.  



Similarly, analyses of 145 RNA-protein complexes showed, similar to PPI and protein-DNA 

associations, three classes of water molecules: 1) those present both in the bound and unbound 

state, 2) those that are present only when the protein-RNA complex is formed, and 3) those that 

are only present in the unbound state.217  The aggregate of these data on water roles in protein-

polynucleotide complexes, of course, provide numerous starting points for designing disruptive 

compounds,[ref. 214; ref. 245] with potential to target numerous diseases. 

4.2.6. Cold water in GPCRs.  Some of the hot and mobile waters found in GPCRs were 

discussed above; these are largely associated with and/or directly influence structural 

reorganization of the receptor.  There are also a number of cold waters in such structures, and this 

label is assigned to highly conserved water molecules whose effects are dependent on them 

staying in place.  Many integral membrane proteins, including GPCRs, contain ordered water 

molecules that are functionally like prosthetic groups and quite unlike bulk water.  Such water 

molecules can mediate proton transfer in the active state,142,144,218,219 can function as local energy 

storage while reducing the pKa of the central proton in the binding site, in supporting the role of 

Na+ as a cofactor in signal transduction,220 and in other specific roles.  Well-ordered and conserved 

water molecules appear to be responsible for the functional plasticity for transmitting activation 

signals from their binding pockets to the cytoplasmic GPCR side.134  Water molecules were shown 

to be involved in bacteriorhodopsin’s mechanism of proton pumping,142 but it is not clear whether 

this involves proton hopping such as by the Grotthuss mechanism.  Radiolytic footprinting of 

bovine rhodopsin confirmed that only small structural variations occur in the vicinity of the bound 

chromophore.  Also, these experiments show – by rapid mixing with 18O labeled water – that the 

water molecules indicated by X-ray diffraction to be conserved similarly do not appear to 

exchange with bulk solvent.221,222  Thus, the set of conserved water molecules in rhodopsin, and 

their ability to transport protons, provide an attractive explanation for how rhodopsin transmits 

visual signals without exhibiting large conformational changes. 

4.2.7. Other roles of cold water molecules.  Cold water molecules can be found in the 

structures at a variety of other critical locations in proteins.  In one recent example, the 

combination of neutron and X-ray diffraction crystallography, both at room temperature, was 

used to characterize the complex between heart fatty acid binding protein (H-FABP) and oleic 

acid,223 and in particular the roles of water molecules within the complex.  The all-atom 

coordinates for over 200 D2O molecules were reported.  First, the detailed location of the fatty acid 

within the active site was unveiled.  Its hydrophobic tail associates with a wall of hydrophobic 



residues whereas its other end faces a cluster of 14 ordered water molecules.  These water 

molecules are conserved in the active site with a quite low average B-factor (15.6 Å2).  Most of the 

other water molecules present in the unbound structure are displaced by the incoming fatty acids 

with their long apolar chains while some of the remaining few interact with the substrate’s 

carboxylate moiety.  Most interesting, however, is that the role of the conserved water cluster does 

not seem to be associated with ligand stabilization, but instead, to a significant reduction of 

volume in the cavity, thus forcing the fatty acid into a U shape arrangement and governing 

discrimination amongst different fatty acids, as suggested by Matsuoka et al.224  Figure 8C 

illustrates this scenario schematically.  Only because the structural study was performed with 

neutron diffraction, and the hydrogen (deuterium) positions of the water molecules were directly 

observed, it could also be determined that the dipoles of the waters in this cluster were aligned 

with the protein’s electrostatic field, which is additional rationale for their low mobility.  These 

observations imply that hydration layers on protein surfaces are endowed with specific features, 

e.g., electrical, which can be especially important when these water molecules become trapped 

within a protein-protein interface.  As a corollary, note that the occurrence of a decreased 

dielectric constant, e.g., through a rearrangement of water dipoles, leads to a reinforcement of the 

interaction strength between polar residues, thus further favoring complex formation.  However, 

the thorough understanding of the water roles and electrostatics offered by these studies suggests 

possible strategies for inhibitor design, perhaps by displacing one of the cluster waters while 

respecting its contribution to the overall electric field. 

In another example, hydrogen bond networks involving water molecules mediate 

hydrolysis of adenosine triphosphate (ATP) at the nucleotide binding site of the bacterial protein 

SecA.   This protein exchanges ADP for ATP and thus provides energy to membrane translocation 

of secretory pre-proteins.  Energy is obtained by exploiting the binding and hydrolysis of ATP, 

which is then used to produce large conformational changes at domains far away from the ATP 

binding site.  Despite the availability of crystal structure snapshots of SecA along its reaction path, 

the coupling mechanism between the nucleotide binding site and the other domains of SecA has 

been unclear.  However, molecular simulations of wild type and mutant SecA proteins revealed the 

presence of extensive networks of hydrogen bonds connecting the nucleotide binding site to the 

protein’s remote regions.225  A number of water molecules were integral to these networks and 

thus enabled the reaction. 

 



4.3.  How Do You Take the Temperature of a Water Molecule?  What we are actually 

asking is: what are the characteristics of hot and cold water molecules?  As described above, the 

roles that water molecules play are very diverse, with significant differences between those that 

are hot or cold.  It is not a simple matter of measuring rotational and/or translational entropy for 

each water molecule – if that was even possible.  As discussed above, the energetics of water 

molecules are a case-dependent and complex mix of entropic and enthalpic contributions.226  As in 

most endeavors in science, it is best to start with what can be extracted from experiment, and 

there are a few structural clues that can be exploited – some from the water molecules themselves, 

but more from the water molecules’ environments.     

4.3.1. Evidence from crystallography: B-factor and occupancy.  The B-factor, also known as 

the temperature or Debye-Waller factor, may be seen as a measure of the atom’s mobility or 

flexibility and is reported in Å2.227  This displacement can be represented isotropically or 

anisotropically (i.e., along the Cartesian axes), although the data is too sparse in most 

biomacromolecular data sets to refine atoms anisotropically.  Molecular structure (PDB) files 

report two kinds of B-factor: an overall average that is the mean of all atom movements in the 

molecule and individual or “local” B-factors for each atom.  With reference to the overall 

structure’s B-factor, the relative flexibility of specific atoms or regions in the protein can be 

assessed.  This also applies to water molecules, where a small B-factor for the water’s oxygen atom 

indicates that it is in a locus of low mobility, thus suggesting that it is cold, while a large B-factor 

indicates high mobility, and thus a hot water (see Figure 9A).  As an illustration, consider the 

water molecules of HIV-1 protease described above (Figure 1).  For the HIV-1/ligand complexes in 

our data set, the average B-factor of the super cold water 301 is 15 ± 8 Å2, that of the 313/313’ set 

is 23 ± 8 Å2, and that of 313bis/313bis’ is 17 ± 7 Å2.  (High standard deviations are due to the 

disparate crystallographic conditions for the 23 structures.)  For comparison, the five waters 

(Figure 1A, waters 301, 313, 313’, 313bis, 313bis’) present in the unliganded structure and 

largely retained in the complexes have an average B-factor of 33 ± 10 Å2, the seven water 

molecules present in the unliganded structure and displaced (waters a-g) have an average B-

factor of 56 ± 16 Å2, supporting the hypothesis that a-g are hotter waters.  The B-factor of the 

catalytic water (300) is an intermediate 42.  (See also Table 1.) 

A direct indication of water conservation is atom occupancy, which is also reported in PDB 

files, although there is likely some correlation between occupancies and B-factors.228  Occupancy 

represents the completeness of an atom’s electron density and ranges between 0 and 100%.  Less 



than full occupancy can be attributed to thermal disorder or symmetry (in either case two 

positions for the same atom may be reported) or simply that the atom is not present in all 

instances of the protein in the crystal.  The latter is more common with ligand molecules, 

especially if the ligand has been “soaked in” rather than co-crystallized.  A water molecule (i.e., its 

oxygen atom) reported to have 100% occupancy is more likely to be cold than one with low 

occupancy (see Figure 9B).  It should be pointed out, however, that assigning occupancy for water 

molecules in X-ray crystal structures is a lot of extra work, and not usually performed.  Indeed, the 

number of water molecules reported in a crystal structure depends on the resoluteness of the 

crystallographer as well as the resolution of the data set.67,229  Some of the early X-ray structures 

for ligand-bound HIV-1 protease reported water 301 as the only one present.  Thus, it is 

sometimes advisable to characterize a binding site by a software tool that calculates probable 

locations for water molecules like GRID,78 HINT182,183 or Hollow.230 

4.3.2. Radiolytic protein footprinting.  For a few residue types with aromatic and sulfur 

containing side chains, i.e., phenylalanine, tyrosine, methionine and cysteine, radiolytic labeling 

under aerobic conditions is mediated by hydroxyl radicals derived from radiolysis of water rather 

than from molecular oxygen.231  Thus, exchange with 18OH· radicals, generated by exposure of 

H218O to X-rays, can reveal whether water molecules associated with those residues are tightly 

bound (see Figure 9C).  Liquid chromatography coupled to mass spectrometry (LC-MS) analysis of 

peptides obtained by digestion of the irradiated protein/isotopic labeled water sample quantitates 

the extent of modification with ion current data.221 

4.3.3. Evidence from NMR: residence time, hydrogen exchange, and generalized order 

parameter.  Regardless of location or how well ordered water molecules appear to be at the 

protein surface, nuclear magnetic relaxation dispersion (MRD) experiments232 have greatly 

illuminated the dynamics of protein–water interactions and demonstrated that all water 

molecules associated with proteins are in constant dynamic exchange (Figure 9D) with the bulk 

water.  Interestingly, many studies have shown that water molecules at protein surfaces exhibit 

slower correlation times than bulk water, similar to water molecules in confined spaces.175  

Specifically, the more exposed – hot – water molecules on protein surfaces are endowed with a 

broad distribution of residence times, with medians in the tens of picoseconds, extending to 

several nanoseconds for a few water molecules in deep surface pockets.233  By comparison, 

residence times are in the microsecond regime for deeply buried internal – cold – waters.  The 

hydrogen (proton) exchange between protein protons and water protons is also an indicator of 



solvent accessibility, in particular with respect to the highlighting the protons from proteins 

involved in hydrogen bonds, structurally and dynamically234 (see Figure 9E).  Slow hydrogen 

exchange, i.e., chemical exchange between 1H/2D, has been applied in a wide variety of studies 

including protein folding.235  Magnetization transfer approaches can also study fast exchange 

between solvent water and various sites in biomolecules.236  Another NMR parameter that probes 

the motional freedom of a water molecule is given by the generalized order parameter, which is 

usually reported as its mean, squared: S2.237  This quantity varies from 0 to 1 as order increases; 

however, its use in studying water in and around protein structures has been very sparse to date.   

4.3.4. Preferred hydration sites.  Adapting the strategy used in constructing rotamer 

libraries238 that catalogue the frequency of specific sidechain conformations in X-ray crystal 

structures for use in structure model building, Biedermannova and Schneider used a non-

redundant set of 2818 protein crystal structures with resolutions better than 1.8 Å to analyze the 

extent and structure of the hydration shell of all 20 standard amino-acid residues as function of 

residue conformation, secondary structure and solvent accessibility.239  The results show that 

hydration depends on the amino acid conformation and the environment in which it occurs.  In 

practical terms, distance and angular dependence of the probability of finding waters of hydration 

were calculated and tabulated for each residue type and each of its previously described238 

sidechain rotameric states.  Certainly, water molecules found in the higher “rotamer” probability 

regions of an X-ray structure would be colder than water molecules located in low-probability 

regions (see Figure 9F). 

4.3.5. Flexibility of the water site.  While structural information is the basis of all molecular 

modeling, crystals are only 3D pictures of a frozen conformation, often at very non-biological cold 

temperatures.  The real situation is that proteins in aqueous media within a cell move, and may be 

flexible from less than one to hundreds of Å scales.  Other than the standard vibrational motions of 

a H2O molecule, waters themselves are not flexible.  Waters are, however, found in protein regions 

of low to high flexibility, and this implied flexibility likely impacts their “temperature”.  Flexibility 

and the thermal motions represented by B-factors are also related, but flexibility from longer 

timescale or higher temperature thermal motions may still be possible in crystallographically 

well-resolved atoms, residues or even domains.  There are a number of methods to estimate 

flexibility, but one very simple metric is the count of rotatable bonds in a residue sidechain, or for 

all residues within the site240 (see Figure 9G).  However, some residue sidechains may be less 

flexible than suggested by their number of rotatable bonds because they are “locked” by adjacent 



residue sidechains. 

4.3.6. Solvent accessibility of water molecules.  The solvent-accessible surface area (SASA) 

concept that has generally been applied to ligand molecules or proteins and their residues is a 

powerful tool for evaluating water molecules in biomacromolecular structures.   Water molecules 

with low solvent accessibility, i.e., not exposed, are likely to be cold, while those with high solvent 

accessibility are likely to be in exchange equilibria with other water molecules in the system and 

more hot (see Figure 9H).  Solvent accessibility is a concept developed by Connolly241 and often 

reported as the Connolly surface.  It can be calculated with a number of easily available tools.242-244 

Table 1 lists the SASA values for the water molecules in unliganded HIV-1, and mostly follow the 

trends shown by the B-factors. 

4.3.7. Rank, HINT score and Relevance.  Simple analyses of the geometry of interactions for a 

water molecule can reveal how stable it is in its site.  Water can form up to four hydrogen bonds, 

with two as a donor and two as an acceptor; these hydrogen bonds are defined in terms of the 

distances and angles to their partners (Figures 9I).  We developed an algorithm called Rank181 to 

calculate the number and geometric quality of every potential hydrogen bond for each water 

molecule to protein and/or ligand atoms within a specific range: 

 
 ≤ 4           ≤ 6 

Rank = Σ {(2.80 Å/rn) + [Σ cos (θTd - θnm)]/6}, 
   n            m 

 

where rn is the distance between the water’s oxygen and the target heavy atom n (nmax = 4).  This is 

scaled relative to 2.8 Å, i.e., an ideal hydrogen bonding distance.  Ideality of angles is evaluated by 

cos(θTd – θnm)/6, where θTd is the ideal tetrahedral angle (109.5°) and θnm is the angle between 

target atoms n and m, with a maximum number of target pairs (mmax) of 6.  Any angle less then 60° 

is rejected along with its associated targets.  Rank largely correlates with the number of high-

quality hydrogen bonds made by the water and can be calculated without structure optimization, 

and even before adding protons to the molecular model.  The Rank for the water molecules in 

unliganded HIV-1 protease are shown in Table 1; the water molecules that are displaced by the 

incoming ligands have for the most part smaller Rank values. 

However, the character and strength of hydrogen bonds are not recorded by Rank.  We also 

have applied HINT scoring, wherein the water is treated as a ligand and all surrounding atoms as a 

pseudo-receptor to evaluate water placement and orientation (Figure 9J).  We have previously 



reviewed HINT, and its numerous applications in biomolecular structure and drug 

discovery/design scenarios,34,184,214,245,246 so only the important operation details will be 

described here.  The HINT score (HTOTAL) provides an empirical, but quantitative, evaluation of a 

molecular interaction as a sum of all individual atom-atom interactions using:  

 

HTOTAL = ∑ ∑ bij;  bij = ai aj Si Sj Tij Rij  +  50 rij, 
        i     j   

 

where bij is the interaction score between atoms i and j, a is the hydrophobic atomic constant, i.e., 

its partial logP for 1-octanol/water – representing chemical properties of hydrophobes, donors 

and acceptors as well as their charge, S is the solvent accessible surface area, Tij is a logic function 

assuming +1 or -1 values, depending on the nature of the interacting atoms (when polar), and Rij 

and rij are functions of the distance between atoms i and j, an exponential and a Lennard-Jones 

implementation, respectively.  The HINT paradigm is based on the assumption that each bij is 

related to a partial δg value and that HTOTAL is directly comparable to the global interaction’s ΔG°. 

In particular for protein-ligand associations, several studies showed that the HINT score could be 

related to ΔG°: 1 kcal mol-1 ≈ -515 score units.178,247  Of note is that the HINT scoring function, 

because of its basis in an experimental measurement, considers both enthalpy and entropy, which 

is neglected in many scoring functions that attribute binding purely to electrostatic interactions.  

As with Rank, Table 1 lists the HINT scores for water in the active site of unliganded HIV-1. 

We first used Rank and HINT score to characterize water molecules when we tracked them 

between paired unliganded and ligand-bound crystal structures (Section 4.2.1).184  Later, we used 

a Bayesian-like approach to integrate these two metrics into the Relevance metric,168 which 

classified waters as Relevant (or “cold”) if the metric ≥ 0.5 or Non-Relevant (or “hot”) if the metric 

< 0.5.   Our article hypothesized that displacement of what we are referring to in this Perspective 

as cold waters would likely be energetically neutral or possibly favorable, if performed with polar 

groups designed for this aim, and able to establish the same hydrogen bonds.  On the other hand, 

waters classified as “Non-Relevant” (i.e., hot) are those near the surface, weakly interacting with 

the protein and/or mostly involved with other water molecules; these will likely be sterically 

displaced or otherwise vanish after ligand binding.  The Relevance metrics for the water molecules 

in unliganded HIV-1 are listed in Table 1. 

4.3.8. Volume of water site.  Calculation of pocket (or cavity) volume can be accomplished by 

a large number of software tools248 and is a useful analysis at initiation of drug design 



experiments.  Obviously, the available volume should match the size of the new ligand.  The most 

common algorithm applied to calculate a cavity volume is the “rolling sphere” method where a 

sphere of a defined radius rolls on the protein surface – and into cavities.   A typical algorithm of 

this type is Roll by Yu et al.249  We described the VICE program,250 which utilizes integer arithmetic 

for virtually all calculations.  Another set of algorithms calculates volumes by using Voronoi 

polyhedra, that divide the total volume into subsets with size that depends on how tightly they are 

packed.251  Perhaps the most difficult aspect of all such calculations is unambiguously defining the 

cavity boundary at its opening.   

The volume in which a water molecule resides is another indication of its “temperature”.  

Yu and Rick calculated the thermodynamic parameters for single water molecules in both 

hydrophobic and polar pockets of different volumes84 (see Figure 9K).  Interestingly, while a water 

molecule in a hydrophobic cavity slightly “cools off” as the size of the cavity increases, there is an 

optimal “coldest” cavity volume for a water molecule in a polar environment.  This latter free 

energy response can be understood by noting: i) that the removal of a water molecule from small 

polar cavities is partially compensated by the restoration of some hydrogen bonding between 

cavity residues, and ii) a water molecule is positioned to make fewer hydrogen bonds as the cavity 

gets larger.  It should also be mentioned that the presence of just one additional water molecule in 

either type of cavity creates a fundamentally different set of scenarios because of the interactions 

between the waters.   

4.3.9. Molecular dynamics.  Simply, molecular dynamics (MD) involves simulation of 

molecular motion as a function of time and temperature.  This can easily be applied to water 

molecules within a potential binding site and even within the solvent milieu itself.  Some of the 

earliest MD experiments were, in fact, attempts to simulate the behavior of liquid water.252  The 

popular WaterMap method253,254 and others (Section 5.3) use MD simulations as the basis of their 

water analyses.  Here, consider that MD simulations should be very revealing of the “temperature” 

of a water molecule – as such simulations take into account many of the features of a water 

molecule and its environment described above.  While a large variety of parameters can be 

extracted from MD, Figure 9L suggests that the characteristics of cold waters include lower 

potential energy and/or smaller trajectory amplitude (root mean square fluctuation, RMSF), while 

the characteristics of hot waters include higher potential energy and/or larger trajectory 

amplitude. 

 



 

5. COMPUTATIONAL APPROACHES AND TOOLS FOR DEALING WITH 

WATER 
 

As seen above, considered together, water molecules are a force to be reckoned with. 

Thermodynamically, the water molecules in a biomacromolecular system usually have a 

significant, if not dominant, contribution to the free energy of ligand-macromolecule binding.  This 

can be generally presumed to be mostly due to their regaining entropy lost by the ligand upon 

binding and the release of protein-bound water molecules, both comprising what is called the 

hydrophobic effect.  As we showed above, there are numerous interesting ways that water 

molecules play roles in structure and function and there are often clues presented by structure 

that reveal how those water molecules might best be exploited, and both can be differentiated by 

our “hot” and “cold” water construct.  

Experimentally, the standard approach255 for studying the effect of including or displacing 

water molecules from a protein’s active site is to create modifications to the ligand or protein that 

will introduce or displace one or more waters, and measure the resulting effects on binding 

affinity, or occasionally its thermodynamic profile with ITC.  Displacing at least a few water 

molecules is nearly ubiquitous when binding small molecules to proteins, as illustrated above with 

the hot waters of HIV-1 protease.  Conserved cold water molecules are more challenging to 

displace, like in HIV-1 protease and scytalone dehydratase,256 and the energy gain may not be as 

dramatic as envisioned.  Deconvolution of the enthalpic and entropic contributions to binding of 

trimannosides with Concanavalin A with ITC revealed that a compound designed to displace a 

single water molecule by simply substituting –CH2CH2OH for –OH on one of the sugars 

demonstrated weaker binding affinity than its parent,257-259 and that enthalpy-entropy 

compensation (H/SC)17,61 is the likely cause.  Studies performed on a number of 

benzoarylsulfonamide derivatives at human carbonic anhydrase demonstrated that the 

water network surrounding the bound ligands contributes significantly to the observed H/SC.90,260 

This case will be highlighted and further discussed below as an example of using cold waters in 

drug discovery (section 6.2).  

Clearly, detailed experimental thermodynamic analyses are very useful for developing an 

understanding of what happened, i.e., as a post-mortem, but drug discovery really requires a 

prospective and predictive view.  For this, computational experiments using theoretical and/or 



empirical models and their associated software tools must be used.  As we noted in the 

introduction, and throughout this Perspective, the rationale (or chemical art) of displacing a 

particular water molecule may be the core issue in water-aware drug discovery and design.  

Displacing hot waters from ligand free sites is a simple call and will generally provide some 

entropy.  The more difficult act of displacing (possibly) cold waters from hydrophilic loci by ligand 

design, such as in lead optimization, is definitely not as straightforward because each water 

molecule possesses its own complex balance of context-dependent thermodynamic terms.  The 

enthalpies of water molecules binding to a protein pocket do not provide a good measure of 

displaceability because all waters are not replaced by the same ligand “group”; if they were, tightly 

bound waters would indeed be hard to displace while loosely bound waters would be easily 

displaced.  Water molecules are typically displaced with ligand groups that make similar 

interactions with the protein pocket, but that is not always possible.  For example, while a water in 

a hydrophilic pocket is likely to be displaced by a hydrophilic group like a hydroxyl, forming both 

van der Waals (vdW) contacts and hydrogen bonds with the pocket, a water in a hydrophobic 

pocket is likely to be displaced by a nonpolar group like a chloro that will presumably make 

mostly vdW and hydrophobic contacts with the protein.  Both of these cases would seem to be 

energetically favorable, but cases where a water in a hydrophobic pocket is displaced by a 

hydrophilic group or vice versa also commonly occur.  

 Altogether, these processes entail very complex and difficult to understand molecular 

energetics, with many moving parts.  To help, a variety of computational tools have been 

developed.  It should come as no surprise that constructing such software tools is similarly 

challenging.  Water molecules in real systems are in constant flux with translations and 

reorientations along with, as well, the formation and breaking of their hydrogen bonds.  The 

strategies and levels of sophistication employed by the available computational tools for 

simulation or analysis of these systems are diverse.  

 

 5.1.  Empirical, phenomenological and knowledge-based methods.  As described 

above, the crystallographic B-factors for water molecules can be revealing metrics concerning its 

conservation.  Because a more labile water is more likely to be displaced than a constrained one, it 

has long been perceived that there was a correlation between the two, although a clear definition 

of conservation in this context probably does not exist.  Nevertheless, some water molecules 

occupy the same positions in multiple crystal structures of the same protein, with a variety of 



ligands, and even in structurally or functionally related proteins.  To evaluate water conversation 

in proteins, Raymer et al. employed a k-nearest-neighbors classifier combined with a genetic 

algorithm to predict which bound water molecules in unliganded protein structures are conserved 

in the corresponding ligand-bound structures.261  The resulting algorithm, Consolv, analyzes the 

environment of each water molecule in the free structure for four environmental features: the 

water molecule’s B-factor, the number of hydrogen bonds between it and the protein, the density 

of neighboring protein atoms, and their hydrophilicity.  One key observation was that the 

nanoenvironment of each water molecule is a dominant influence.  Similarly, García-Sosa et al. 

reported WaterScore,262 which combined the waters’ B-factors, their solvent-contact surface areas, 

their total hydrogen bond energies and their number of  contacts (≤ 3.5 Å) with protein atoms, to 

discriminate between those conserved and those displaceable.  More recently, the PyWATER plug-

in for PyMOL [Patel et al. PyWATER: a PyMOL plug-in to find conserved water molecules in 

proteins by clustering, Bioinformatics, 2014, 30, 2978], which relies on extant structural 

information to identify conserved water molecules in a structure of interest, was described.  

PyWATER is a relatively simple tool for water identification in protein structure; in short, 

structures similar to the query, and having resolutions ≤ 2 Å, are automatically retrieved from the 

PDB and superimposed to identify consensus waters.  The quality of a water molecule thus placed 

is assessed by calculating the Mobility (a normalized B-factor), as derived by Sanschagrin and 

Kuhn [Sanschagrin and Kuhn, Cluster analysis of consensus water sites in thrombin and trypsin 

shows conservation between serine proteases and contributions to ligand specificity, Protein Sci, 

1998, 7, 2054] and Carugo [Carugo, Correlation between occupancy and B factor of water 

molecules in protein crystal structures. Protein Eng., 1999, 12, 1021–1024].  In general, water 

molecules (typically their oxygen atoms) having mobility higher than 2 are discarded.  Those 

remaining are hierarchically clustered and the degree of conservation is determined by the ratio 

of the number of waters in each cluster to the number of superimposed structures.  PyWATER has 

been validated with a number of proteins previously examined with other analysis tools, and 

showed consistent results. 

We briefly described our work in defining Rank and HINT score in Sections 4.2 and 4.3, 

above, and alluded to these metrics in other discussion in the Perspective.  As with Consolv and 

WaterScore, the concept behind Relevance was to define a metric to predict – from the unliganded 

structure – the conservation/displacement of water molecules.  The results we obtained in this 

regard,18 were at least comparable to the earlier programs: ~90% accurate for water molecules in 



structures with ≤2.0 Å resolution.  Relevance relies only on the structural data contained in atom 

coordinates and atom types, i.e., crystallographic B-factors are not necessary.  This is an important 

distinction because waters placed by modeling, e.g., after dynamics, can also be assessed.  

Furthermore, it allows Relevance to be used as a metric for map-based searches that 

computationally hydrate pockets, surfaces, etc.168,263 

AcquaAlta264 is a knowledge-based system constructed from detailed analyses of small 

molecule crystal structures in the Cambridge Structural Database.265  The AcquaAlta algorithm 

catalogued the preferred positions and orientations of water molecules as they interact with 

simplified functional groups such as carbonyl, which includes all aldehydes, amides, carboxylic 

acids, esters and ketones.  A hydration-propensity ranking was established by water interaction 

energies from ab initio calculations on those functional groups.  The algorithm then places 

bridging waters between proteins and their bound ligands based on these propensity rankings.   

wPMF (water Potential of Mean Forces) is a method based on 3946 non-redundant high resolution 

X-ray structures from which the structure pattern of water and residue hydrophilicities were 

extracted.266  This specialized PMF can be applied to predict the potential hydration sites in 

protein structures with an accuracy of about 80%.  Furthermore, wPMF can also assess whether 

or not a given water molecule should be targeted for displacement in ligand design, with 

comparable performances to 3D-RISM (vide infra). 

 

 5.2.  Static molecular mechanics methods.  GRID (1985)267 is one of the oldest programs 

used to model and understand water molecules in protein environments.  Peter Goodford 

developed the program as a means to identify energetically likely locations for water in protein 

structures to supplement/validate those identified by X-ray crystallography, which at the time, 

due to instrumental and computing restraints, often provided incomplete pictures of solvation.  

Simply, GRID places an exquisitely tuned water probe at the intersection points of grid lattices 

inside and on the surface of the protein.  The water probe is spherical, with an H2O van der Waals 

radius and can donate and accept hydrogen bonds.  Later, probes for other small molecules and 

functional groups and a non-molecular “hydrophobic probe” were added.  With continual 

updating, GRID is both still in use, e.g., for stabilizing molecular dynamics simulations,268 and the 

core technology of other programs offered by Molecular Discovery, Ltd.,269 such as WaterFLAP, 

implemented within the FLAP software.270  This program predicts water location by taking the 

energetic minima from the GRID OH2 molecular interaction field followed by subsequent local 



optimization.  Waters can be iteratively added to a protein target (either unliganded or in ligand 

optimization scenarios) until the defined site is completely solvated.  The free energy of binding 

for the final water network can be evaluated with the OH2, CRY and ENTR probes that represent 

hydrophilic, lipophilic, and entropic terms, respectively.  Waters can then be classified as 

structural, displaceable, solvent-like, or as being in low-occupancy locations. 

The Multiple Copy Simultaneous Search (MCSS) method from the Karplus group271,272 

differs from GRID in that it randomly places probe molecules at predefined density within a 

predefined radius around, for example, the pocket centroid.  The protein+probe ensemble is 

subjected to energy minimization using a standard force field commonly used in molecular 

mechanics.  After various pruning operations, the remaining probes represent an energetically 

reasonable, although purely enthalpic, set of potential locations for that probe molecule in or 

around the protein.  The water probe has been shown to predict positions of bound water 

molecules quite well.273   A recent article suggested that surveying a volume in an unliganded 

pocket containing a collection of water molecules with MCSS could, with multiple probe types, 

reveal design clues for functional groups to displace those waters.274 

Docking technologies have also been utilized to study water, especially with respect to the 

water influence on protein-ligand interactions.275-280  The ability to accurately and efficiently treat 

ordered waters has been a major limitation of molecular docking because of the number of states 

to be investigated.  If just four key waters are handled in the most rudimentary way, by toggling 

them on and off, the docking problem escalates 16-fold.  Also, as seen repeatedly above, there are 

many factors informing the decision of displace vs. retain (or sometimes add) for each water 

molecule.   

The Glide docking program281-283 from Schrödinger284 includes implicit solvation in its 

scoring functions, but deals with explicit water molecules only as part of the site, where users can 

manually toggle their inclusion in or exclusion from the model.  In an extension of FlexX, Rarey et 

al. described a “particle concept” to place explicit waters at precomputed positions if they can 

form additional hydrogen bonds to the ligand and optimize the ligand orientation in the active 

site.285  As an adjunct to the AutoDock Vina docking program,286 the WaterDock protocol,287 

including a probabilistic water classifier, was developed to place molecules into protein binding 

sites and evaluate their ease of displacement.   

In contrast, Forli and Olson implemented a ligand-based hydration model to explicitly 

account for water during docking [Forli and Olson. A force field with displaceable waters and 



desolvation entropy for hydrated ligand docking. J Med Chem 2012, 55(2), 623-638; Forli et al. 

Computational protein-ligand docking and virtual drug screening with the AutoDock suite, Nature 

protocols, 2016, 11, 905] in the AutoDock force field [Huey et al. A semiempirical free energy force 

field with charge- based desolvation. J Comput Chem. 2007; 28:1145–1152].  No prior knowledge 

of waters at the protein-ligand interface or in the unbound structure is required, since waters are 

attached to the ligands’ polar atoms before docking and their presence and contribution are 

iteratively evaluated during the search.  Both enthalpic and entropic contributions to each water 

molecule’s energetics are considered with a smooth potential sampled during the conformational 

search. Each water’s fate is determined by the balance between its contribution to ligand binding 

and the hypothetical ligand stabilization gained by its displacement.  This approach is based on the 

facts that hydration patterns change in response to the ligand binding and that not every water in 

a binding site can interact with every ligand.  Only those waters interacting with a specific ligand 

are modeled and thus no bias from previously determined structures is retained.  It would seem to 

be particularly suitable when no information about the hydration in a binding site is known such 

as when experimental conditions do not allow the resolution of water positions.  Altogether, 

water-aware docking approaches have improved the fidelity of some ligand geometries, while in 

other cases, the geometries deteriorated.  

 

 5.3.  Monte Carlo and molecular dynamics (MD) methods.  Monte Carlo (MC) and 

molecular dynamics (MD) methods are standard tools for simulation studies for modeling protein 

folding288,289 and other biomacromolecular processes.  MC or MD simulation can be conducted to 

equilibrate the distribution of water molecules in a binding site.  For example, Monte Carlo 

techniques can be used to simulate the expected probability density of atom-atom contacts, e.g., 

solvation.  Through exhaustive sampling of structure space with random probes, Rakhmanov and 

Makeev produced knowledge-based potentials for the hydration of protein atoms.290  This model 

was able to estimate the atomic hydropathy, quantitatively and in a distance dependent manner, 

for all types of atoms found in proteins. 

The replica exchange thermodynamic integration method (RETI)291,292 is a Monte Carlo-

based method for calculating binding energies.  Essex’s group incorporated double 

decoupling79,293 to yield a more practical methodology for determining the free energy of water 

binding to proteins and protein-ligand systems in a set containing both displaceable and non-

displaceable waters.80  RETI treats all waters explicitly in all-atom models, which can both 



translate and rotate.  The protein also is allowed limited flexibility.  Another water molecule is 

used as a probe contained inside an impenetrable sphere.  To determine the absolute free energy 

of water binding, two Monte Carlo simulations are performed simultaneously – the double 

decoupling: the first simulation is for a water molecule decoupled from the (bulk) solvent 

(yielding ∆Ghyd) and the second is for a water molecule decoupled from the (receptor) protein but 

held in-place (yielding ∆Gdec).  To separate van der Waals from electrostatic contributions, 

calculations that alternately annihilate the van der Waals and electrostatic terms are performed.  

A key point about RETI is that the method makes fewer assumptions than most others, and 

energies found using it have been used as a standard.294  However, the RETI method is very slow.  

Just Add Water Molecules (JAWS) from the Jorgensen group,24 also applies the double decoupling 

approach to compare the removal of a water molecule from the bulk and from the binding site, 

resulting in an estimate for ∆Gbind for that water molecule.  JAWS, however, applies a number of 

well-validated approximations in its more accessible methodology. 

MD simulations can be combined with inhomogeneous fluid solvation theory (IFST) to 

evaluate the binding enthalpies and entropies for interfacial water molecules in protein−ligand 

complexes.101,102,255  IFST treats the solute (protein and ligand) as spatially fixed, i.e., an 

inhomogeneous fluid, and calculates both the solvation energy and entropy by integrating over the 

solvent-occupied volume.  A freely available software package based on MD/IFST is Li and 

Lazaridis’s Solvation Thermodynamics of Ordered Water (STOW).295  Their implementation used 

molecular dynamics simulations, e.g., with CHARMM,296 to sample water configurations.  While 

STOW computes the thermodynamic contributions of individual water molecules to that of the 

overall complex, it does not estimate the free energy for the liberation of water molecules 

displaced by ligands.  BiKi Hydra297 is another MD simulations-based tool very recently developed 

to analyze hydration patterns and assess the persistence of water molecules inside specific 

binding sites.  The methodology quickly estimates water persistence in a given region by using 

dehydrating bias, acting on a collective variable that mimics the interaction energy of charged 

particles in an electrolytic solution modeled according to Debye-Hückel theory.  Hydra has been 

validated on the adenosine A2A receptor and tested on other members of the GPCR A-family, 

providing results in good agreement with experimental data.298 

The proprietary WaterMap suite253,299 from Schrödinger284 builds on the IFST 

implementation of STOW, with extensions that both locate all water molecules in a protein binding 

site and evaluate the favorability of their displacement.253,299  To predict the energetic 



contributions of water molecules in protein active sites, WaterMap uses trajectories generated by 

MD simulations in explicit water; the water molecules surrounding the rigid protein are clustered 

to obtain hydration sites.  Thermodynamic profiles of these hydration sites are then calculated by 

averaging the solvent-solvent and protein-solvent interaction energies, based on inhomogeneous 

solvation theory.  Water molecules that reveal a significant positive free energy relative to their 

being in bulk are termed ‘unhappy’, which suggests a significant free energy gain upon their 

displacement by a ligand.  The positions of  ‘unhappy’ water clusters in a site may reveal hot spots 

for small molecule ligand binding.  With its custom “displaced solvent functional”, WaterMap can 

estimate the liberation free energy for water molecules displaced by a suitable ligand.  This 

functional assumes that water molecules are displaced into a cavity in bulk solvent (previously 

occupied by the ligand), resulting in the formation of a cavity of identical size and shape in 

the protein.  This is, in other words, an attempt to model the hydrophobic effect, and estimate the 

associated energetics.   

Recently, WaterMap has been used successfully for ligand optimization and for the 

explanation of the structure-activity relationships in several series of compounds.253,300-304  

WaterMap was also found to ameliorate some of the failings with respect to estimating protein 

desolvation in the otherwise robust MM-GB/SA scoring functions (molecular mechanics (MM) 

with Generalized Born (GB) and a hydrophobic solvent accessible surface area (SA) term).305  In 

particular, replacing the protein desolvation terms in MM-GB/SA by WaterMap estimates for free 

energies arising from water displacement after ligand binding provides good results for ranking 

binding in congeneric series.  The most recent Schrödinger development for WaterMap is a 

docking and scoring method, WScore, which includes an MM-GBSA scoring component, and 

provides flexible treatment of explicit water molecules.306  The locations and thermodynamic 

features of these water molecules are derived from a WaterMap molecular dynamics simulation of 

the complex that, in turn, supplies atom-level ligand and protein desolvation energies.   

 

5.4.  Statistical mechanics methods.  Proteins are certainly flexible and the fluctuations of 

water molecules under real conditions – including changing occupancy, changing hydrogen 

bonding patterns and other features, especially on protein surfaces – are well documented.  Thus, 

statistical mechanics approaches are a natural fit for evaluating protein hydration.  In this context, 

Beglov and Roux developed a statistical mechanical integral equation theory, now known as 3D-

RISM (an extension of the reference interaction site model (RISM) to three dimensions), to model 



hydration of protein-ligand-solvent complexes.307  Their equation is constructed on the basis of 

the density functional theory of non-uniform polyatomic liquids308 and is applicable to solvent 

interactions sites at all points around molecular solutes of arbitrary shape.  An important feature 

is that 3D-RISM can represent water molecules as being non-spherical so that hydrogen bonding is 

more effectively modeled.  3D-RISM methods include both solute-solvent electrostatic and van der 

Waals interactions.  An implementation of 3D-RISM309 method is available in the MOE (Molecular 

Operating Environment) software suite from Chemical Computing Group Inc.310  The idea behind 

this method is that waters prefer to have a certain distribution of distances and angles amongst 

themselves and that polar groups on the protein essentially are trying to mimic waters.  The 3D-

RISM methods offer two advantages: 1) they are fast compared to many other methods that 

calculate maps of water locations, and 2) information about hydrogen bond networks formed by 

water molecules can be captured and exploited. 

An alternate statistical mechanics-based approach, SPAM (“maps” spelled backwards), was 

developed by Cui et al. of GlaxoSmithKline.311  SPAM computes the locations of hydration sites 

around a protein following a nanosecond+ MD simulation with explicit solvent.  The interaction 

energies of water molecules that travel through potential hydration sites are extracted, and the 

free energies of these hydration sites (or putative water molecules) are computed, neglecting 

water-water correlation, by a site partition function.  A number of constraints are imposed: the 

protein conformation is locked by a harmonic potential on its heavy atoms.  Finally, hydration 

sites are identified as peaks in the computed water density map relative to the density of bulk 

water.  This method yields the distribution of interaction energies between water and the 

surrounding environment at a binding site, and in particular, perturbations to this distribution 

after events such as ligand binding.  SPAM was developed, using simple and accessible statistical 

mechanics, to be a design tool that can identify hot spots in a target by extracting both average 

interaction energy and entropy information for discrete water molecules. 

 

 5.5.  Methods using continuum solvent models.   Another class of water methods relies 

on continuum solvent models such as the Poisson-Boltzmann (PB) or GB equations as the primary 

compute engine, thus taking advantage of implicit solvation.  Some of the methods described 

above also incorporated elements of PB or GB in their protocols.  There is a long-standing debate 

concerning which of the two continuum models, PB or GB, is preferable: the PB equation has solid 

theoretical justification, but is computationally expensive.   It describes the electrostatic 



environment of a solute in a solvent containing ions.  PB equation solvers such as DelPhi from the 

Honig group,312 Zap from OpenEye313,314 and others315,316 have been developed with varying 

generality and efficiency.  The GB model results from an approximation to the exact PB equation 

(in its linear form) where the solute is modeled as a set of spheres that have dielectric constant 

different from the external solvent.  A key GB parameter is the effective Born radius atoms,317 

which represent their degree of burial inside the solute, i.e., the distance from the atom to the 

molecular surface.  Despite many innovations, speed still remains an issue with PB solvers: 

performances have not equaled those of the simpler and more commonly used GB approximation, 

and surprisingly, GB-based results are often quite similar318,319 and can be superior.320,321 

 Applying the continuum models to characterizing single water molecules seems at first to 

be almost counterproductive because the point of continuum models is to ameliorate the need for 

explicit solvent.  However, the continuum physics can supplant the less interesting water 

molecules, and allow a focus on the water molecules of relevance in the system.  Both Poisson-

Boltzmann322-325 and Generalized Born326,327 models have been implemented in this way.  

However, in high-dielectric environments (where hydrogen bonds are of interest), and in low-

dielectric environments like protein binding pockets and membrane interiors, GB-based 

calculations may be less accurate than other methods.328 

SZMAP (Solvent Zap MAP) by OpenEye314 is a fairly new program that combines features 

from multiple methods.  Like RETI,80 it uses a water probe that consists of three atoms, but it can 

only be rotated and not translated.  Protein atoms are also fixed.  The other water molecules in the 

system are treated implicitly as a Poisson-Boltzmann solvent with Zap313 surface energy terms.  By 

rotating the probe in many different directions, and calculating energy at each stop, evaluation of 

the ensemble of these energies yields thermodynamic quantities for the probe’s site.  SZMAP also 

simultaneously calculates the thermodynamics for both neutral (water without partial charges) 

and vacuum (empty water-sized bubble) reference probes.   These reference states allow the 

calculation of thermodynamic properties of water relative to easily imaginable alternatives: e.g., 

the vacuum probe reveals the differences between a hydrated and an empty site, and the neutral 

probe reveals the differences between a hydrated site and one occupied by a hydrophobic group.  

While SZMAP can be used to generate maps of hydrophobic and hydrophilic regions of protein 

surfaces and reproduce positions of crystallographic waters,294 it is not as fast as GRID or 3D-

RISM.   Also, because the method is designed to treat only one water explicitly, SZMAP has 

difficulty with water networks and can miss the intricate hydrogen bonding patterns in water 



clusters.  

However, SZMAP quickly and accurately predicts whether a specific crystallographic water 

molecule is easily displaceable from within a ligand-bound protein pocket, e.g., by “growing” a 

group onto a nearby ligand – such as in lead optimization.  The thermodynamic quantity that is 

most predictive is the loss of rotational entropy by the water probe due to charge interactions.  

Waters that lose a lot are hard to displace in this way, while crystallographic waters that retain 

much of their rotational entropy due to charge interactions fall in two groups.  More common are 

waters in hydrophobic pockets, where electrostatic forces are weak.  These hot waters have long 

been known to be easy to displace (vide supra), as is predicted by most energy-based 

methods,80,329 including the SZMAP energy differences between water and neutral probes.294  

Another, previously underappreciated, class of crystallographic waters that retain rotational 

entropy are those highly constrained by van der Waals contacts.  Even in strong electrostatic 

fields, switching off the partial charges on these waters (i.e., via the neutral SZMAP probe) does 

not affect their rotation because they would bump into neighboring groups.  These waters are 

typically displaced by polar ligand groups that mimic the hydrogen bonds they previously had 

with the protein, so their displacement has no enthalpic penalty.  However, once in bulk water, 

they may get an opportunity to rotate freely, thus gaining entropy. 

 

5.6.  Which is the best computational method?  The discussion above should make it 

clear that there are many computational approaches to studying the water problem and most have 

strengths and more than a few have weaknesses.  A clear trend is that, concomitant with the vastly 

increased access to computing power, the computational tools have become more sophisticated, 

account for more effects, and purport to be more accurate and precise.  Although we categorized 

the methods into discrete groups, few of them are not influenced or do not incorporate concepts 

from earlier programs.  A better question to ask than “which is best” is, what tools are likely to be 

used in the future?  In that view, Morris’s WaterDock,287 an extension to the widely used and freely 

available AutoDock, seems like a good bet.  The WaterMap method of Schrödinger has appeared in 

numerous publications since its introduction,300,330-332 and regular updates indicate that it is an 

active product.  OpenEye’s SZMAP product is also of note – it uses a state-of-the-art Poisson-

Boltzmann solver in support of a new thermodynamic view of solvation and desolvation.  It also is 

an active product.   

However, sometimes simpler can be good too: the GRID program267 and its successor 



WaterFLAP as part of FLAP,270 are also capable of high accuracy in predicting loci for water 

molecules in or around a protein and in classifying waters as happy (cold) and unhappy (hot), 

according to their structural, displaceable and solvent-like character.  The Rank, HINT score and 

Relevance tools we developed168,181-183 were 90% accurate in predicting 

conservation/displacement when the target structure was of high resolution.  It is also important 

for medicinal chemists that the results be interpretable and can be fed into their drug discovery 

efforts.  Such a strategy seems to be the purpose behind the OpenEye gameplan application.   

 

 

6. EXPLOITATION OF WATER IN DRUG DISCOVERY: CASE STUDIES 
 

6.1.  Src Kinase : bosunitib.  The human kinome contains over 500 enzymes that are 

mostly involved in signal transduction and cell proliferation.  With these roles, it is not surprising 

that multiple kinases have been validated as targets of drugs to treat tumors.333,334  However, the 

sheer number of kinases renders targeting them challenging.  Thus, to produce high affinity 

compounds that also possess specificity, a variety of different strategies have been proposed 

and/or exploited.335-339  To date, however, most kinase inhibitor drugs bind to the ATP site, which 

is strongly conserved across the kinome.  Inhibitors are known that bind either to the DFG-in 

conformation (i.e., type I inhibitors) or to the DFG-out conformation (type II), which correspond to 

active and inactive kinase forms, respectively.   

One particularly successful kinase drug is imatinib (Gleevec, 1, Figure 10A)340 that targets 

the aberrantly activated tyrosine kinase BCR-Abl, which has been associated with chronic 

myelogenous leukemia.  Some patients with more advanced progression or acute lymphoblastic 

leukemia respond poorly to imatinib.  Thus, alternative chemical agents were investigated, such as 

dasatinib, nilotinib and, in particular, a dual Src-Abl inhibitor, SKI-606 (2, Figure 10A), which was 

first reported in 2001,341 and subsequently developed into the clinical candidate bosutinib.342-345  

Molecular modeling studies suggested that bosutinib’s superior activity was due to its ability to 

bind a BCR-Abl conformation different from that of imatinib,343 and later crystallographic and 

spectroscopic analyses346 confirmed this hypothesis.  The 2.4 Å structure of bosutinib bound to 

Abl shows an inactive DFG-out conformation, whereas the drug bound to Src shows an active DFG-

in conformation (see Figure 10B).  Interestingly, except for the DFG motif portion, the 

conformation of the activation loop in the bosutinib structure is similar to that of active kinases.  



Because it makes limited contact with this activation loop, bosutinib can be accommodated by 

both DFG-in and DFG-out protein conformations, even when tyrosine 393 in the activation loop is 

phosphorylated.  Since this phosphorylation stabilizes the DFG-in conformation, imatinib is unable 

to bind, which explains the activity of bosutinib against imatinib-resistant mutants of Abl.346   

Other important questions concerning kinase inhibitors and their selectivity at ATP sites 

required an even more detailed investigation of structure – in particular, the roles of water.   

Levinson and Boxer elegantly coupled crystallographic and spectroscopic analyses to study the 

interaction of bosunitib with Src kinases, as well as other kinases.193  First, the function of a 

residue on the kinase hinge region, commonly annotated as the gatekeeper, protects a deep pocket 

inside the ATP site.  Molecules that pass the gatekeeper and bind in this region are generally 

selective.  Bosutinib is selective for kinases possessing a threonine gatekeeper and ineffective 

against, e.g., the T315I mutation of the BCR-Abl gatekeeper.347  More interestingly, the structure of 

the Abl:bosutinib complex has a cavity adjacent to this gatekeeper residue that is large enough for 

other, more bulky gatekeepers in the inactive DFG-out conformation.346  This feature was 

conserved in their 2.1 Å structure of the (active) DFG-in Src:bosutinib complex.193  Two conserved 

water molecules, w1 and w2, are located in this unique cavity (see Figure 10C). 

The bosutinib inhibitor forms a direct hydrogen bond (~0.4 kcal mol-1 by HINT) between 

its nitrile moiety and one water (w1).  This is actually one of only two hydrogen bonds formed by 

the ligand in its interaction with the protein; the other is weaker (~0.2 kcal mol-1) and between 

the nitrile and the Thr338 gatekeeper.  In fact, bosutinib makes few favorable interactions with 

the site: HINT reports that, absent the support from bridging water, the favorable polar 

interactions (~0.6 kcal mol-1) and favorable hydrophobic (~3.1 kcal mol-1) are overwhelmed by 

unfavorable polar (~1.7 kcal mol-1) and hydrophobic-polar (~3.3 kcal mol-1) interactions. In 

particular, the chloro substituents of bosutinib are both in proximity to carboxylates of Glu310 or 

Asp404, which suggests that a sizeable dose of entropy from displacement of hot waters may also 

be at play in bosutinib’s binding.  The second conserved water molecule, w2, is seen to be bridging 

w1 to Glu310 (~1.0 kcal mol-1) as well as interacting very weakly with the DFG loop (Asp404-

Phe405-Gly406).  Mutations of the gatekeeper, which are commonly observed in the 

aforementioned BCR-Abl, prevent access to the cavity and the w1-specific hydrogen bonds.  These 

mutations thus abolish bosunitib’s ability to inhibit the enzyme.  Altogether, a particularly 

interesting mechanism for kinase-inhibitor recognition was revealed: these two waters play a key 

role in dictating inhibitor-enzyme recognition and specificity.  Following this observation, it was 



recognized that the cavity and its two resident water molecules is a common motif amongst type I 

inhibitors and that ligand-to-water hydrogen bonding is also conserved, as it was observed in 

forty different kinases inhibited by 164 different ligands.193  

 

 6.2.  α Human carbonic anhydrase : arylsulfonamides.  The carbonic anhydrases 

comprise a family of metalloenzymes, usually containing a zinc ion coordinated to three histidines, 

which catalyzes the interconversion of carbon dioxide and water to bicarbonate ion and protons.  

In humans, this interconversion maintains the acid-base (pH) balance in blood and elsewhere in 

tissue.  Carbonic anhydrases possess some of the fastest reaction rates among all enzymes, with its 

rate being diffusion limited; typical catalytic rates range between 104 and 106 s-1.348  Carbonic 

anhydrase inhibitors suppress this activity and are clinically used as antiglaucoma agents, 

diuretics, antiepileptics, or in treatment of altitude sickness, ulcers, gout, neurological disorders, 

osteoporosis and other indications.349  George Whitesides and multiple members of his group have 

studied many aspects of the biochemistry, structure and inhibition of HCA over the past quarter 

century.  A 2008 review350 is particularly enlightening, and shows that HCA is one of the most 

chemically and structurally well-defined enzymatic systems known.  It is conformationally rigid: 

extensive literature establishes that it does not undergo conformational changes (>1 Å) upon 

binding of typical (sulfonamide) ligands.350  The sulfonamide moiety, through its (deprotonated) –

NH–, coordinates to the Zn+2 ion, and is further held in-place by several other hydrogen bonds.  

The sulfonamide ligands are, for all intents and purposes, conformationally immobile and the 

protein residues embracing these ligands are similarly stationary.   

 With this system, Whitesides and colleagues recently attempted to experimentally define 

the thermodynamics of the hydrophobic effect with systematic small chemical perturbations of 

the bound heterocyclic sulfonamides (3, Figure 11A).110  In particular, benzo derivatives (3e-3h) 

were designed to “extend” the hydrophobic portions of the heteroaromatic ligands (3a-3d, 

respectively) further into the active site of HCA and near the hydrophobic wall (Phe131, Leu198, 

Pro201 and Pro202).  X-ray crystallographic data were collected and solved for eight of the nine 

analogues (3a-3h) and ITC thermodynamic were obtained for all.110  In addition, the structural 

models for four of the complexes (3a, 3b, 3e and 3f) were subjected to molecular dynamics and 

WaterMap253,299 analyses.  This setup enabled isolation of the hydrophobic effect due to the benzo 

extensions.  The ITC results showed that the contributions of enthalpy and entropy to the overall 

∆∆G° from the benzo substitution were unexpected: the ∆∆H° is favorable (-3 ± 1 kcal mol-1) and 



the -T∆∆G° is slightly unfavorable (+1 ± 1 kcal mol-1).110  In this case, enthalpy is the dominant 

term in the hydrophobic effects, which is not unheard of, but since the fused cyclohexyl ring in 3i 

showed essentially the same thermodynamic parameters as the fused benzo ring in 3f, these 

observations are not due to “nonclassical” interactions between the aromatic rings and protein.  

Structural data further indicate that the atoms of the fused benzo ring are only weakly in contact 

with residues in the pocket (Figure 11B), which is confirmed by a HINT analysis that the 

monocyclic ring of 3d has an interaction with protein of ~0.15 kcal mol-1, while the fused benzo 

analogue 3h has an interaction of ~0.50 kcal mol-1 – mostly due to an improvement of ~0.30 kcal 

mol-1 in hydrophobic interactions.  This small difference is clearly insufficient to explain the 

observed thermodynamics.   However, the thermochemical and structural data are consistent with 

the presence of additional ordered water molecules in the HCA–bicyclic ligand (3e-3h) complexes 

than in the non-extended ligand (3a-3d) complexes.110  This indicates the hydrophobic effect in 

this system is driven by localization of water molecules, but not just those that are in contact with 

the hydrophobic parts of the ligand.  The main conclusion is that the shape of the water in the 

binding cavity may be as important for the hydrophobic effect as the shape of the cavity.20,110 

More recently,260 the Whitesides group applied another subtle structural change – benzo-

extended ligands 3h, 3j (and others) were fluorinated to yield, e.g., compound 3k and 3l (Figure 

11A).  It was presumed that the two series of compounds would have more or less the same sizes 

but significantly different electronic characters, which would allow study of the resulting 

thermodynamic parameters of binding along with changes in the active site’s water molecule 

network.  Remarkably, the free energies of binding (ΔG°) for all compounds to HCA are nearly 

indistinguishable (see Table 2).   However, for 3h and 3k, the enthalpies of binding (ΔH°) and 

entropies of binding (–TΔS°) show opposite trends, i.e., H/SC, with 3h being more enthalpically 

stable by 2.6 ± 1.1 kcal mol-1, while 3k is the more entropically stable by 2.1 ± 1.1 kcal mol-1.260  

Drilling down into the specific effects of the fluorination showed only a minor ligand translation of 

0.7 Å, but a substantial difference in the number of water molecules in the active site (Table 2), 

which can be explained by measured heat capacities.  The difference between the benzo and 

fluorobenzo extensions (3h vs. 3k) appears to be a consequence of differences in Coulombic 

interactions of each ligand with HCA (enthalpic) and differences in their solvation energies 

(entropic).   

Also interesting is examination of the N-methylpyrrole pair of compounds (3j and 3l) with 

the thiazole pair (3h and 3k); the methyl ring substitution causes the heterocylic rings of 3j and 3l 



to rotate about 30° out-of-plane.  The virtually identical ΔG° of binding and the insignificant 

sidechain root mean square deviations (RMSDs) of ~0.2 Å confirms the part played by the 

aggregated and structured (i.e., cold) water molecules in binding thermodynamics.260  Lastly, the 

thermodynamic parameters of binding for seven additional mono-, di-, and tri-fluoro derivatives 

of 3h in a variety of configurations were evaluated.90  Even with such small molecular 

perturbations, which yielded more or less the same ΔG° for binding as 3h and 3j, there were 

significant differences in their ΔH° and -TΔS° values (see Figure 11C), which can only be due to 

changes in the binding site’s water network.  This conclusion was supported by simulation, but as 

of yet there are no experimental structural data for the intermediately fluorinated ligand-bound 

complexes.  To reemphasize a major point, the hydrophobic effect leading to binding of these 

ligands to HCA is not attributable to direct hydrophobic interactions between protein and the 

ligand, but is due to waters displaced into bulk from the binding pocket.   

 

6.3.  Hot waters identify druggable cavities in GPCRs : Adenosine A2A.  Cold water 

molecules have perhaps received more attention due to their fundamental role in protein-ligand 

binding, and thus in drug discovery/design.  Their displacement and/or participation in bridging 

interactions make thermodynamic sense, notwithstanding that the underlying entropy and 

enthalpy may not be as first presumed.  Hot waters seem to be more involved in supporting roles 

of protein motion and function; they are, by our definition, less stable water molecules that are 

“unhappy” in their position in or around the binding site, and should be easily displaced.  Hot 

waters represent an easy way to improve the free energy of binding, as their removal can give 

both entropic and enthalpic gains, since the same waters in the bulk would be more flexible and 

able to form more hydrogen bonds. Such water molecules occupy what are termed hydrophobic 

hot spots.254 

The adenosine receptor A2A belongs to class A of the GPCR family and is involved in the 

regulation of a number of different physiological functions such as myocardial oxygen 

consumption and blood flow and glutamate and dopamine release in the brain.  A2A is ubiquitously 

expressed in humans and has been targeted for the development of agonists acting as anti-

inflammatory agents and binding the active state of the receptor, and for antagonists that are able 

to stabilize the inactive conformation and thus used in the treatment of neurodegenerative 

disorders such as Parkinson's disease.351  In the basal ganglia, the receptor counteracts the action 

of the dopamine D2 receptor, thus, its inhibition emerged as a potential non-dopaminergic therapy 



for this disorder.352  A2A is thus widely recognized as an excellent drug target.353  In recent years, 

intensive crystallization efforts involving fusion proteins and thermostabilization have resulted in 

a number of GPCR structures in both active and inactive states, with close to 200 currently 

available in the PDB.  This improved structural understanding now strongly supports structure-

based drug discovery and design.354  GPCR binding sites contain a highly variable number of water 

molecules that are often exploited by ligands to better target the receptor, and thus participate in 

the overall binding process.  Yet, despite the progress in GPCR structural biology, the proper 

solvation of their models remains difficult and computational methods able to create and score 

water networks dynamically are very useful tools. Mason and co-workers have extensively 

investigated the water networks of the adenosine A2A receptor and their perturbations resulting 

from ligand binding.  A key observation is that lipophilic hot spots, often occupied by hot waters, 

can be key drivers for ligand design.254  These waters are easily and favorably displaced by 

incoming ligands, thus improving the free energy of binding.  This dewetting scenario (Section 

4.1.3) may in many cases be a more successful strategy than attempting to replace cold waters, 

which, as seen above, is difficult to predict.  Lipophilic hot spots containing hot waters were also 

found in the unliganded structure of both the C-C chemokine receptor type 5 (CCR5)355 and the 

chemokine CXCR4 receptor.356  Binding of maraviroc to CCR5 and IT1t to CXRC4 displaced the hot 

waters, and favorably contributed to binding. 

In the adenosine A2A case, molecular dynamic-based predictions of the A2A binding site 

solvation did not succeed, even with a default and equilibrated box of TIP3P waters, and resulted 

in a dewetted binding pocket.  In contrast, starting with a GRID (WaterFLAP)-based269,270 or 

WaterMap-based253,284,299 water placement, followed by MD, provided a more reliable 

representation of a solvated binding site.  As expected, water rearrangements are dictated by the 

ligand nature and even small ligand modifications often modify the number and orientation of the 

surrounding waters. 

Complexes formed by the A2A receptor with potent leads from chromone and triazine 

series357 were studied in more detail.  Co-crystals of the A2A selective receptor antagonist, 

ZM241385 (4a, Figure 12A)358 have been obtained and a number of resulting structures have been 

reported.137,359,360  From this, virtual screening discovered the first chromone derivative (5a, 

Figure 12A), which was later optimized with structure-based tools, MD simulations and 

biophysical techniques.  In particular, the carboxylic moiety, lying in a hydrophobic hotspot 

surrounded by Ile66, Leu167and Met270, was removed for substitution with an ester, an acetate, 



different acyl groups and, finally, by a propyl, giving the compound (chromone12, 4b, Figure 12A) 

with the highest ligand efficiency.  Simulations of the unliganded pseudo-apo form (modeled from 

the high resolution (inactive) A2A crystal structure (pdb: 4eiy)137) receptor with GRID 

(WaterFLAP) and WaterMap calculations showed that hot waters occupying this region were 

easily displaced by the 4b ligand (Figure 12B).354  Similarly, a methyl group located on the thiazole 

ring on the opposite side of the molecule was located in a small lipophilic pocket, lined by Met177 

and Leu249 (Figure 12B).  The ligand 4b showed a pKi of 8.5, but its des-methyl derivative 4c had 

a 33-fold lower affinity.357  The decreased affinity is suggestive of this being a “magic methyl”, as 

defined by Lunn.361  Mason’s analysis of water network perturbations254 showed that both 

WaterFLAP and WaterMap placed a very hot water in the small lipophilic pocket in the pseudo-

apo receptor.  Its displacement upon binding of 4b gave a positive entropic gain and a negative 

enthalpic gain, resulting in an overall better binding free energy.  However, the removal of the 

magic methyl, i.e., with 5c, induced slight movement of the ligand within the site and allowed that 

water’s return to the site, as indicated by the X-ray structure (Figure 12B),254 after only 100 ps of 

MD simulation.  

In a second ligand class, structure-based studies identified the 1,3,5-triazine series as 

potent and selective adenosine A2A receptor antagonists.362  The binding mode of the compounds 

was first predicted by molecular modeling and BioPhysical Mapping (BPM) analyses,363 and then 

confirmed by X-ray crystallography.364  Starting from the commercial compound 5a (Figure 12C), 

more potent derivatives were synthesized, with compound 5b showing the highest activity, an 

observation supported by its, and the close analogue 5c’s, binding modes (Figure 12D).  

Interestingly, 5b is able to more directly interact with the sidechain of His278 via its 

chlorophenolic hydroxyl on the chloro-phenol substituent compared to 5c, which pulls it about 1.2 

Å deeper into the receptor.  Here, again, WaterMap predictions suggest that these compounds 

displace a cluster of hot water molecules present in the unliganded form of the receptor.  Closer 

evaluation of the water networks with WaterFLAP showed that significant changes in orientation 

and energetics might be attributed and correlated with the ligands’ structure, potency and 

residence times.  While 5b directly interacts with His278, 5c contacts the histidine thanks to a 

(likely cold) water molecule, not present in the 5b structure (Figure 12D).  Completely replacing 

the pyridine with a phenyl (i.e., 5d) renders impossible the formation of any hydrogen bond and 

allows hot waters into the site where they are trapped at the protein-ligand interface.  Residence 

time measurements for the ligands 5b, 5c, and 5d, estimated to be 990 s, 87 s and 0 s, 



respectively,365 are in agreement with the increased number of hot waters at the protein-ligand 

interface.  In summary, careful analyses (and predictions) of water network perturbations, with 

tools such as WaterMap, WaterFLAP and others, can yield insight into hot water structure, and the 

consequent effect on the binding free energy of ligands.  An increased affinity can be explained by 

the displacement of hot waters, while a decreased affinity may be associated with hot waters 

trapped at the protein-ligand interface.  

 

6.4.  Thermolysin : hot water compensates for changes in ligand hydrophobicity.  At 

its most visceral level, the terminology we use of “hot” water molecules refers to those that are 

labile and thus easily displaced.  However, these waters also play many other roles as described in 

Section 4.1, and can be characterized as suggested in Section 4.3.  Water molecules that are solvent 

exposed, interacting wholly or mostly with other water molecules (i.e., not with protein or ligand), 

or can facilely rearrange their positions and/or bonding patterns with changes in ligand identity 

could also be considered hot.  Klebe and colleagues have been investigating a tight congeneric 

series of thermolysin inhibitors in which only one substituent, located in a solvent accessible 

pocket is varied.366  Thermolysin  is a thermostable neutral metalloproteinase enzyme that is 

produced by Bacillus thermoproteolyticus.  It contains one Zn+2 ion in the active site and four Ca+2 

ions with structural roles.  Thermolysin is remarkable for its thermal stability,367 which appears to 

be due to the Ca+2 ions and a small cluster of N-terminal amino acids on its surface, and has thus 

been often used in experimental and computational structural studies.  It is for the most part rigid, 

easily crystallized and generally yields X-ray crystal structures with resolutions of 1.1–1.6 Å.366  

Klebe and colleagues determined the complex crystal structures (resolution 1.14 to 1.45 Å) and 

measured the thermodynamic profiles for nine analogues based on a carboxybenzyl-Gly-(PO2–)-L-

Leu-NH2- scaffold (TLN1-TLN9, 6a-6i, Figure 13A).  All ligands superimpose nearly perfectly, 

except for the hydrocarbon substituent being varied.  More interesting is that, while the solvent 

structure is also nearly identical at the conserved portions of the structures, these ligands induce 

dramatic changes in the waters surrounding the different substituent groups.  Of further note is 

that the subpocket binding the unique 6a-6i substituents is a shallow, bowl-shaped hydrophobic 

depression, and is thus very accessible to water molecules.  

Because of this accessibility, the water molecules are free to individually adapt to each of 

the hydrophobic ligands’ sidechains.  This is manifested in water chains that encircle each ligand, 

and make few productive interactions with the ligands, only modest interactions with the protein, 



but engage with each other rather robustly.  Klebe’s careful progression from methyl (6a) to 

phenylethyl (6i)366 tells a more complete story than we can here, but looking at a few of the nine is 

very instructive.  The terminal methyl group of 6a is framed by six water molecules within 4.0 Å of 

it (Figure 13B, panel 1).  They are arranged in a vaguely hexagonal open chain possessing inter-

water distances of 2.6–3.1 Å, with the two terminal waters of the chain forming hydrogen bonds 

with the Asn111 backbone carbonyl oxygen and the Asn112 sidechain ND2.  The most conserved 

waters across the series are numbered.  The 6b ethyl derivative (Figure 13B, panel 2) engineers 

the removal of two water molecules from the methyl case (w” and w’”), but two new water 

molecules, w4 and a water that caps the network that we are labeling w0, are within 3.5-4.3 Å.  

Ligands 6c and 6d are continuing variations on this theme,366 but the 2-methylbutyl substituent of 

6e buries its chiral carbon deeper into the pocket, leaving the ethyl (and especially its methyl) 

more exposed.  An evolved, largely pentagonal, water network is thus created (Figure 13B, panel 

3) with w2 and w3 shifting to new positions (w2’ and w3’), w0, w1, w5 and w6 remaining 

unchanged in position, and w4 expelled.  Remnants of the pentagonal water chain are retained for 

6f and 6g, but for 6h (Figure 13B, panel 4) and 6i only a portion of the original water chain 

structure survives.  Many other water molecules can be crystallographically detected, but these 

are outside the normal van der Waals interaction range of the ligands.  The 6i case is complicated 

by the presence of at least three distinct phenylethyl conformations in the electron density map.366 

Thermodynamic profiles366,368 measured by ITC are shown for ligands 6a-6i in Figure 13C.  

H/SC is clearly at work in this series.  The ranges of ΔΔH and -TΔΔS are much larger than that of 

ΔΔG, but there are notable trends in all three: ΔG reaches a minimum for 6e (the 2-methylbutyl 

analogue) and then rebounds to near its 6a value for 6i; ΔH is more negative than 6a for 6b-6f but 

more positive for 6g-6i, while –TΔS shows essentially the opposite trends.  Buried hydrophobic 

surface areas increase from 6a to 6e,366 which conflicts with the classical view that increased 

burial should correlate with increased entropy due to water displacement.  Ligands 6f to 6i have 

buried hydrophobic surface areas nearly identical to 6e probably because 6e has already buried 

as much hydrophobic structure as room is available in the pocket.  HINT calculations support this 

view: the hydrophobic-hydrophobic component of the HINT scores (HHH) for molecular fragments 

containing the substituents increase gradually from -0.38 kcal mol-1 for 6a to -1.16 kcal mol-1 for 

6f, and then decrease to -0.56 kcal mol-1 for 7i (with 6h being intermediate between 6e and 6f).  

As a consequence, an increasing amount of hydrophobic surface is exposed by each ligand in the 



series (except for 6h, apparently more similar to 6e), which in turn highlights the roles of water 

molecules and their rearrangements surrounding these groups.   

Binding of ligands locally alters the solvent-accessible surface of the complex368,369 and 

changes the relationship amongst the protein, ligand and surrounding solvent, with either 

stabilization or destabilization of water molecules being possible.  A stabilization is enthalpically 

beneficial and entropically detrimental as more waters become ordered; destabilization of these 

solvent molecules should produce an enthalpic penalty through loss of hydrogen bonding or 

Coulombic interactions coupled with an entropic gain in degrees of freedom.  As noted above, the 

smaller ligands, i.e., 6a-6e, engineered an impressive water cage, which had the effect of “cooling” 

a number of water molecules that would otherwise be in bulk and possess higher mobility.  

Hydrophobic (or alternatively van der Waals) interactions between the substituents and the 

pocket explain the enthalpic behavior.  The clear message from Klebe’s insightful study is that one-

dimensional metrics that represent changes due to hydrophobic substitutions are often not 

sufficient in the three-dimensional solvated world of biological structure and function.  The 

formation or destruction of “perfect” water networks, regardless of whether they are cold or hot, 

delivers a formidable thermodynamic force.  It is also significant to note that hot waters in this 

case, as they cool to form the water network, are providing enthalpic as well as the expected 

entropic contributions to binding free energy. 

 

 

7. WHERE THERE IS WATER, THERE IS OPPORTUNITY 
 On the macro scale there is likely not a more true statement than that above – since life 

cannot exist without water, and the opportunities proffered by the presence of water have, for 

humans, led to our form of civilization.  For medicinal chemists, opportunities for drug discovery 

and design are also enhanced by the presence of water in and around an active site.  Despite its 

simple molecular structure, or perhaps because of it, water can perform numerous, and 

sometimes unexpected, structural and chemical roles in biology.  Even more interesting is the 

energetic versatility of water: water molecules impact binding free energy both enthalpically and 

entropically – in fascinating and situation-specific ways.  In the paragraphs above, we outlined and 

described a wide number of such scenarios and showed how exploiting water has engineered new, 

highly active and selective small molecules, of which some are in clinical use.  It should be clear, 

however, that the understanding of water roles in the underlying structural ligand-protein 



complexes came at the expense of very detailed and careful dissections of the relevant scenarios 

with crystallographic, isothermal calorimetric, spectroscopic and computational experiments.  

Which means, of course, that key aspects of these lovely cases were seldom, if at all, predicted de 

novo.   In a recent Perspective, the Roche Pharmaceutical Research and Early Development 

group370 noted that calculation of water positions and associated energies, especially those 

involving entropy, often cannot be validated with experiment, and are often most valuable as post 

hoc rationalizations.  Thus, drug discovery hypotheses based on such results and analyses are 

quite difficult to formalize and apply.   

 Nevertheless, there is much that can be learned by paying attention to the water molecules 

in a structure.  We proposed here the somewhat simplistic terminology of “hot” and “cold” waters 

as a starting place to define the roles and potential exploitability of individual water molecules.  It 

is, for the most part, similar to another phraseology – “unhappy” and “happy” waters299 – but has 

the advantages of providing a language with which to deal with intermediate cases, which is 

probably lacking on an emotion-based scale, and having a scope for quantitation.  While the 

language of describing water as hot and cold is fairly clear, the actual definitions do remain 

somewhat ambiguous.  The authors of this Perspective had several discussions about 

characterizing the waters in some of the cases above before reaching consensus on terminology. 

Section 4.3 offered suggestions of about a dozen methods to take the temperature of a water 

molecule.  There are certainly more.  It was by design that the progression of methods outlined in 

section 4.3 started from those most experimentally based and ended with those relying most on 

computational tools.  Correspondingly, the reliability of water “temperature” estimates should be 

considered in the context of the “quality” of the structural data.  Clearly, with a high-resolution X-

ray crystallographic structure, where care was taken to properly assign relevant electron density 

to water molecules, the waters’ B-factors and occupancies are very good indicators of 

temperature.   These B-factors should be examined with respect to the overall structure’s B-factor 

to determine relative movement/flexibility or, in our vernacular, temperature.   Similar trust can 

be placed in NMR measurements of residence times or exchange rates, but these data are more 

difficult to obtain for water in protein environments and subject to the general limitations of NMR 

experiments.    

 One overarching goal of water-aware drug discovery/design is to determine which water 

molecules are the actors in the ligand binding drama and which are bystanders.  This is not 

necessarily the same as waters being hot or cold: indeed cold waters could just as easily be 



bystanders or key participants.  The true actors must be considered as explicitly as the protein and 

ligand.  Much can be learned from comparing the X-ray crystal structures of protein-ligand 

complexes and their unliganded counterparts, when available.  Tracking the “before” and “after” 

roles of water molecules certainly aids in determining those important from those unimportant to 

the ligand binding scheme employed by the protein, which are data also illuminating for drug 

optimization experiments.  Similarly, when possible, comparisons of water structure in models of 

complexes where different ligands are bound to the same enzyme or receptor can differentiate 

between conserved and casual water molecules.  This latter “trick” was applied by Levinson and 

Boxer,193 Whitesides,90,110 Mason254 and Klebe,366 in all four of the case studies above.  However, 

two of those stories, for human carbonic anhydrase and thermolysin, were largely post facto and 

academically driven and executed.  This kind of exhaustive study is an expense of time and 

resources that is not likely to be borne by the pharma industry, so the lessons learned from such 

studies must be translated to new situations.   

 This is the place for computational tools.  Ideally, such tools would already detect the 

energetic and thermodynamic profiles displayed by all of the scenarios above and many others, or 

such enhancements would be forthcoming as the software evolves.  However, this is all so very 

complicated!  We mentioned in the Introduction that there are many moving parts in a protein-

small molecule binding event, and some phenomena like the hydrophobic effect are emergent 

properties of the entire ensemble.  How much can reasonably and accessibly simulated?  There is 

significant and unquestionable value in computational analyses that explicitly consider water and 

its roles.  We reviewed the current status of such software in section 5 of the Perspective.  

However, the Roche group makes a strong argument that the “best practice” in molecular design is 

to focus on clarity, simplicity, and good experimental design.370  In this view, it is particularly 

important that medicinal chemists use computational tools to benefit their creativity,371 and not as 

a replacement for it.  Thus, simple tools and computational models can be good – if their results 

inspire a great experiment.  It is also encouraging that the emerging drug discovery mindset 

includes a reemphasis on structure-based tools and approaches,372 and the explicit consideration 

of water is now a key feature of SBDD. 

 Lastly, returning to the water molecule’s view of protein/small molecule associations, a 

number of generalizations and design suggestions can be made: 1) displacement of hot waters 

(often in hydrophobic environments) is usually a good call, and probably unavoidable in many 

situations – their interactions with protein (and/or ligand) are weak, and easily reprised or 



improved in bulk or manifesting a gain in entropy; 2) displacement of cold waters is more difficult 

and often costly – the gain in entropy may not offset the loss in enthalpy – and should be executed 

with some caution; which leads to 3) the amphiprotic and other unique properties of water 

molecules yield enthalpy/entropy compensation – that often makes detailed drug design efforts 

seemingly futile because ΔG changes little even though the underlying ΔH and TΔS values are 

changing dramatically; 4) the importance of maintaining a quality water network around the 

surface of a protein–ligand complex is profound on the overall stability of a complex.344  In fact, 

hot waters can contribute in this way by encaging hydrophobic substituents, even in exposed 

crevices; 5) using cold water molecules within the active site to bridge between proteins and 

appropriate ligand functional groups can also be a very effective design strategy, and in some 

cases may be more thermodynamically favorable than displacing them; 6) the presence of water at 

protein-protein and other interfaces, whether hot or cold, suggests novel opportunities for drugs 

designed to disrupt these associations; and 7) some of the less obvious roles of water, such as its 

influence on the complex’s overall dielectric (sum of individual water molecule’s dipoles) may also 

be exploitable in novel, creative and productive ways.   

 

 

  



Figure Captions 
 

Figure 1. Water molecules in HIV-1 protease.  A) In the unliganded protease (pdb: 1g6l), 

the catalytic water (300), five structural waters (301, 313, 313’, 313bis and 313bis’) and a 

number of (hot) waters appearing to simply occupy the active site (a-g) were located by X-ray 

crystallography; B) The pseudosymmetric peptidomimetic inhibitor CGP 53820 displaces waters 

300 and a-g from the protease active site (pdb: 1hih).  Its hydroxyl group fills the role of water 

300, while the others are generally displaced sterically; C) The cyclic sulfamide ligand AHA001 

(pdb: 1ajx) further displaces water 301 by using its sulfoxide oxygens to act as hydrogen bond 

acceptors from the backbone NH groups of Ile50 and Ile50’, a role previously played by water 301.   

 

Figure 2. Various roles of water in the biological environment.  (General color-coding: 

green – hydrophobic; red – hydrogen bond acceptor; blue – hydrogen bond donor.)  A) Water 

molecules act as functional group mimics; B) Water molecules act as extenders – either Lewis acid 

or Lewis base properties can be extended by about 3.0 Å to form an interaction; C) Water 

molecules can reverse Lewis acid or base properties, which is a way for water molecules to buffer 

changes in pH; D) Water molecules can occupy voids, e.g., in volumes created during protein 

folding; E) Water molecules can occupy voids between interacting protein surfaces; F) Water 

molecules solubilize small polar molecules and can charge separate organic and inorganic salts; G) 

Water molecules are reactants and/or catalysts in important biochemical reactions, such as the 

ATP hydrolysis reaction; H) Water molecules can act as a lubricant, e.g., allowing two hydrophobic 

surfaces to slide rather than associate; I) Water molecules can stabilize intermediate states and 

thus facilitate structural transformations, such as between the open turn β strand and the α helix.  

The reverse turn conformations are found in the region between those of β strand and α helix in 

Ramachandran φ-ψ space; J) Water acts as a medium for transport of protons (left-to-right) by 

alternately accepting a proton to form hydronium (H3O+) and donating it (or another proton) to a 

neighboring water molecule.  Thus, a proton can move great distances through a channel 

containing such a “water wire”. 

 

Figure 3. The hydrophobic effect.  A) Water molecules in bulk form extended hydrogen 

bonding networks (H-bonds shown as blue dotted lines); B) Polar molecules, i.e., those possessing 

hydrogen bond donors and/or acceptors, are facilely inserted into these networks; C) 



Hydrophobic molecules may be surrounded or encaged by water molecules that form a network 

around them.  The driving force (magenta arrows) for water molecules to maximize their number 

of polar interactions also, as a consequence, tends to push hydrophobic species together (green 

arrows); D) Ultimately, hydrophobic molecules congregate with an apparent hydrophobic “force” 

(diffuse green line); E) On a pairwise basis, van der Waals’ (London) forces are energetically 

favorable for hydrophobic-hydrophobic interactions, as indicated by the methyl-methyl 

interaction shown here.  The electrons in the orbitals of each methyl are polarized towards the 

nuclei of the other methyl, causing in effect an attractive force; F) In contrast, on a pairwise basis, 

Coulombic forces generally are energetically unfavorable for hydrophobic-hydrophobic 

interactions such as between two methyls, which are electropositive relative to heteroatoms.  The 

total partial charge of atoms comprising most hydrophobic entities is small and positive, thus 

there likely is a small repulsive force between them. 

 

Figure 4. Desolvation and molecule-molecule interactions; enthalpy-entropy 

compensation.  (General color-coding: green – hydrophobic; red – hydrogen bond acceptor; blue 

– hydrogen bond donor.)  A) A small molecule in a water matrix.  Polar functional groups are 

hydrogen-bonded (blue dotted lines) to nearby water molecules; B) A protein “receptor” site or 

cavity filled by a number of water molecules that interact with acidic and basic residues on the 

site’s interior to form hydrogen bonds; C) Water molecules under green hatch are easily stripped 

as they are only associated with other water molecules, and water molecules in red circles are 

potentially retained and/or may be removed with a desolvation energy cost; D) Removal of water 

from cavity/receptor site – waters marked with green X are easily stripped as they have few 

hydrogen bonds with other water molecules and none with the site, water molecules in red circles 

interact with the site and are potentially retained and/or may be removed with a desolvation 

energy cost, and waters in blue boxes are sterically redundant and only interact with other water 

molecules; E) The final complex, where two waters are retained in the site to bridge between 

protein and ligand, and hydrophobic interactions are indicated by diffuse green lines; F) Enthalpy-

entropy compensation: 1 – compound (a) bound in site with moderately strong interactions 

(enthalpy) possesses a fair amount of internal entropy manifested by flexibility in the site, but a 

ligand modification that improves enthalpy (b) through an additional hydrogen bond (replacing 

methyl with hydroxyl) also can reduce that entropy, 2 – tightly bound compound (a) in site has 

little internal entropy, but a ligand modification (methyl substitution) that reduces enthalpy (b) by 



degrading its fit in the site also can increase the ligand’s internal entropy.  Note that, in this case, 

the modified ligand also expels a water molecule from the site, which is a further confounding 

factor for thermodynamic analysis.   

 

Figure 5. Hot water and cavity effects.  (General color-coding: green – hydrophobic; red – 

hydrogen bond acceptor; blue – hydrogen bond donor.)  A) Largely hydrophobic cavities can be 

sparsely populated by water molecules that are mobile (small arrows), and are stabilized by only a 

few inter-water hydrogen bonds.  Ligand binding may release these hot waters to bulk (bold red 

arrows), where they are more stabilized by joining the polar network and engaging in hydrogen 

bonding; B) Water molecules that are mobile within a cavity with few inter-water hydrogen bonds 

before ligand binding may be stabilized by acting as bridging water molecules in the complex, and 

thereby engage in more productive hydrogen bonding; C) Water molecules that were very mobile 

prior to ligand binding (1) may reorganize (red arrows) in the resulting complex (2) such that 

they participate in a robust protein-ligand-water network even if they (red-shaded waters) are 

not actually bridging between or interacting with either the protein or ligand; D) Fairly large 

hydrophobic pockets, often cylindrical in shape, can possess small openings that block entry of 

water molecules (red arrows) and other polar species, but allow entry for hydrophobic ligands 

(large green arrow).  Such pockets can be devoid of water molecules – even when unoccupied by 

the ligand – so that the ligand would not have wait outside for the pocket to empty through the 

small opening.  

 

Figure 6. Dewetting of cavities; Protein-protein interactions.  (General color-coding: 

green – hydrophobic; red – hydrogen bond acceptor; blue – hydrogen bond donor.)  A) Large 

cavities (or protein surfaces/shallow pockets) have a more flat topography and water molecules 

at or near these surfaces, even if hydrophobic, are better able to network into large clusters with 

larger numbers of hydrogen bonds per water molecule.  Thus, breaking up of these clusters 

suggests that dewetting is energetically disfavored; B) Narrow cavities or tunnels allow fewer 

hydrogen bonds per water molecule and dewetting is more energetically favored; C) Dewetting 

mechanisms can also use water channels and tunnels to the active site to both exchange (red 

arrows) water molecules between the site and bulk, and store (blue arrows) them near the site; D) 

Interactions and various roles of water at a protein-protein interface (two proteins highlighted in 

different shades of green): 1 – waters can bridge between proteins and possess high solvent 



accessible surface area around periphery of interface, 2 – particularly strong hydrogen bonding 

interactions between proteins, often including shape complementarity, are sometimes termed 

“hot spots”, 3 – waters buried within the interface can bridge between proteins with effective, 

favorable interactions with both, 4 – more than half of waters at protein-protein interfaces have 

favorable interactions with only one of the two proteins, 5 – hydrophobic interaction in interface 

between proteins, 6 – “hydrophobic bubbles” can be formed when one or more water molecules 

are trapped at the interface but possess no favorable interactions with either protein, and 7 – one 

of many other hydrogen bonding interactions between the proteins. 

 

Figure 7. Hot water molecules in G protein-coupled receptors and ion channels.  

(General color-coding: green – hydrophobic; red – hydrogen bond acceptor; blue – hydrogen bond 

donor.)  A) GPCRs in a deactivated state (A1) do not allow the through-transport of water due to 

one or more hydrophobic layers (green box) formed by the hydrophobic interactions of residues 

from two or more helices.  In particular, the two (magenta and orange) helices in the foreground 

have an interlocking pattern of hydrophobic residues.  The water is a contributing driving force to 

the movement and reorientation of the helices (indicated by like-colored arrows) leading to the 

activated state (A2).  Some simulations and crystal structures suggest the formation of a channel 

that permits through-transport of water through the activated state GPCR; B) Two models 

proposed for ion conduction through a channel: 1 – “knock-on” model where K+ ions (purple 

spheres) pass through the channel from intracellular side to extracellular side in a single file 

queue while alternately occupying the channel with K+ ions and H2O molecules the four sites (S1-

S4) in the selectivity filter, 2 – “hard-knock” model does not require water for ion conduction, but 

relies completely on the Coulombic repulsion between K+ ions for translocation. 

 

Figure 8. Cold water molecules in protein structure.  (General color-coding: green – 

hydrophobic; red – hydrogen bond acceptor; blue – hydrogen bond donor.)  A) Protein structure 

(HIV-1, color coded by cavity depth: red (deepest) to green (most shallow); shades of blue indicate 

peaks) illustrating water molecules in key motifs: 1 – first-shell (possibly hot) on exterior of 

protein, 2 – in active site (possibly cold) that could potentially bridge ligand or be displaced, 3 – 

buried within active site and likely non-displaceable (likely cold), 4 – inaccessible (cold) and 

trapped in a small cavity; B) Using water molecules to tune specificity of ligands for active sites, 

i.e., in different, but related, proteins, with a common substrate (block shape) such as ATP.  The 



four active sites (B1-B4) are subtly different in terms of the character and shape of the site 

residues, but also have different water molecules in their active sites that can be used as design 

cues for substrate analogue ligands with high specificity; C) Conserved water molecules in binding 

site of fatty acid binding protein (FABP) can impact its substrate specificity.  Also, these waters 

align their dipoles with the protein’s electric field: large orange arrow – average protein electric 

field, small orange arrows – electric field calculated at each water’s location, magenta arrows – 

dipole moments of each water.    

 

Figure 9. Characterization of water “temperature”.  A) The crystallographic B-factor 

includes, among other more esoteric contributions, the mobility of an atom as defined by how 

much the electron density is smeared: 1 – small isotropic B-factor indicates low mobility and 

sharp positional definition corresponding to a water likely to be cold, 2 – anisotropic B-factors are 

seldom reported in protein structures but define more precisely the shape of the electron density 

envelope and preferred directions for mobility, 3 – an intermediate B-factor, 4 – high B-factor 

indicates large mobility and more uncertain atomic coordinates, corresponding to a water likely to 

be hot; B) occupancy of atom, when defined, reports cases where some fraction of the many 

protein structures in the crystal are not occupied by ligand or potentially water: 1 – full 100% 

occupancy, 2 – occupancy where two or more conformations due to symmetry or disorder 

suggests water may not be cold, 3 and 4 – low occupancy and very low occupancy, respectively, 

corresponds to low crystallographic certainty and perhaps a hot water; C) radiolytic footprinting 

can identify tightly bound waters associated with Phe, Tyr, Cys and Phe: 18OH· radicals are 

generated by X-rays, these radicals interact with water molecules at these residues, and the mass 

spectrometry signals for the 18O modified peptides indicate whether the water was cold or hot; D) 

NMR-measured water molecule residence time: 1 – deeply buried (cold) water molecules have 

residence times on the millisecond to microsecond time scales, 2 – partially buried waters or those 

in surface pockets have microsecond to nanosecond residence times, 3 – surface water molecules 

have variable residence times in the tens of picoseconds, 4 – (hot) water in bulk solvent has even 

shorter residence times; E) NMR-measured proton exchange for D2O/H2O with amide 15N.  Slow 

exchange rates, which reveal two sharp singlet peaks, suggest association with a cold water; 

intermediate exchange rates display a single broad singlet; fast exchange rates with a single sharp 

singlet peak suggest hot water.  Figure adapted from ref. 373; F) detailed crystallographic analysis 

of high-resolution structures has revealed preferred distances and torsion angles for hydration 



sites associated with amino acid residues, similar to rotamer libraries for sidechain 

conformations.  Water molecules in these preferred locations are likely to be cold, whereas those 

in non-preferred locations could possibly be hot.  Distance dependence for Glu (red) and Trp 

(green) is plotted on the right and bottom axes; torsion angular dependence for Thr (blue) is 

plotted on the left and top axes.  Figure adapted from ref. 239; G) flexibility in protein structure: 1 

– more rigid residue sidechains (or those locked in-place by neighbors) are more likely to interact 

with cold water molecules, 2 – highly flexible sidechains like lysine are probably bound with more 

mobile, transient and hot waters; H) Solvent-accessible surface area (SASA) is the area of an atom, 

molecule, sidechain, protein or water exposed (or not occluded) to the (water solvent).  It is 

defined as the van der Waals envelope (green surface) of the molecule expanded by the radius of 

the solvent sphere (red, usually the radius of water, 1.4 Å) about each atom center.  The SASA 

(blue) is the surface generated by the center of the solvent sphere rolling on the vdW surface: 1 – 

low solvent accessibility suggests a cold water, 2 – intermediate solvent accessibility, 3 – high 

accessibility indicates an exposed, and likely to be hot, water; I) Rank calculates the count and 

quality of hydrogen bonds potentially made by a water molecule: 1 – high Rank water has optimal 

numbers of donor (2, blue) and acceptor (2, red) atoms, optimal heavy atom-heavy atom distances 

(2.8 Å) for hydrogen bonding, optimal (tetrahedral) geometry, and is likely to be cold, 2 – 

intermediate Rank water has less optimal set of doneptors (i.e., donors or acceptors) and 

geometry, 3 – water molecules not hydrogen bonded to the protein may be hot; J) The HINT 

score182,183 for a water molecule calculates the hydropathic compatibility of each atom-atom pair 

in an interaction between the water and a pseudo-receptor of atoms surrounding the atom (green, 

hydrophobic, red H-bond acceptor, blue H-bond donor).  The hydropathic atom constant (a) is the 

partial log Poctanol/water for the atom, r is the distance between interacting atoms and R is an 

adaptation of the Lennard-Jones function: 1 – a strongly favorable interaction with four hydrogen 

bonds (black arrows), suggesting that the water is cold, 2 – an intermediate interaction with a 

mixture of favorable (black arrows) and unfavorable (red arrows) terms, 3 – a water molecule 

incompatible with its hydrophobic environment that is likely to be hot; K) The cavity volume 

encaging a single water molecule is related to its free energy of displacement: water molecules in 

hydrophobic (green) and polar (purple) cavities have different behaviors (see text).  Data as 

reported by Yu and Rick;84 L) Molecular dynamics simulations are in effect modeling the 

temperature of molecules such as water.  Small amplitudes in MD trajectories (i.e., between black 

arrows) and lower potential energies (Epot) should be indicative of cold water with little thermal 



motion, while larger amplitudes and higher potential energies should be indicative of hot water 

with more extreme thermal motion.  

 

Figure 10.  Src kinase : bosutinib.  A) Two Src kinase inhibitors in clinical usage: 1 – imatinib, 

2 – bosutinib; B) The Abl and Src kinase DFG motif: purple – active DFG-in conformation for 

bosutinib-bound Src (pdb: 4mxo), green – inactive DFG-out conformation for bosutinib-bound Abl 

(pdb: 3ue4).  Figure adapted from ref. 193; C) View of the two water molecules (w1 and w2) 

aiding in binding of bosutinib and in binding of many other kinase inhibitors.193  Only w1 makes 

direct interaction with the ligand, while w2 stabilizes w1.  Figure adapted from ref. 193.   

 

Figure 11. Human carbonic anhydrase : arylsulfonamides.  A) arylsulfonamide-based 

inhibitors of human carbonic anhydrase; B) X-ray structures showing effect of benzo- ligand 

extensions on ligand-protein interactions and structured water: 1 – ligand 3d with monocyclic 

ring makes few contacts with enzyme residues and surrounding waters (w1-w5) that are only 

modestly ordered, 2 – ligand 3h with fused bicyclic ring displaces w5, makes only slightly better 

(hydrophobic) interactions with residues in binding pocket, but forces more structure on waters 

w1-w4 and others in the complex; C) The thermodynamic profiles for HCA inhibitors des-fluoro 

3h, tetra-fluoro 3k and seven partially fluorinated derivatives where ΔΔG (purple), ΔΔH (blue) 

and -TΔΔS (red) values are calculated with reference to those of the des-fluoro derivative 3h.  

Figure based on ref. 260. 

 

Figure 12. Druggable cavities in GPCRs : Adenosine A2A.  A) Inhibitors based on chromones; 

B) The compound chromone12 (4b) has 33-fold better binding affinity (pKi) than its des-methyl 

derivative (4c), suggesting a “magic methyl”: 1 – in 4b, the ligand’s methyl remains in the 

hydrophobic pocket, even after 100 ps MD, 2 – in 4c, an additional “hot” water (circled in red) 

slips into the pocket causing the ligand to move away from the hydrophobic pocket, and the 

interaction with Asn253 to be weakened.  This particular hot water was also seen by MD in the 

unliganded pocket, and is made even hotter by its association with the lipophilic thiazole carbon 

rather than other water molecules in the unliganded pocket.   Figure adapted from ref. 254 with 

the assistance of J. S. Mason; C) Inhibitors based on triazines; D) Structure models for compounds 

5b, 5c and 5d bound at adenosine A2A, with waters modeled using WaterFLAP, followed by all-

atom MD optimization: 1 – in most potent inhibitor complex (based on pdb 3uzc), 5b, with longest 



residence time, the m-chloro draws ligand deeper into hydrophobic region of pocket and p-phenol 

makes a direct hydrogen bond with His278, 2 – cold water (blue asterisk) forms bridging 

hydrogen bond between ligand 5c and His278 (based on pdb 3uza) , 3 – in 5d complex, phenyl 

replacement of ring eliminates hydrogen bond, and at least two hot waters (e.g., red asterisks) 

now occupy ligand-receptor interface, leading to weak binding and negligible residence time 

(initial model created by docking 5d into 3uza).  Figure adapted from ref. 364 with the assistance 

of J. S. Mason. 

 

Figure 13. Thermolysin : hot water compensates for changes in ligand hydrophobicity.  

A) Carboxybenzyl-Gly-(PO2–)-L-Leu-NH2-based thermolysin inhibitors; B) X-ray crystal structure 

models for four members of the inhibitor series: 1 – in the methyl derivative (6a), the terminal 

methyl is surrounded by a chain of six water molecules, w1, w2, w3, w’, w”, and w’”, all ≤ 4.0 Å 

from the methyl, but within ideal hydrogen bonding distance (2.6-3.1 Å) to the other waters 

and/or the Asn111 or Asn112 termini of the chain, 2 – the ethyl of the 6b derivative is surrounded 

by seven water molecules in a chain (w1, w2, w3, w4, w5, w6 and w’) and a capping water, w0, 

that bridges between w1 and w6 , while hot waters w” and w’” have been sterically displaced by 

the larger ethyl, 3 – the even larger 2-methylbutyl of the 6e derivative displaces w4 and moves w2 

and w3 to new positions w2’ and w3’, respectively (w*, somewhat cooler than other waters in the 

complex, appears to anchor the water network), 4 – the still larger neo-pentyl of 6h further 

disrupts the water network by displacing w2’ and w3’.  Figure adapted from ref. 366; C) The 

thermodynamic profiles for thermolysin inhibitors 6a -6i.  ΔΔG (purple), ΔΔH (blue) and -TΔΔS 

(red) values are calculated with reference to those of the methyl derivative 6a (data from ref. 

366). 
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