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Abstract 

The presence of cavities and tunnels in the interior of proteins, in conjunction with the 

structural plasticity arising from the coupling to the thermal fluctuations of the protein 

scaffold, has profound consequences on the pathways followed by ligands moving through 

the protein matrix. In this perspective we discuss how quantitative analysis of experimental 

rebinding kinetics from laser flash photolysis, trapping of unstable conformational states by 

embedding proteins within the nanopores of silica gels, and molecular simulations can 

synergistically converge to gain insight into the migration mechanism of ligands. We show 

how the evaluation of the free energy landscape for ligand diffusion based on the outcome of 

computational techniques can assist the definition of sound reaction schemes, leading to a 

comprehensive understanding of the broad range of chemical events and time scales that 

encompass the transport of small ligands in hemeproteins. 
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1. Introduction 

Recognition and binding of specific molecules is a process central to protein function, 

comprising as diverse events as transport of small diatomic ligands 1 and recognition of 

nucleotide sequences 2 or proteins. 3 The binding of ligands to their targets is governed by a 

number of factors, including shape complementarity and polar interactions at the binding site, 

reorganization of water molecules, conformational changes, enthalpy-entropy compensation 

and diffusion through kinetic pathways. 4-7 8-12 Protein dynamics 13-17 and protein-solvent 

interactions 18, 19 also play a fundamental role in modulating ligand binding, from initial 

association to the target, to migration through the protein matrix, to adoption of the bound 

structure in the binding pocket. 20, 21 

The physicochemical rules that dictate the thermodynamics and kinetics of ligand binding 

also determine the binding of small gaseous ligands to hemeproteins. However, the 

ubiquitous relevance of the heme-based chemistry to living beings, the abundant availability 

of purified material, and the convenient spectroscopic markers, sensitive to ligation and 

oxidation state of the heme, have made binding reactions of diatomic ligands with 

hemeproteins the workbench for understanding the complex relationships between structure, 

dynamics, and function. Investigations on myoglobin (Mb) have had a profound impact on 

our understanding of the interrelation between structural plasticity and function, to the point 

that Mb was suggested to be "the hydrogen atom of biology". 22 Many questions are still 

open, and even in the apparently simple case of small ligand binding, the presence of 

allosteric effects, often accompanied by cooperative behavior, challenges our understanding 

of the fine details of ligand binding mechanisms. 1, 23-25 Covering the full body of work on 

ligand binding to hemeproteins exceeds the scope of this review. We instead prefer to limit 

our discussion to recently proposed methodologies and ideas, specifically dealing with ligand 

migration within the protein matrix, in view of new perspectives which were open thanks to 

an unprecedented understanding of the topological arrangement of internal cavities and 

tunnels in hemeproteins. 

2. A brief historical perspective about ligand binding kinetics 

Over the many years of hemoglobin studies, 26 an incredibly large number of experimental 

works have characterized the rebinding kinetics under a variety of experimental conditions 

(temperature, cosolvents, pressure, ...) for Mb 27-41, hemoglobin (Hb) 38, 42-51 and, more 
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recently, for other heme proteins as, for instance, neuroglobin (Ngb), 52-58 to mention just a 

very limited and arbitrarily chosen subset of the available literature.  

The vast majority of the studies dealing with the kinetics of ligand binding to hemeproteins 

(mostly hemoglobins) relied on the fact that the chemical bond between the Fe atom and the 

diatomic ligand (CO, O2, and NO) is photolabile. 59, 60 This was exploited to generate a 

measurable concentration of unliganded proteins (and free ligands) with a short pulse of light, 

and then monitor rebinding through the concomitant absorbance changes of the heme 

cofactor. 38, 61-68 This relaxation method was derived from flash photolysis, 69 for the 

development of which R.G.W. Norrish and G. Porter, together with M. Eigen, were awarded 

the Nobel prize in Chemistry in 1967. After dissociation from the heme iron, ligands can 

either rebind from the protein inner cavities with the so-called geminate recombination, 27, 70 

or escape into the solvent through permanent or transiently available exit channels. Geminate 

recombination reduces the fraction of photodissociated ligands which subsequently 

recombine from the solvent 65 through a slower, bimolecular phase. 67 

When ligand recombination is investigated at cryogenic temperatures, the observed geminate 

rebinding kinetics indicate the existence of a frozen distribution of functionally distinct 

conformational substates. 27, 71 At higher temperatures, averaging of the conformational 

substates cancels the kinetic hole burning phenomena 72 observed at lower temperatures 73, 74 

and new kinetic phases are observed, 27, 33, 40, 71, 75, 76 which apparently lead to an inverse 

temperature effect of the observed kinetics. Different explanations were offered for the 

observed anomalous temperature dependence. These included the existence of barrier-raising 

conformational relaxations 28, 34, 37, 77 and the presence of routes leading to slowly rebinding, 

temporary docking sites. 78, 79 These sites were identified in Mb as the packing defects 

referred to as Xenon cavities. 80-89 Therefore, the discrete kinetic phases of ligand rebinding 

upon flash photolysis received a new structural interpretation as due to the existence of 

kinetic traps for the photodissociated ligands, 90-101 likely regulated by protein dynamics. 102 

The spectroscopic evidence of tertiary structural relaxation was reported in the transient 

absorbance signals following photolysis, 33, 35, 37, 39, 103, 104 and recently confirmed also from 

time-resolved X-ray crystallography data on Mb mutants. 88, 105 More complex quaternary 

structural relaxations were also detected as changes in the spectral shape in time-resolved 

absorption experiments. 24, 30, 38, 42-44, 46-49, 106, 107 The relevance of solvent slaved protein 

motions was thoroughly investigated and discussed, 14, 15, 19, 108-112 and the specific role of 

solvent in modulating protein reactivity was identified. 113, 114 
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The presence of cavities and tunnels, in conjunction with their coupling to the protein 

dynamics, has been postulated to have functional consequences for hemeproteins, by 

facilitating and/or gating ligand diffusion to the reaction site. 115-118 Cavities and tunnels are 

considered instrumental to sustain multisubstrate reactions, as demonstrated for the well 

known NO dioxygenase activity elicited by Mb,119, 120 and the truncated Hb N from M. 

tuberculosis.121, 122 Therefore, understanding the topological arrangement of cavities inside 

proteins and their dynamical plasticity is crucial for elucidating the mechanism that underlies 

substrate delivery to the heme cavity, chemical processing, and product removal from the 

reaction site.  

Time-resolved X-ray Laue diffraction can provide real time visualization of structural 

rearrangements and ligand movements through internal cavities with atomic resolution.123 

However, to date, experiments with only a few hemeproteins have been successful,87, 89, 105, 

124, 125 due to the very demanding requirements in terms of crystal quality and resistance to 

high intensity radiation-induced damage. For a limited number of favorable cases, it proved 

feasible to follow in real time ligand migration through the protein matrix after 

photodissociation, disclosing structural relaxations that trigger transient connections between 

otherwise separated cavities.87-89 Furthermore, by monitoring the time evolution of electron 

density, it was possible to build ligand population at different positions in the protein matrix, 

thus retrieving kinetic information and reaction pathways.88, 89, 105, 125 

The inherent experimental difficulties of time-resolved crystallographic techniques prevent 

their wide applicability, thus making it necessary to identify methodologies that are capable 

of affording kinetic data on ligand movements and linking this information to the topology of 

the migration pathways. In this context, a few spectroscopic methods can be utilized to detect 

gas migration through temporary docking sites. Among these, Temperature Derivative FTIR 

(TD-FTIR) spectroscopy has been used at cryogenic temperatures as a powerful tool to track 

migration through temporary sites for CO and NO complexes with hemeproteins. 53, 95, 126-129 

Other approaches exploit ligand rebinding kinetics after laser flash photolysis to sense ligand 

migration at near-physiological temperatures, 57, 68, 130, 131 an advantage over TD-FTIR. In 

turn, the absorbance changes in the visible are not endowed with the remarkable sensitivity of 

the CO stretching absorption bands to the environment, a fact that allows to track the 

photodissociated ligand along its migration. 129 The geminate rebinding phase (i.e. the 

fraction of the rebinding kinetics independent of ligand concentration and associated with 

rebinding from within the protein matrix) is very informative about the multiple steps that 
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connect reaction site, internal cavities and solvent phase. The reason is that at room 

temperature the available thermal energy is high enough to allow sampling of remote docking 

sites by the ligand. Hence, rebinding kinetics can be turned into a means to follow the 

migration processes. However, while being a sensitive tool to assess reaction kinetics, it does 

not provide any structural information on the topology of migration pathways. 

The extensive use of mutagenesis 91, 92, 132-135 and crystallography 135-138 allowed to map 

ligand egression pathways in Mb, which led to the concept that for this protein the main 

exchange pathway is through the so called His-gate. More recent computational studies have 

suggested that, when thermal fluctuation and protein dynamics are taken into account, 

additional exchange pathways other than the His gate, become active for Mb 139 and other 

related globins. 140 The latter finding is also supported by limited experimental evidences. 97, 

141 

The structural features of inner cavities and tunnels can be retrieved from protein structures 

by using pocket detection algorithms, which mainly rely on i) the geometrical analysis of 

inner cavities, ii) the interaction energy with a suitable probe, and iii) the propensity of 

conserved residues in the binding site. Though the vast majority of cavity detection 

algorithms have been developed to treat static structures, few works have recently attempted 

to account for the structural plasticity of proteins in the identification of binding pockets and 

tunnels from conformational ensembles of the protein.142-144 Alternative approaches for 

finding ligand migration pathways are Locally Enhanced Sampling (LES), which utilizes 

multiple non-interacting copies of the ligand that are propagated using a mean field 

approximation for the ligand-protein interactions,145 the calculation of the interaction energy 

of a probe with the protein snapshots taken from a Molecular Dynamics (MD) simulation, as 

in the Implicit Ligand Sampling technique (ILS),146 or the use of a perturbing probe in 

conjunction with Monte Carlo sampling and protein structure prediction algorithms, as 

implemented in PELE.147 

In the following we discuss how experimental data can be coupled with the information 

derived from atomistic MD simulations to provide a structural interpretation to the reaction 

intermediates formed in ligand rebinding pathways, to disclose mechanisms for ligand 

migration, and eventually to gain insight into structure-function relationships in 

hemeproteins. To this end, section 3 discusses the use of strategies to enhance the sensitivity 

of experimental approaches for detecting reaction intermediates in rebinding kinetic assays. 
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Section 4 presents the quantitative treatment that allows the derivation of mechanistic 

schemes that relate the microscopic kinetic steps with the macroscopic rates for ligand 

binding. Section 5 revisits the interpretation and refinement of kinetic schemes based on the 

dynamical analysis of the topological features of inner cavities. Extension of the temporal 

resolution of rebinding kinetics to very short time scales is examined in section 6. Finally, 

section 6 discusses the current status and perspectives of molecular simulations techniques to 

provide structural information valuable to facilitate the quantitative analysis of ligand 

migration through hemeproteins. As a last remark, instead of discussing the theme providing 

a list of different cases, this review concentrates on a limited number of proteins to discuss 

more deeply these concepts.  

 

3. Trapping reaction intermediates with silica gels 

As detailed in the introduction, ligand migration through the internal pathways, connecting 

reaction site and the solvent, can be tracked also by monitoring rebinding kinetics. However, 

ligands sampling internal protein cavities are elusive species. Hence, methodologies capable 

of enhancing their population at room temperature are needed, in order to better sense them. 

The trick to detect these reaction intermediates is to trap them: silica gels proved to be very 

good at doing that.148-150 Perhaps the most dramatic example, demonstrating the effectiveness 

of silica gels in stabilizing thermodynamically unstable species, is the selective stabilization 

of the quaternary states R and T of human Hemoglobin A (HbA). 151-153 By encapsulating 

liganded R state or unliganded T HbA in wet silica gels, the quaternary states can be 

stabilized on the time scale of minutes to hours depending on factors such as temperature and 

allosteric effectors. 151, 153 The gel matrix does not prevent the R-to-T quaternary transition, 

rather it enormously slows it down by a factor of 106-108. 107, 153-156 This allowed the 

determination of oxygen affinity for T state Hb from equilibrium binding curves, 151, 152, 157 

but also the study of reaction rates for CO binding to R and T states. 108, 154, 158-160 Distinct 

tertiary states within a fixed quaternary conformation were highlighted by equilibrium 157, 161 

and kinetic investigations. 154, 162 

Increased viscosity, reduced hydration, altered water dynamics, and confinement effects 

frequently increase geminate rebinding, an effect which can be enhanced using cosolvents 

such as glycerol. 57, 102, 108, 109, 131, 162-166 From a mechanistic point of view, the increased 
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friction is expected to affect the availability of internal passages and cavities by slowing 

down molecular motions. 

As a representative example, the effects of gel encapsulation and medium viscosity are 

illustrated in Figure 1A for the kinetics of the CO rebinding to AHb1 (class 1 non symbiotic 

hemoglobin from A. thaliana), a hemeprotein that shows bis-histidyl hexacoordination in the 

absence of exogenous ligands and is possibly acting as a NO-dioxygenase.167 CO rebinding 

kinetics to AHb1 in solution (black curve) is only marginally affected by gel encapsulation of 

the protein (red curve). 68, 168 However, increasing the concentration of glycerol in the gel 

bathing solution (green, 80% by volume; blue, 100%) increases the geminate recombination, 

exposing multiple kinetic phases, which suggest complex reaction patterns. 131 In these 

experiments, the bulk viscosity dramatically increases from the low values of water at room 

temperature (~ 1 cP) to the very high value of glycerol (~ 103 cP), with an additional 

contribution coming from the gel.169 All the features relevant for the protein functionality are 

preserved, including ligand exchange between the protein matrix and the solvent, and the bis-

histidyl hexacoordination. 

A qualitative appreciation of the multiple kinetic phases present in the rebinding kinetics can 

be obtained by retrieving model-independent lifetime distributions using a Maximum 

Entropy Method (MEM). 170, 171 It is assumed that the rebinding kinetics arises from a series 

of exponential decay functions with lifetimes characterized by a distribution of values. The 

MEM analysis affords the probability distribution of the lifetimes, without making any 

assumptions about the shape and the number of peaks in the distribution. Thus, for AHb1 in 

solution (Figure 1B) a dominant band corresponding to the bimolecular rebinding phase (note 

that its center is dependent on CO concentration) is found at ~1 ms, while minor bands at ~ 

20 ns and ~ 100 ns are due to geminate rebinding.172 In the gel, the minor band at ~ 100 ns is 

enhanced, and the bimolecular phase is broadened by the reaction of the heme with the distal 

His.68 At increasing glycerol concentration, the amplitude of the bimolecular rebinding is 

decreased and the lifetime distribution of the geminate rebinding becomes more structured, 

with as many as four distinct reaction intermediates, most likely arising from rebinding of 

ligands which were temporarily docked at remote sites in the protein.131 



 10 

 

Figure 1. A. CO rebinding kinetics to AHb1 (reported as the fraction of unliganded 

molecules as a function of time after the nanosecond photolysis) in solution (black), 

immobilized in a silica gel bathed in buffer (red), in 80% glycerol/buffer mixture (green), and 

in anhydrous glycerol (blue). T = 10 °C, CO = 1 atm. 131 B. Lifetime distributions (reported 

as probability density for rebinding with time constant τ)171 associated with the rebinding 

kinetics in A. 131 C. CO rebinding kinetics for trehalose-coated MbCO. The amount of 

residual water decreases in the direction of the arrow. 19 The blue trace was collected after 

drying the glass overnight in a vacuum and closely matches the instrumental response 

function (cyan). D. Lifetime distributions associated with the rebinding kinetics in C. 

 

Silica gels have a remarkable advantage over other matrices often used to immobilize 

proteins at room temperature. Among them, a special place is held by trehalose, a sugar that 

forms glasses characterized by an enormous viscosity (>1015 cP) without affecting protein 

structure. When MbCO is embedded in a trehalose glass, photolyzed ligands cannot escape 

the protein matrix, and all CO molecules are rebound geminately.173 This fact can be utilized 

to monitor the effect of hydration on internal migration at constant viscosity. 19, 93, 99 Thus, 

Figure 1 C shows that rebinding kinetics involves a multiphasic process due to ligand 

migration through temporary docking sites from which CO is rebound at later times, as 

highlighted by the MEM lifetime distributions reported in Figure 1D. The migration to 

farther sites is progressively inhibited as the residual water content is decreased. For 
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extremely dry samples (cyan curve), the rebinding occurs with a time profile that matches the 

Impulse Response Function of the detection setup (blue curve). The conclusion is that, in the 

absence of essential hydration water, protein fluctuations are hindered to such an extent that 

all fundamental migration processes are arrested. Experimental evidences like these have rich 

implications for ligand migration, but in order to fully exploit this potential a further step in 

data analysis is needed. 

 

4. Building a reaction scheme: from macro- to microscopic rates 

In order to make the observed kinetics (such as those reported in Section 3) meaningful in 

terms of mechanistic events, the qualitative analysis obtained by (model independent) MEM 

lifetime distributions needs to be superseded by a more quantitative (but model dependent) 

approach, which takes into account additional pieces of information. In the following we 

summarize the steps which allow to build a microscopic model from the data reported above. 

At the same time, this approach is a rather general procedure which is also valid for other 

similar systems. The transition between these models can take advantage of Singular Value 

Decomposition (SVD) applied to time-resolved differential absorption spectra, 46, 174 which 

helps retrieving the time profiles for ligand rebinding. Difference absorption spectra as a 

function of the delay from the laser pulse are calculated by subtracting from each of them the 

spectrum of the CO-bound form at equilibrium. A data matrix (D) is built, consisting of 

difference absorbance measured as a function of two variables: the wavelength of the probe 

beam and the time delay from the laser pulse. 68 The SVD of D can be written as D = USVT , 

where the columns of U are a set of linearly independent, orthonormal basis spectra, the 

columns of V describe the time-dependent amplitudes of these basis spectra, and the matrix S 

is a diagonal matrix of non-negative singular values which describe the magnitudes of the 

contributions of each of the outer products of the i-th column vectors UiVi
T to the data matrix 

D. 174 Rebinding can thus be followed through the time dependent amplitude Vi of the 

spectral component Ui, corresponding to the difference spectrum between CO and unliganded 

species, which normally shows the largest singular value. 

For AHb1, a structural feature that has to be considered is the kinetic competition between 

the distal His and CO for binding to the heme upon photolysis of the CO adduct, as noted in 

the spectral changes associated with formation of the bis-histidyl complex.68, 172 SVD 

analysis of the time-resolved difference absorption spectra after laser photolysis 46, 174 not 
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only retrieves the time profiles for ligand rebinding (first spectral component), but also the 

transient formation of the bis-histidyl complex (second spectral component, Figure 2A and 

B). Microscopic kinetic schemes can then be used to reproduce the observed rebinding 

kinetics and its response to physicochemical conditions (reactant concentration, viscosity, 

temperature). The differential equations derived from the kinetic scheme are solved 

numerically and the rate constants are treated as parameters to be optimized during the fitting 

procedure.47, 130 It is important to note that the measured absorbance changes reflect only 

concentrations of the two relevant species (liganded vs unliganded), but the kinetics 

encompasses all coupled reactions. 

The microscopic model (Scheme 1) built on the basis of kinetic and structural information 

(derived from optical and vibrational spectroscopy 172, 175 and from structural modelling) 

allows us to describe the CO rebinding kinetics to AHb1 in solution (Figure 2C) and in gels 

soaked in glycerol (Figure 2D).131, 172 A clear advantage of this description is the possibility 

of obtaining, although indirectly, the time course of the concentration of the reaction 

intermediates, as noted in Figure 2C and D. The model outlined in this section accounts for a 

static picture of the connectivity between temporary docking sites, the distal cavity, and the 

solvent, but this description neglects one fundamental property of proteins, i.e. their 

dynamics. The next section deals with this issue and proposes methodological approaches to 

include dynamics into the kinetic modelling. 
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Figure 2. A. Comparison of the first (black line, S1 = 26.9) and second (red line, S2 = 0.4, 

×10) spectral components obtained from the SVD analysis on the time resolved spectra 

measured for AHb1 in solution. CO = 1 atm, T = 20 °C. B. Time evolution of the amplitudes 

of the first (black circles, plotted as the fraction of unliganded molecules as a function of time 

after the nanosecond photolysis) and second (red open circles) spectral components reported 

in A. The first component tracks the progress curve for ligand rebinding and is identical to 

the one (not shown) obtained from the absorbance changes measured at 436 nm (data from 

ref.68). The second component reflects formation and decay of the bis-histidyl complex. C. 

Fitting with the kinetic model detailed in ref.172 of the CO rebinding kinetics to AHb1 in 

solution (CO = 1 atm, T = 10 °C, data from ref.172). D. Fitting with the kinetic model detailed 

in ref. 131 of the CO rebinding kinetics to AHb1 gels soaked in anhydrous glycerol (CO = 1 

atm, T = 10 °C, data from ref.131). Color code of species in C and D as in Scheme 1. 
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Scheme 1. Minimal reaction scheme for the observed kinetics with sequential migration 

between internal hydrophobic cavities.131 After photodissociation of the CO complex of 

AHb1 (HbCO), the photodissociated ligand can migrate from the distal pocket DP to a series 

of secondary sites (T1, T2, T3) or exit to the solvent. The deoxy pentacoordinated species (Hb) 

is in equilibrium with the deoxy, bis-histidyl hexacoordinated species (Hbh). 

 

5. Telling the difference between still and moving structures 

Location of internal cavities and their mutual connection can be achieved through the 

analysis of the three dimensional structure of proteins. The topological information retrieved 

from static structures provides a first evaluation of the availability and location of 

hydrophobic cavities, potentially capable of hosting diatomic ligands. However, the impact of 

factors such as heme coordination (i.e., bis-histidyl hexacoodination, pentacoordination, 

ligand binding at distal cavity) and protein dynamics on the number, shape and distribution of 

internal cavities cannot be overlooked, as illustrated by the comparison of the 3D structures 

of AHb1 in the bis-histidyl hexacoodinated, pentacoordinated, and ligand-bound states 

(Figure 3). 

The structure of the bis-histidyl hexacoodinated AHb1 displays a set of internal hydrophobic 

cavities (Figure 3A), which are primarily shaped by hydrophobic residues (i.e., the cavity 

above the heme is formed by the side chains of residues Leu35, Phe36, Ile39, Phe50, Ala70, 

Val73, Phe74, Leu121 and Tyr145). These cavities may function as transient docking sites 

for the photodissociated ligand. Still, a direct connection between those cavities is not evident 

in the modelled structure nor there is a pathway for ligand egression to bulk solvent. It is thus 

difficult to justify the very low geminate recombination observed experimentally,172 which 

suggests that relevant structural changes must occur upon change to pentacoordination or 

upon ligand binding. In contrast, the analysis of the ligand-bound hexacoordinated structure 

(Figure 3C) shows the existence of a hydrophobic tunnel in the protein matrix, which is 

mainly defined by residues Met24, Phe74, Cys77, Cys78, Ser80, Ala81, Leu84, Val90, 
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Trp141, Ala144, His147 and Leu148, thus leading from the heme to the end of helix E. This 

finding highlights a major change in the shape, extent and connectivity between internal 

docking sites compared to the bis-histidyl hexacoordinated structure.175 Inspection of the 

topological features in the pentacoordinated state (Figure 3B) already shows the transition 

from the separate cavities found for the bis-histidyl hexacoordinated protein to the tunnel in 

the ligand-bound species, as noted in the formation of the docking site T0, thus revealing the 

dramatic influence of the distal His coordination to the heme, and the concomitant 

rearrangement of helix E, on the nature and distribution of ligand docking sites. Hydrophobic 

and aromatic residues appear to play an important role in shaping cavities and tunnels.176 

Finally, Figure 3B also shows that a second pathway lines the distal HisE7 and extends 

toward the protein surface, though the completion of the accessibility to bulk solvent requires 

the opening of this residue,175, 177 thus mimicking the HisE7 gating mechanism proposed for 

Mb. Overall, in this representation the distal pocket is linked, through an articulate tunnel, 

with the solvent.175, 177  

These analyses challenge the kinetic model outlined above in Scheme 1, as they clearly show 

the simultaneous presence of two distinct pathways between the solvent and the binding site. 

Thus, while being capable of modelling the rebinding kinetics under all experimental 

conditions, the kinetic model outlined in Scheme 1 is inaccurate from a topological point of 

view. A revision of the reaction scheme which complies with both the kinetic data in solution 

and in gels and with the topological suggestions from MD simulations is reported in Scheme 

2. 
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Figure 3. Topology of internal cavities and tunnels inside AHb1 as determined by the 

analysis of MD simulations with Fpocket.178 A. Bis-histidyl hexacoordinated AHb1. B. 

Pentacoordinated AHb1 C. Ligand-bound hexacoordinated AHb1. 
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Scheme 2. Revised minimal reaction scheme for the observed kinetics with sequential 

migration between internal hydrophobic cavities. After photodissociation of the CO complex 

of AHb1 (HbCO), the photodissociated ligand in the distal pocket (DP) can: i) sequentially 

access secondary site T1 (and under high viscosity conditions two other secondary sites T2 

and T3 appear to be also accessible) ii) exit to the solvent (Hb) through a His-gate like 

mechanism; iii) migrate to docking site T0 and then exit to the solvent. The deoxy 

pentacoordinated species (Hb) is in equilibrium with the deoxy, bis-histidyl hexacoordinated 

species (Hbh). 

 

The revised kinetic model leads to a description which only introduces minor improvements 

in comparison to Scheme 1, as judged from the representative analysis reported in Figure 4A. 

Nevertheless, Scheme 2 offers a description which much better fits within the topology of the 

ligand exchange pathways. Importantly, Scheme 2 results in time profiles (Figure 4A) for 

reaction intermediates that are quite different from the ones derived from Scheme 1 (Figure 

2D). Thus, the additional information derived from modelling can fine tune our 

understanding of the way ligands migrate through the protein matrix, something that escapes 

the capabilities of numerical analysis of rebinding kinetics alone. 
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Figure 4 A. Representative fitting with the kinetic model detailed as Scheme 2 of the CO 

rebinding kinetics (shown as the concentration of unliganded protein as a function of time 

after laser photolysis) to AHb1 gels soaked in anhydrous glycerol (CO = 1 atm, T = 10 °C). 

Color code as in Scheme 2. B. Viscosity dependence of selected microscopic rates (filled 

symbols, forward rates; open symbols, reverse rates) determined using Scheme 2. The 

Kramers-like plots are built exploiting the temperature dependence (in the range 10°C – 40 

°C) of the viscosity of the two glycerol-containing solutions (80% glycerol and 100% 

glycerol, ranges are marked by vertical lines). Lines are the best fit with a modified Kramers 

equation.34 C. Schematic representation of the free energy surface (kcal/mol) for the ligand 

migration steps detailed in Scheme 2 (the top surface refers to high viscosity conditions 

(glycerol; ~103 cP), and the bottom surface to aqueous solution (~ 1 cP)). 

 

Among other parameters, we note that the separation of distinct microscopic processes allows 

to expose the level of coupling of each rate constant with the solvent, as detailed in Figure 4B 

for selected rate constants. Processes which occur right after photolysis (on the nanosecond 
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time scale) do not sense the coupling between the protein fluctuations and the solvent, and 

show negligible dependence on bulk viscosity.131 As time goes by, this coupling becomes 

evident,14, 34, 108 but it is only for the slowest processes (like, e.g. distal His binding and 

dissociation) that the rates follow a Kramers-like behavior corresponding to full coupling 

between protein and solvent dynamics. 

Finally, the temperature dependence of microscopic rate constants allows building free 

energy profiles for the modelled reactions.57, 179, 180 Figure 4C shows a pictorial representation 

of the free energy surface determined along the migration pathways through cavities, exit to 

the solvent through the tunnel hosting cavity T0, and directly from distal pocket through the 

HisE7 gate. 

 

6. Looking at the shortest time scales of ligand binding kinetics 

An obvious and largely underappreciated issue is the fact that the presence of inner pathways 

with barriers of rather different extent and conformational changes induced by deligation, 

often result in widely distributed rate constants, leading photodissociated ligands to return to 

their minimum-energy bound-state over extremely large time spans. The previous discussion 

has touched on the already enormous time span usually covered by nanosecond flash 

photolysis, which affords an adequate temporal resolution for CO rebinding to many 

hemeproteins. It is routine to monitor reaction kinetics from a few nanoseconds, where 

geminate rebinding often occurs, to the tens of seconds, as typically observed for CO binding 

to slowly reacting, bis-histidyl hexacoordinated species. 52, 53, 181-184 However, a number of 

cases have accumulated in the literature where the need for higher temporal resolution was 

dramatically evident, thus calling for extension of the dynamics on the short time scales side. 
185-189 This may arise from higher reactivity towards the ligands (due to its chemical nature as 

is the case for NO and O2) or from the existence of large barriers along the exit path from the 

distal cavity. A few recent examples are truncated Hbs 190-194 a heme-based GAF sensor 

domain 195, and nitrophorins. 196 Subnanosecond events may lead to modulation of the 

kinetics due to fast migration to internal cavities or to heterogeneous rate constants arising 

from coexistence of different conformations. 189, 191, 196 Thus, for those cases where reaction 

kinetics begins in the picoseconds, an additional challenge sets in. 
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The ability of describing the rebinding kinetics with a fully microscopic model requires that 

the complete time course of the progress curve be available. As of today, no single technique 

provides the necessary temporal dynamics, which needs to cover a tremendous extension in 

time, spanning over 12 order of magnitude. The approach that has been proposed to 

overcome the limited temporal dynamics of optical detection methods is the merging of 

separate time ranges acquired with different methodologies. 191, 196 With a full time course 

available, and having identified the structural determinants for ligand migration, it becomes 

possible to apply a quantitative analysis of the rebinding process over its entire time course. 
191  

The case of type II truncated Hb from Thermobifida fusca (Tf-trHb) well describes how this 

approach merges the topological information available from MD with the experimental 

kinetic pattern. Panels A and B in Figure 5 show the 3D layout of the internal cavities 

detected in Tf-trHb with ILS (the method is discussed in Section 7). 191 The presence of two 

conformations (A and B) for the YCD1 residue makes the cavity T1 more (B) or less (A) 

accessible to ligands in the distal cavity (DP). This results in a modulation of the rebinding 

kinetics occurring over the short nanosecond time scale. Unlike other Hbs, this protein has no 

direct connection between DP and the solvent, and the exchange of ligands between the 

binding site and the solvent occurs through a rather narrow hydrophobic tunnel. Besides the 

primary docking site (DP), ILS has identified two main minima in the energy contours, an 

on-pathway docking site (T2) and an off-pathway docking site (T1), the latter being 

transiently accessible through the rotation of YCD1 side chain. The use of the microscopic 

model sketched in Figure 5D allows us to describe the observed kinetics (Figure 5C), as 

demonstrated by the excellent agreement between experimental and modelled curve over the 

entire time span, and retrieve rate constants for every step. 191 It is foreseen that for those 

cases showing substantial sub-nanosecond geminate rebinding, the use of such integrated 

approach will lead to a dramatic improvement in the precision of the microscopic rate 

constants determined from the analysis of the rebinding curves. 

In the cases discussed so far the electronic absorption of the prostetic group heme is exploited 

as a spectroscopic marker for sensing ligand migration. While providing high sensitivity, 

thanks to the dramatic changes in the absorption spectrum upon binding, this approach is 

detecting ligand migration only indirectly, and provides no information on the location of the 

gas. Probing directly the IR stretching absorption of CO, which is quite sensitive to the 

polarity of its environment, appears to be an interesting approach to pursue. Recent 



 21 

femtosecond pump and probe experiments with multichannel detection in the mid infrared, 

have shown that for Tf-trHb and B. subtilis trHb it is possible to track photodissociated CO at 

remote docking sites through its transient absorption at ~2200 cm-1, 192 just like in TDS-FTIR 

spectroscopy. 129 Ligand recombination is followed through the bleaching of the ~1900 cm-1 

band. A similar approach could be in principle applied using step scan FTIR detection 197 and 

thus allow the extension of the kinetics to the micro-to-milliseconds range. 

 

Figure 5. Top. Representations of the heme distal pocket, the tunnel and cavity system. Two 

spatial conformations (A and B) of YCD1 (in red) are depicted, the second one (B) making 

accessible the T1 cavity (adapted from ref 191). On the basis of the topological arrangement of 

inner cavities and tunnels, a minimal reaction scheme (D) can be proposed to describe the 

observed CO rebinding kinetics (shown as the concentration of unliganded protein as a 

function of time after laser photolysis) to Tf-trHb reported in C (blue dots, experimental data, 

black line, fitted curve; grey shaded area, time range inaccessible to either technique ). DP 

and T2 indicate respectively the primary and secondary docking site for the photodissociated 

CO inside the distal pocket along the exchange pathway with the solvent, while T1 represents 
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a reaction intermediate with CO in a temporary docking site accessible from the distal site 

(see ref 191for details).  

 

7. One step beyond: closing the gap between simulations and experiments 

The cases discussed in the previous paragraphs clearly demonstrate that the availability of 

topological information can assist in the definition of suitable reaction schemes to be used in 

the analysis of rebinding kinetics. Experimental and computational information thus becomes 

tightly interwoven to produce a quantitative description of the migration processes. 

However, as remarked before, the major challenge still lies in moving from a qualitative 

description of observed phenomena by means of modeled dynamics to a quantitative 

comparison of microscopic rates and energetic profiles determined from theory and 

experiments, as recently suggested by several research groups actively developing theoretical 

approaches198 or trying to merge directly experiments and modeling.199 Clearly, a synergistic 

approach that combines the structural information about internal cavities with accurate 

estimates of the free energy landscape for ligand migration would be very useful to provide a 

microscopic interpretation of the intermediates and reaction rates derived from experimental 

kinetic studies. To this end, several computational methodologies have been developed to 

identify the ligand migration pathways through the protein matrix, to characterize the 

potential energy surface for ligand diffusion, and to derive eventually kinetic rate constants. 

The LES technique was proposed by Elber and Karplus as an approach for “enhanced 

sampling in ligand binding and related processes in macromolecular dynamics” and the range 

of applications was illustrated by exploring the ligand binding pathways in Mb.145 In this 

study, the system was separated into two subsystems: the ligand and the protein. The ligand 

involved an ensemble of 60 non-interacting CO molecules, which moved through a protein 

matrix simulated by a single MD trajectory subjected to the effective potential obtained by 

averaging over the ensemble of ligands. The mean-field effect obtained in this way smoothes 

the energy landscape, and thus improves sampling through reduction of barrier heights. 200 

However, it has been shown that although every local energy minimum in the potential 

surface of the real system is also a minimum on the LES potential energy landscape, there are 

minima on the LES potential energy surface that are not found on the potential surface of the 

real system. 201 Hence, the LES trajectories should be primarily valuable for identifying 
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migration pathways within the protein matrix, which can then serve as starting points for 

more accurate calculations of the reaction dynamics. The main advantage of this approach is 

the reduction in computational time for ligand sampling, as the calculation is approximately a 

factor of N (N being the number of ligand copies) faster than the N protein-ligand trajectories 

required for separate standard MD simulations. 

The LES approach has found wide application in the identification of pathways for binding 

and escape to Hbs, as noted in few representative examples. The study of CO diffusion 

through Mb by Elber and Karplus highlighted that structural fluctuations are very significant 

for facilitating the ligand migration, as the analysis of the LES trajectories showed that 

barriers between cavities are reduced transiently by coupled motions of the protein backbone 

and side chains. 143 LES simulations have been used by Orlowski and Nowak to investigate 

oxygen transport in the miniHb from C. lacteus 202 and in human cytoglobin. 203 In this latter 

study five cavities accessible to ligands were reported and, apart from the direct exit from the 

heme distal cavity, at least three additional ligand migration routes were identified. The role 

of the most feasible route for ligand migration has been supported by recent studies, 204 which 

have also shown the large structural plasticity that affects both the internal volumen and the 

number of nature of the tunnels depending on the coordination state of cytoglobin. Golden 

and Olsen have utilized this technique to explore the ligand-binding pathways in three 

truncated Hbs (from M. tuberculosis, P. caudatum, and C. eugametos), demonstrating the 

existence of at least two paths common for the three proteins. 205 As a last example, Olsen 

and coworkers have recently used LES MD simulations to investigate ligand migration in the 

truncated Hb O from M. tuberculosis and its TrpG8Phe mutant. 206 The results showed that 

the three diffusion pathways found in the wild type protein are reduced to only two in the 

mutated protein, thus supporting the critical role of TrpG8 in regulating the ligand escape 

from the heme pocket. 

The ILS technique 146 is a computationally inexpensive approach to describe the energetics of 

ligand migration through a post-processing of the MD trajectory sampled for the protein in 

the absence of the ligand. By defining an ensemble of representative snapshots, which are 

superimposed and enclosed in a 3D grid, ILS computes the interaction energy of the ligand, 

located at every grid point and considering all the possible rotations in the local reference 

frame, with the protein. Then, the free energy of placing the ligand at a given position is 

estimated from the Boltzmann-weighted average of interaction energies determined for the 

ensemble of snapshots. At the end, ILS provides a complete 3D map of the potential of mean 
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force of gas ligand placement at any position inside the solvated protein. The main limitation 

of this strategy is the neglect of the coupling between ligand and protein dynamics, which 

should result in overestimated energy barriers. 139, 207, 208 However, this assumption can be 

reasonable for weakly interacting ligands, since then the interaction can be treated as a 

perturbation to the equilibrium dynamics of the protein. 

Cohen et al. used ILS to characterize the docking sites and the pathways between these sites 

for a series of small ligands (O2, NO, CO and Xe) inside Mb. 139 The calculations reproduced 

the experimentally measured locations of the Xe binding sites. They also showed similar 

cavities and pathways for all the ligands, but the method was also able to identify differences 

in the energy values corresponding to the interaction with docking sites and energy barriers 

between cavities. ILS was also used to compare the migration pathways for a series of 12 

monomeric globins. 140 Despite the preservation of the 3D structural fold, it was shown that 

there is a large variability in the shape and topology of the migration pathways, which are 

found to correlate with the location of large hydrophobic residues. The technique has also 

been utilized to characterize the migration of ligands in other proteins, including the 

truncated Hb N from M. tuberculosis, 209, 210 a comparative analysis of fish and human Ngb, 
211 and the effect of dimerization and ligand binding on the channels in protoglobin from M. 

acetivorans, 212 among others. 213, 214 

GRID-MD is a related computational approach proposed for the exploration of ligand 

migration pathways that relies on the use of a 3D energy grid for the interaction of suitable 

probes with an ensemble of protein conformations. 215 Once the potential energy has been 

calculated, the force generated by the protein on a particle at any grid point is determined 

(including a Boltzmann weighting of the grids built up for each protein conformation) and 

subsequently used in the context of Brownian dynamics to explore the motion of the probe 

along the protein matrix. The suitability of the technique was tested for three proteins, 

including the truncated Hb N from M. tuberculosis, confirming the ligand migration through 

the two major branches of the tunnel found in the X-ray structure 216 and atomistic MD 

simulations, 217, 218 but also identified shorter channels that might act as product-release 

routes. For oxygen-bound hexaccordinated form of AHb1, GRID-MD confirmed the 

formation of the tunnel leading from the heme cavity to the protein surface (shown in Figure 

3C), which might be implicated in the NO detoxification function of this protein. 177  
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The Protein Energy Landscape Exploration (PELE) 147 represents a different strategy for 

determining the energetics of ligand migration. PELE combines a Monte Carlo stochastic 

approach with energy minimization calculations to predict ligand migration pathways and 

energetics at a very reduced computational cost. The algorithm involves the consecutive 

iteration of three main moves: a ligand and protein (backbone) perturbation, a side-chain 

sampling, and a minimization of a region including, at least, all residues local to the atoms 

involved in the previous moves. These three steps lead to a new structure that is accepted 

(defining a new minimum) or rejected based on a Metropolis criterion. The collection of 

accepted steps forms a stochastic trajectory and an effective exploration of the protein energy 

landscape associated with ligand migration. PELE has been utilized to revisit the migration of 

carbon monoxide in truncated Hb O from M. tuberculosis, 190 and human Hb, taking into 

account both tense and relaxed states. 219 

A powerful method to model ligand migration through the protein matrix is Multiple Steered 

Molecular Dynamics (MSMD).220-224 In this strategy different MD simulations are performed 

to push the ligand from the protein active site toward the solvent (or to pull it toward the 

active site from the solvent) by means of an external guiding potential. When applied to 

ligand migration, the aim of the potential is to guide the ligand along the tunnel/cavity system 

and to overcome the possible entry/exit barriers. For each steered molecular dynamics 

simulation (SMD) the irreversible work performed by the guiding potential is measured along 

the ligand migration path. The free energy is obtained by computing the exponential average 

of the work values, as described by Jarzynski’s equality. 208, 225 Estrin and coworkers have 

used this technique to investigate the energetics of ligand migration and the effect of specific 

mutations on the migration pathways in a variety of proteins, such as the miniHb from C. 

lacteus, 226 the truncated Hb O from B. subtillis 227 and M. tuberculosis, 228 and nitrophorins 2 

and 4 from R. prolixus, 229, 230 Other enhanced sampling techniques, such as umbrella 

sampling, metadynamics and temperature-accelerated MD, have been alternatively utilized to 

characterize the free energy surface for ligand migration in hemeproteins. 231-235 

The increase in computer power seen in the last years facilitates estimating kinetic constants 

by analyzing multiple independent MD simulations of photolyzed ligand, leading to a 

quantitative description of the free energy surface for ligand migration. 235-237 This approach 

provides a time-dependent distribution of the ligand, which can then be compared with the 

experimental relaxation kinetics induced by photolysis. Moreover, by combining the ligand 

distribution obtained from MD simulations with the reaction free energy profile for ligand 
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binding to the heme, one can derive the kinetics for the whole process involved in ligand-

heme bond formation/disruption and ligand migration. This approach is exemplified by the 

study of CO migration in Mb by D’Abramo et al., 238 which combined equilibrium atomistic 

MD simulations with quantum mechanical (QM) calculations for CO binding in order to 

derive kinetic rate constants. The results yielded rate constants in good agreement with the 

experimental values, showing that CO migration is characterized by relaxations in the 

picosecond range for CO transitions among Mb cavities, and in the nanosecond range for 

transitions between the distal pocket and the Xe4 binding site. Similar studies have been 

recently reported for Ngb. 239 A distinct approach has been undertaken by Blumberger and 

coworkers, as they utilize a multiscale simulation that combines kinetic data from both 

equilibrium simulations and enhanced samplig techniques.240, 241 This information is 

combined to construct a master equation that describes the movement of gas molecules 

within the protein. The results obtained for H2 and O2 transport in a [NiFe]-hydrogenase can 

be fitted to the phenomenological rate used to interpret experiments and the diffusion rates 

reproduce the experimental data, even though the simulations point out the existence of a 

diverse network of accessible pathways by which the gas molecules can reach the active site. 

Although the large number of computational studies focused on hemeproteins prevents a 

comprehensive review that will surpass the scope of this work, and the references only 

include an aribtrary selection of representative studies, we believe that they will suffice to 

demonstrate the progressive impact of theoretical methods in deciphering the structural and 

energetic determinants of ligand migration and how a judicious choice of techniques can be 

valuable to reduce the gap with experimental models of ligand binding. 

 

8. Conclusions 

A detailed characterization of ligand migration in hemeproteins demands a multifaceted 

approach that synergistically takes into account the topological features and structural 

plasticity of inner cavities as well as thermodynamic and kinetic properties determined from 

experimental measurements. In the last years, significant progress has been made in both 

simulation methods and experimental techniques, such as the advent of time-resolved 

crystallography, which permits to follow the time evolution of ligand diffusion, and the use 

of graphical processors units in conjunction with optimized simulation codes, which permit to 

run multiple trajectories for longer simulation times. These advances will facilitate the 
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exploration of the variety of molecular processes that encompasses the kinetic data derived 

from rebinding studies of photolyzed ligands, including recombination to the heme, diffusion 

between pockets, migration through tunnels, exit to the solvent, transition between bis-

histidyl hexacoordination and pentacoordination, and thermal relaxation of protein backbone 

and side chains. Further experimental advances like extension of the temporal range available 

to kinetics investigations and the use of vibrational spectroscopy will increase the quality of 

the experimental data. In addition, the advances in computer power and the development of 

enhanced sampling techniques will afford a more comprehensive understanding of the 

topological and energetic features of ligand migration pathways. In conjunction with refined 

descriptions of the ligand binding to the heme provided by QM methods, this information 

will be a fundamental complement to assist the interpretation of the mechanistic events 

observed in experimental rebinding assays.  We can predict that these advances will facilitate 

the transition from qualitative to quantitative descriptions of the kinetic mechanisms, with 

implications for substrate delivery to the heme cavity, chemical reactivity, and product 

egression. This will contribute to a comprehensive understanding of the structure-function 

relationships in hemeproteins, finally providing a framework which may be of help for other 

protein families. 
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