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Superconvergent methods based on

quasi-interpolating operators for Fredholm

integral equations of the second kind ∗

C. Allouch, S. Remogna, D. Sbibih, M. Tahrichi†

Abstract

In this paper, we apply spline quasi-interpolating operators on a bounded
interval to solve numerically linear Fredholm integral equations of second kind
by using superconvergent Nyström and degenerate kernel methods introduced in
[4]. We give convergence orders associated with approximate solutions and their
iterated versions in terms of spline quasi-interpolating order. Moreover, asymptotic
expansions at the node/partition points for second kind Fredholm integral equations
with Green’s type kernel are obtained in the Nyström method based on quadratic
and cubic quasi-interpolants. Therefore, the Richardson extrapolation technique
is used to improve the convergence orders. Finally, numerical examples and
comparison with existing methods are given to illustrate the theoretical results
and to show that the proposed methods improve the convergence orders.
Keywords: Fredholm integral equation, Quasi-interpolating spline, Nyström
method, Degenerate kernel method, Superconvergence.

1 Introduction

Let us consider the linear Fredholm integral equation of the second kind

x−Kx = f, (1.1)

where K is the compact linear operator defined on the space C[0, 1] by

Kx(s) =

∫ 1

0

k(s, t)x(t)dt, s ∈ [0, 1], (1.2)

with k(., .) ∈ C([0, 1] × [0, 1]) and f ∈ C[0, 1]. The operator I − K is assumed to be
invertible, so that the equation (1.1) has a unique solution x∗ ∈ C[0, 1].

The Galerkin, collocation, Nyström and degenerate kernel methods are commonly
used methods to solve numerically the equation (1.1). They have been extensively
studied in the literature (see [5, 10, 16]) and references therein. Sloan in [21] improved
Galerkin and collocation methods by an iteration technique. Many authors have used
Sloan iteration technique to solve different types of integral equations, see for example
[7]. In [14], Kulkarni et al. introduced an efficient method to solve (1.1) based on a
sequence of projectors onto a space of piecewise polynomials of order ≤ r. Inspired by
Kulkarni’s scheme, authors in [4], introduced superconvergent Nyström and degenerate
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kernel methods based on the same sequence of projectors. Asymptotic expansions of
approximate solutions of (1.1) in the cases of Nyström, iterated Galerkin and iterated
collocation methods have been obtained in [8, 17]. In [15], the authors obtained
asymptotic expansions of approximate solutions of (1.1) when the function kernel k(., .)
is of Green’s type. The case of nonlinear Fredholm integral equations with Green’s type
kernel is studied in [13]. Furthermore, superconvergence is a practically useful topic in
finite element analysis and several techniques have been proposed by many authors to
obtain the superconvergence of finite elements methods (see [23, 22]).

The previously mentioned methods are usually based on a sequence of linear projectors
onto finite dimensional approximating subspaces and in the most cases these projectors
are chosen to be interpolatory or orthogonal projectors on piecewise polynomial
spaces. But, piecewise polynomials being only continuous in the best configurations of
collocation parameters, do not preserve the smoothness of the exact solution. Recently,
many authors have been interested in using spline methods to solve (1.1), obtaining
thereby approximate solutions that are smooth over all the domain. For instance,
the authors in [18] constructed a global approximate solution of (1.1) by means of
cubic splines. In [1, 3], degenerate kernel method, collocation method and a modified
Kulkarni’s scheme based on spline quasi-interpolating operators (abbr. QIs) are studied.
The authors in [11] applied spline QIs projectors for numerical solution of (1.1) by
Galerkin, Kantorovich, Sloan and Kulkarni schemes. The same operators are used in
[12] for the solution of nonlinear integral equations.

In the present paper, we consider the use of spline QI operators that are not necessarily
projectors to solve equation (1.1) by the superconvergent Nyström and degenerate kernel
methods introduced in [4]. Moreover, in the case of (1.1) with Green’s function type
kernel, we investigate in depth the error in the Nyström method based on quadratic and
cubic QIs to get asymptotic expansions and consequently use Richardson extrapolation
technique. On the one hand, the methods presented in this paper are useful when
we want to preserve the smoothness of the exact solution. On the other hand, these
methods are more accurate than the classical Nyström and degenerate kernel methods
and more economical than Kulkarni’s scheme based on spline QI projectors.

Here is an outline of the paper. In Section 2, we briefly introduce univariate spline QI
operators on a bounded interval. In Section 3, we describe superconvergent Nyström and
degenerate kernel methods based on QI operators and we give details on the linear system
which need to be solved to obtain the corresponding approximate solutions. Section 4
contains a general framework for the convergence analysis of the approximate and the
iterated solutions. Section 5 is devoted to considering the case when the kernel k(., .) is
of Green’s function type. Finally, we give in Section 6 numerical examples to illustrate
theoretical results.

2 Spline quasi-interpolating operator

Let ∆n := {sk, 0 ≤ k ≤ n} be a uniform partition of the interval I := [0, 1] into
n subintervals of length h = 1

n
, i.e. sk = kh, 0 ≤ k ≤ n. For a fixed r ≥ 1, we

denote by Sn,r := Sr−2
r (I,∆n) the space of splines of order r (degree r − 1) and of

class Cr−2 on the partition ∆n. A basis of this space is formed by n+ r − 1 normalized
B-splines {Bj , j ∈ J }, with J := {1, 2, . . . , n + r − 1}. According to these notations,
supp(Bj) = [sj−r, sj ] and Nj = {sj−r+1, . . . , sj−1} is the set of the r − 1 interior knots
in the support of Bj . As usual, multiple knots are added at the endpoints. We put

t0 := s0, tn+1 := sn, tj :=
sj−1+sj

2 , 1 ≤ j ≤ n and we define the set of quasi-interpolation
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nodes by En := {ξi}
N
i=0, with

{

ξi = si, N = n, for r even,

ξi = ti, N = n+ 1, for r odd.

We consider the discrete spline QI operator defined from C([0, 1]) to Sn,r by

Qr
nx :=

∑

j∈J

λj(x)Bj , (2.3)

where λj(x) are linear combinations of values of x at some points of En in the
neighbourhood of supp(Bj). i.e.,

λj(x) :=
∑

i

αijx(ξi).

The coefficients αij are chosen such that

Qr
nx = x, for all x ∈ Pr,

where Pr denotes the polynomial space of order r. The QI Qr
n can be written under the

following quasi-Lagrange form

Qr
nx =

N
∑

j=0

x(ξj)Lj , (2.4)

where the quasi-Lagrange functions Lj are linear combinations of a finite number of B-
splines.
It is well known, see e.g. [9], that the operators Qr

n are uniformly bounded and for
smooth functions x ∈ Cr[0, 1], there exists a positive constant C1 independent of h such
that

‖Qr
nx− x‖∞ ≤ C1‖x

(r)‖hr. (2.5)

In the case of odd order, QI Qr
n present an interesting property regarding the associated

quadrature rule. More precisely, we have the following theorem (see [2] for the proof).

Theorem 2.1. Let r be an odd number. Let Qr
n be the discrete QI operator of order r

defined on Sn,r by (2.3). Then, there exists a positive constant C2 independent of h such
that

∣

∣

∣

∣

∫ 1

0

g(t)(Qr
nx(t)− x(t))dt

∣

∣

∣

∣

≤ C2h
r+1‖x(r+1)‖, (2.6)

for any function x ∈ Cr+1([0, 1]) and any weight function g with ‖g′‖1 bounded.

Even if the results given in this paper are valid for general QI operators, we report in
what follows two examples of spline QI operators denoted by Q3

n and Q4
n that we use as

particular cases.

• Q3
n is defined on the space S1

3 (I,∆n) of C1 quadratic splines by (see [9], [20])

Q3
nx :=

n+1
∑

j=0

x(tj)Lj , (2.7)
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with

L0(t) = B0(t)−
1

3
B1(t), L1(t) =

3

2
B1(t)−

1

8
B2(t),

L2(t) = −
1

6
B1(t) +

5

4
B2(t)−

1

8
B3(t),

Ln+1(t) = Bn+1(t)−
1

3
Bn(t), Ln(t) =

3

2
Bn(t)−

1

8
Bn−1(t),

Ln−1(t) = −
1

6
Bn(t) +

5

4
Bn−1(t)−

1

8
Bn−2(t),

Lj(t) = −
1

8
Bj−1(t) +

5

4
Bj(t)−

1

8
Bj+1(t), 3 ≤ j ≤ n− 2.

• Q4
n is defined on the space S2

4 (I,∆n) of C2 cubic splines by (see [9], [20])

Q4
nx :=

n
∑

j=0

x(sj)Lj , (2.8)

with

L0(t) = B0(t) +
7

18
B1(t)−

1

6
B2(t), L1(t) = B1(t) +

4

3
B2(t)−

1

6
B3(t),

L2(t) = −
1

2
B1(t)−

1

6
B2(t) +

4

3
B3(t)−

1

6
B4(t),

L3(t) =
1

9
B1(t)−

1

6
B3(t) +

4

3
B4(t)−

1

6
B5(t),

Ln(t) = Bn+2(t) +
7

18
Bn+1(t)−

1

6
Bn(t), Ln−1(t) = Bn+1(t) +

4

3
Bn(t)−

1

6
Bn−1(t),

Ln−2(t) = −
1

2
Bn+1(t)−

1

6
Bn(t) +

4

3
Bn−1(t)−

1

6
Bn−2(t),

Ln−3(t) =
1

9
Bn+1(t)−

1

6
Bn−1(t) +

4

3
Bn−2(t)−

1

6
Bn−3(t),

Lj(t) = −
1

6
Bj(t) +

4

3
Bj+1(t)−

1

6
Bj+2(t), 4 ≤ j ≤ n− 4.

In general, the QI operator Qr
n is superconvergent at some points on the interval [0,1],

which means that the error at this points are more accurate than the optimal one given
by (2.5). In the following theorem, we give the set of superconvergent points associated
with the quadratic QI Q3

n given by (2.7).

Theorem 2.2. If x ∈ C4([0, 1]), then there exists a positive constant C3 independent of
h such that it holds

max
ξi∈Sn

|Q3
nx(ξi)− x(ξi)| ≤ C3h

4‖x(4)‖, (2.9)

where the set Sn is defined by

Sn := {ti, 0 ≤ i ≤ n, i 6= 1, n− 1} ∪ {si, 0 ≤ i ≤ n+ 1, i 6= 1, 2, n− 1, n} (2.10)

Proof. The proof can be carried out by using the same logical scheme as in the proof of
Lemma 4.1 in [11].

3 Methods based on Qr
n

We propose to solve the integral equation (1.1) by the following two methods based on
Qr

n.
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3.1 Superconvergent degenerate kernel method

By approximating the kernel k(s, t) as function on t with the QI Qr
n, we obtain the

following degenerate kernel

kn(s, t) := Qr
nk(s, .)(t) =

N
∑

j=0

k(s, ξj)Lj(t) =

N
∑

j=0

k̃j(s)Lj(t),

where k̃j(s) := k(s, ξj). The degenerate kernel integral operator is defined by

KD
n x :=

∫ 1

0

kn(., t)x(t)dt.

We propose to approximate the operator K by the following finite rank operator

KSD
n := Qr

nK +KD
n −Qr

nK
D
n . (3.11)

The corresponding approximate equation of (1.1) becomes

xSD
n −KSD

n xSD
n = f. (3.12)

It is also interesting to consider the iterated solution defined by

x̃SD
n = KxSD

n + f. (3.13)

In order to give more information about the implementation of xSD
n , it is easy to show

from (3.11) and (3.12), that xSD
n has the following form

xSD
n = f +

N
∑

i=0

XiLi +
N
∑

i=0

Yi k̃i,

where the coefficients {Xi ,Yi , i = 0 . . . , N} are obtained by substituting xSD
n in equation

(3.12). Then, we successively have

Qr
nKxSD

n =

N
∑

i=0



Kf(ξi) +

N
∑

j=0

XjKLj(ξi) +

N
∑

j=0

YjKk̃j(ξi)



Li,

KD
n xSD

n =

N
∑

i=0





∫ 1

0

Li(t)f(t)dt+

N
∑

j=0

Xj

∫ 1

0

Li(t)Lj(t)dt+

N
∑

j=0

Yj

∫ 1

0

Li(t)k̃j(t)dt



 k̃i,

Qr
nK

D
n xSD

n =
N
∑

i=0

N
∑

j=0

(

∫ 1

0

Lj(t)f(t)dt+
N
∑

ℓ=0

Xℓ

∫ 1

0

Lj(t)Lℓ(t)dt+
N
∑

ℓ=0

Yℓ

∫ 1

0

Lj(t)k̃ℓ(t)dt

)

k̃j(ξi)Li.

Except for very specific situations, the family of functions {Li, k̃i} is linearly independent,
therefore, we can identify the coefficients of Li and k̃i, respectively and we obtain

Xi = Kf(ξi) +

N
∑

j=0

XjKLj(ξi) +

N
∑

j=0

YjKk̃j(ξi)

−
N
∑

j=0

(

∫ 1

0

Lj(t)f(t)dt+

N
∑

ℓ=0

Xℓ

∫ 1

0

Lj(t)Lℓ(t)dt+

N
∑

ℓ=0

Yℓ

∫ 1

0

Lj(t)k̃ℓ(t)dt

)

k̃j(ξi)

Yi =

∫ 1

0

Li(t)f(t)dt+

N
∑

j=0

Xj

∫ 1

0

Li(t)Lj(t)dt+

N
∑

j=0

Yj

∫ 1

0

Li(t)k̃j(t)dt.
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In matrix form, we write

X = a+ AX + DY − B(b+ CX + EY)

Y = b+ CX + EY

where a and b are vectors with components

ai = Kf(ξi), bi =

∫ 1

0

f(t)Li(t)dt,

and A,B, C ,D,E are matrices with entries

Ai,j = KLj(ξi), Bi,j = k̃j(ξi),

Ci,j =

∫ 1

0

Li(t)Lj(t)dt, Di,j = Kk̃j(ξi), Ei,j =

∫ 1

0

k̃j(t)Li(t)dt.

Replacing Y by its value in the first equation, we get the following linear system

(I − F )Z = c, (3.14)

with

F =

[

A D − B

C E

]

, c =

[

a

b

]

and Z =

[

X
Y

]

.

3.2 Superconvergent Nyström method

Let’s define the numerical scheme based on Qr
n by

∫ 1

0

x(t)dt ≃ IQr
n
(f) :=

∫ 1

0

Qr
nx(t)dt =

N
∑

i=0

ωix(ξi) (3.15)

where ωi =
∫ 1

0
Li(t)dt. The associated Nyström integral operator is given by

KN
n x :=

N
∑

j=0

ωjx(ξj)k̃j .

In the superconvergent Nyström method, the approximate operator of K is given by

KSN
n := Qr

nK +KN
n −Qr

nK
N
n , (3.16)

and the approximate solution satisfies

xSN
n −KSN

n xSN
n = f, (3.17)

while the iterated solution is defined by

x̃SN
n = KxSN

n + f. (3.18)

From (3.16) and (3.17), we show that the approximate solution xSN
n can be written as

xSN
n = f +

N
∑

i=0

XiLi +

N
∑

i=0

ωiYi k̃i.

where the coefficients {Xi ,Yi , i = 0 . . . , N} are obtained by substituting xSN
n in equation

(3.17). It holds

Qr
nKxSN

n =
N
∑

i=0



Kf(ξi) +
N
∑

j=0

XjKLj(ξi) +
N
∑

j=0

ωjYjKk̃j(ξi)



Li,

KN
n xSN

n =
N
∑

i=0

ωi



f(ξi) +
N
∑

j=0

XjLj(ξi) +
N
∑

j=0

ωjYj k̃j(ξi)



 k̃i,

Qr
nK

N
n xSN

n =

N
∑

i=0

N
∑

j=0

ωj

(

f(ξj) +

N
∑

ℓ=0

XℓLℓ(ξj) +

N
∑

ℓ=0

ωℓYℓk̃ℓ(ξj)

)

k̃j(ξi)Li.
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Now, by identifying respectively the coefficients of Li and k̃i, we get

Xi = Kf(ξi) +

N
∑

j=0

XjKLj(ξi) +

N
∑

j=0

ωjYjKk̃j(ξi)

−
N
∑

j=0

ωj

(

f(ξj) +

N
∑

ℓ=0

XℓLℓ(ξj) +

N
∑

ℓ=0

ωℓYℓk̃ℓ(ξj)

)

k̃j(ξi)

Yi = f(ξi) +

N
∑

j=0

XjLj(ξi) +

N
∑

j=0

ωjYj k̃j(ξi).

In matrix form, we write

X = a+ AX + D̃Y − B̃(b̃+ C̃X + B̃Y)

Y = b̃+ C̃X + B̃Y,

where b̃ is the vector with components

b̃i = f(ξi),

and C̃ , D̃, B̃ are matrices with entries

C̃i,j = Lj(ξi), D̃i,j = ωjKk̃j(ξi), B̃i,j = ωj k̃j(ξi),

Replacing Y by its value in the first equation, we get the following linear system

(I − F̃ )Z = c, (3.19)

with

F̃ =

[

A D̃ − B̃

C̃ B̃

]

, c =

[

a

b̃

]

and Z =

[

X
Y

]

.

Remark 3.1. There are integrals in sitting up the linear systems (3.14), (3.19) and in
evaluating the iterated solutions x̃SD

n and x̃SN
n . These integrals are calculated numerically

to high accuracy, to imitate exact integration.

4 Convergence orders

At the beginning of this section, we prove the existence and uniqueness of approximate
solutions presented in the previous section. Afterwards, we give the corresponding
convergence orders.

Lemma 4.1. Assume that equation (1.1) has a unique solution x∗. Then, for n sufficiently
large, the approximate equations (3.12) and (3.17) have unique solutions and the following
error estimates hold

‖x∗ − xSD
n ‖ ≤ Γ1‖(I − Qr

n)(K −KD
n )x∗‖,

‖x∗ − xSN
n ‖ ≤ Γ2‖(I − Qr

n)(K −KN
n )x∗‖,

(4.20)

where Γ1 and Γ2 are positive constants independent of n.

Proof. Let us consider the case of superconvergent degenerate kernel method. Using
(2.5) and the fact that (I − K) is invertible, we deduce that (I − KSD

n ) is invertible for
n large enough, and we have

‖(I − KSD
n )−1‖ ≤ Γ1.

Furthermore

‖K − KSD
n ‖ ≤ ‖I − Qr

n‖ max
0≤s≤1

∫ 1

0

|(I − Qr
n)k(s, .)(t)|dt.

7



Consequently, we get

‖x∗ − xSD
n ‖ = ‖(K −KSD

n )−1(K −KSD
n )x∗‖

≤ Γ3‖(I − Qr
n)(K −KD

n )x∗‖,

which gives the first estimation in (4.20). The proof is similar for the case of
superconvergent Nyström method.

The following proposition can be proved by similar way as in ([4], Proposition 1).

Proposition 4.1. Let r be an odd number. For y ∈ Cr+1([0, 1]) and for 0 ≤ j ≤ r, we
have

‖
[

(K −KD
n )y

](j)
‖ ≤ Chr+1,

‖
[

(K −KN
n )y

](j)
‖ ≤ C ′hr+1,

where C and C ′ are two positive constants independent of h.

Using the above lemma and proposition, we get the convergence orders associated with
each approximate solution. More precisely, the following theorem holds.

Theorem 4.1. Assume that k ∈ Cr+1,r+1([0, 1]× [0, 1]) and f ∈ Cr+1([0, 1]). Then, if xn

is either xSD
n or xSN

n , we have

‖x∗ − xn‖ =

{

O(h2r+1), if r is odd,

O(h2r), if r is even.

Remark 4.1. Denote by xD
n and xN

n the approximate solutions of (1.1) using degenerate
and Nyström methods respectively. From Proposition 4.1 and Theorem 4.1, we show that
the superconvergent versions are more accurate. In other respects, the authors in [11]
have used Kulkarni’s method based on QI projectors to solve Fredholm integral equations.
Only quadratic and cubic QI projectors have been used and similar convergence orders
to those given in Theorem 4.1 for r = 3 and r = 4 are obtained. We note that the
approximate Kulkarni’s solution is given as

xKu
n = f +

N
∑

i=1

XiBj +

N
∑

i=1

Yi B̃j ,

where B̃j = KBj and N = n+ r − 1. The vector Y is obtained by solving the following
system of size N

((I − B)2 + B − C)Y = c + (I − B)b. (4.21)

Afterwards X is calculated by

X = (I − B)Y − b, (4.22)

where
bi = λi(f), ci = λi(Kf), Bij = λi(B̃j), and Cij = λi(KB̃j).

λi is the linear coefficient functional of the used QI projector. We point out that this λi

uses more evaluation points than the one associated with the QI Qr
n given in (2.3).

Also, even if the system (4.21) is of size N , its matrix is more complicated to evaluate
than F and F̃ because it requires evaluation of multiple integrals. Moreover, the
approximate solution xKu

n is more complicated than xSD
n and xSN

n since one have to
evaluate KBj instead of k̃j . Consequently, the methods proposed here are faster and
easier to implement. For a detailed comparison between superconvergent Nyström and
degenerate kernel methods and Kulkarni’s method based on interpolatory projectors, the
reader is referred to [4].
In the rest of this section, we show that the convergence order is improved in the iterated
versions of xSD

n and xSN
n .
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Theorem 4.2. Assume that k ∈ Cr+1,r+1([0, 1] × [0, 1]) and f ∈ Cr+1([0, 1]). Then, it
holds

‖x∗ − x̃n‖ =

{

O(h2r+2) if r is odd,

O(h2r) if r is even.

where x̃n is either x̃SD
n or x̃SN

n .

Proof. We give the proof for the case of the iterated superconvergent degenerate solution
x̃SD
n . For x̃SN

n , the proof is similar. Moreover, the results are obvious when r is even.
So, we will only process the case when r is odd. From (1.1) and (3.13), we have

x∗ − x̃SD
n = K(x∗ − xSD

n ) = K(I − K)−1(I − Qr
n)(K −KD

n )(x∗ + xSD
n − x∗).

Then, we deduce that

‖x∗ − x̃SD
n ‖ ≤ ‖(I − K)−1‖‖K(I − Qr

n)(K −KD
n )x∗‖

+ ‖(I − K)−1‖‖K(I − Qr
n)(K −KD

n )‖‖(x∗ − xSD
n )‖.

(4.23)

Using the error estimate (2.6), we obtain

‖K(I − Qr
n)(K −KD

n )x∗‖ ≤ C2‖
[

(K −KD
n )x∗

](r+1)
‖hr+1. (4.24)

Next,
[

(K −KD
n )x∗

](r+1)
(s) =

∫ 1

0

(I − Qr
n)

∂r+1

∂sr+1
k(s, .)(t)x(t)dt

Using again the error estimate (2.6), it follows

‖
[

(K −KD
n )x∗

](r+1)
‖ ≤ C2 max

0≤s,t≤1

∂2r+2

∂tr+1∂sr+1
k(s, t)hr+1. (4.25)

By combining (4.24) and (4.25), we deduce

‖K(I − Qr
n)(K −KD

n )x∗‖ = O(h2r+2). (4.26)

On the other hand, it is easy to see that

‖K(I − Qr
n)(K −KD

n )‖ = O(hr). (4.27)

Finally, the required result follows from (4.23), (4.26) , (4.27) and Theorem 4.1.

Recall that from Theorem 2.2, the quadratic QI operator Q3
n is superconvergent at some

points in the interval [0, 1]. This superconvergence property is also satisfied by the
approximate solutions xSD

n and xSN
n as we show in the following proposition.

Proposition 4.2. Assume that k ∈ C4,4([0, 1] × [0, 1]) and f ∈ C4([0, 1]). Let xn be
either xSD

n or xSN
n based on the quadratic spline QI Q3

n. Then, we have the following
superconvergence property

max
ξi∈Sn

|x∗(ξi)− xn(ξi)| = O(h8). (4.28)

Proof. Let xn be the solution xSD
n . We have

max
ξi∈Sn

|x∗(ξi)− xSD
n (ξi)| ≤ max

ξi∈Sn

|x∗(ξi)− x̃SD
n (ξi)|+ max

ξi∈Sn

|x̃SD
n (ξi)− xSD

n (ξi)| (4.29)

By using Theorem 4.2 for r = 3, we deduce that

max
ξi∈Sn

|x∗(ξi)− x̃SD
n (ξi)| ≤ ‖x∗ − x̃SD

n ‖ = O(h8).
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On the other hand, we have

x̃SD
n (ξi)− xSD

n (ξi) = (K −KSD
n )xSD

n (ξi) = (I − Q3
n)(K −KD

n )xSD
n (ξi).

Then

max
ξi∈Sn

|x̃n(ξi)−xn(ξi)| ≤ ‖(I −Q3
n)(K−KD

n )‖‖x∗−xn‖+ max
ξi∈Sn

|(I −Q3
n)(K−KD

n )x∗(ξi)|

(4.30)
By using Theorem 4.2 and the fact that

‖(I − Q3
n)(K −KD

n )‖ = O(h3),

we deduce that the first term on the right hand side of (4.30) is on O(h10). While the
second term of this inequality verifies, see Theorem 2.2,

max
ξi∈Sn

|(I − Q3
n)(K −KD

n )x∗(ξi)| ≤ Ch4‖[(K −KD
n )x∗](4)‖.

Using (2.6) for r = 3, it follows

max
ξi∈Sn

|(I − Q3
n)(K −KD

n )x∗(ξi)| ≤ CC2h
8

∥

∥

∥

∥

∂8k(s, t)

∂t4∂s4

∥

∥

∥

∥

which completes the proof of (4.28) for xn = xSD
n . For the case of xSN

n the proof is quite
similar.

5 Case of Green’s function type kernel

In this section, we consider the Fredholm integral equation (1.1) with kernel function
k(., .) of Green’s function type. More precisely, we assume that k(., .) ∈ C([0, 1] × [0, 1])
and has the following form

k(s, t) =

{

k1(s, t), 0 ≤ s ≤ t ≤ 1

k2(s, t), 0 ≤ t ≤ s ≤ 1

such that k1 ∈ Cm({0 ≤ s ≤ t ≤ 1}) and k2 ∈ Cm({0 ≤ t ≤ s ≤ 1}), where m is a
positive integer.

The operator K is still compact and, if we assume that (1.1) has a unique solution x∗ ∈
Cm([0, 1]), then for n sufficiently large, all the approximate solutions previously defined
exist. However, from Lemma 4.1, we can show that, in this case, the superconvergent
degenerate kernel and Nyström methods have the same convergence orders as degenerate
and Nyström ones, respectively, since the factor I − Qr

n in the error bound of the
superconvergent approximate solutions does not improve convergence orders.
Let g : [0, 1] → R be m times differentiable function on [0, 1]. The Euler-MacLaurin
summation formula (see [17]) is given for 0 ≤ τ ≤ 1 by

g(τ) =

∫ 1

0

g(t)dt+

m
∑

ν=1

Bν(τ)

ν!

[

g(ν−1)(1−)− g(ν−1)(0+)
]

−

∫ 1

0

B̄m(τ − t)

m!
g(m)(t)dt.

(5.31)

In [15], the authors have proved an extension of the Euler-MacLaurin summation formula
for a function g : [0, 1] → R, m times differentiable on [0, 1] except at one point s ∈ (0, 1).
That is

g(τ) =

∫ 1

0

g(t)dt+

m
∑

ν=1

Bν(τ)

ν!

[

g(ν−1)(1−)− g(ν−1)(0+)
]

−
m
∑

ν=2

B̄ν(τ − s)

ν!

[

g(ν−1)(s+)− g(ν−1)(s−)
]

−

∫ 1

0

B̄m(τ − t)

m!
g(m)(t)dt.

(5.32)
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Here, Bν is the Bernoulli polynomial of degree ν and B̄ν is the corresponding periodic
Bernoulli function. In the rest of this section, we put r̄ := r if r is even, r̄ := r+1 if r is
odd, and we assume that m is an even positive integer such that m ≥ r̄.

Proposition 5.1. Let s ∈ (0, 1). Then

IQr
n
(κs) =

∫ 1

0

κs(t)dt+

m
∑

ν=r̄
ν even

IQr
n
(Bν)

ν!
[κ(ν−1)

s (1−)− κ(ν−1)
s (0+)]

−
m
∑

ν=2

IQr
n
(B̄ν(.− s))

ν!
[κ(ν−1)

s (s+)− κ(ν−1)
s (s−)] + Rm,

(5.33)

where

Rm := −

∫ 1

0

IQr
n
(B̄m(· − t))

m!
κ(m)
s (t)dt.

Proof. Since x∗ ∈ Cm([0, 1]), the function κs, s ∈ (0, 1), is m times differentiable on [0, 1]
except at s. Then, from (5.32), we get

κs(τ) =

∫ 1

0

κs(t)dt+

m
∑

ν=1

Bν(τ)

ν!

[

κ(ν−1)
s (1−)− κ(ν−1)

s (0+)
]

−
m
∑

ν=2

B̄ν(τ − s)

ν!

[

κ(ν−1)
s (s+)− κ(ν−1)

s (s−)
]

−

∫ 1

0

B̄m(τ − t)

m!
κ(m)
s (t)dt.

(5.34)

Choosing τ in (5.34) as the nodes of the quadrature rule IQr
n

and multiplying by the
corresponding weights, we obtain

IQr
n
(κs) =

∫ 1

0

κs(t)dt+

m
∑

ν=1

IQr
n
(Bν)

ν!
[κ(ν−1)

s (1−)− κ(ν−1)
s (0+)]

−
m
∑

ν=2

IQr
n
(B̄ν(.− s))

ν!
[κ(ν−1)

s (s+)− κ(ν−1)
s (s−)] + Rm.

Since IQr
n

is exact on Pr̄−1, we obtain

IQr
n
(Bν) =

∫ 1

0

Bν(t)dt = 0, 1 ≤ ν ≤ r̄ − 1.

Moreover, we have Bν(1− t) = −Bν(t) for all odd ν, then using the symmetry of nodes
and weights we get

IQr
n
(Bν) = 0, for all odd ν.

Thus (5.33) holds.

From the above proposition, we see that for all s in [0, 1], the error of the quadrature
rule on ks is reduced to O(h2). In what follows, we show that for particular choice of s,
we get asymptotic expansions for the quadrature rules IQ3

n
and IQ4

n
based respectively

on quadratic and cubic spline QIs.

Theorem 5.1. Let s ∈ (0, 1). For r = 3, 4, let IQr
n

be the quadrature rules based
respectively on quadratic and cubic spline QIs Qr

n. Suppose that s = si for i = 0, . . . , n
or s = ti for i = 1, . . . , n. Then, there exist constants C1, C2, C3 independent of h such
that

IQ3
n
(κs) =

∫ 1

0

κs(t)dt+ C1h
2 + C2h

4 +O(h5), (5.35)

and

IQ4
n
(κs) =

∫ 1

0

κs(t)dt+ C3h
2 +O(h5). (5.36)
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Proof. We give the proof of (5.35). The proof of (5.36) can be done in a similar way.
The quadrature rule IQ3

n
based on Q3

n is given by

IQ3
n
(Bν) = h

n+1
∑

i=0

ωiBν(ti), (5.37)

where the weights ωi are given explicitly by (see [19])

ω0 = ωn+1 =
1

9
, ω1 = ωn =

7

8
, ω2 = ωn−1 =

73

72
, ωi = 1, i = 3, . . . , n− 2.

Using the symmetry of Bν (ν even) on [0, 1], we get

IQ3
n
(Bν) = h

n
∑

i=1

Bν(ti) + h

(

2

9
Bν(0)−

1

4
Bν

(

h

2

)

+
1

36
Bν

(

3h

2

))

.

From Euler-MacLaurin summation formula (5.31), it follows that

h

n
∑

i=1

Bν(ti) = hν
Bν

(

1

2

)

.

Let

pν(h) =
2

9
Bν(0)−

1

4
Bν

(

h

2

)

+
1

36
Bν

(

3h

2

)

.

For ν = 4, we have

p4(h) = −
h3

8
+

h4

8
.

For ν > 4 (ν even), we calculate p
(j)
ν (0), j = 0, . . . , 4 and we get

pν(0) = p′ν(0) = p′′ν(0) = p′′′ν (0) = 0,

p(4)ν (0) =
1

8
ν(ν − 1)(ν − 2)(ν − 3)Bν−4(0),

which implies that

pν(h) =
1

132
ν(ν − 1)(ν − 2)(ν − 3)Bν−4(0)h

4 +O(h5).

Thus

IQ3
n
(Bν) =







− 23
240h

4 + 1
8h

5, if ν = 4

O(h5), if ν > 4.
(5.38)

On the other hand, we have

IQ3
n
(B̄ν(.− s)) = h

n
∑

i=1

B̄ν(ti − s) + h

[

2

9
B̄ν(−s)−

1

8

(

B̄ν(
h

2
− s) + B̄ν(1−

h

2
− s)

)

+
1

72

(

B̄ν(
3h

2
− s) + B̄ν(1−

3h

2
− s)

)]

.

Using the Euler-MacLaurin summation formula, we get

h

n
∑

i=1

B̄ν(ti − s) = hν
B̄ν

(

1

2
−

s

h

)

=











hν
Bν(

1
2 ), if s = si,

hν
Bν(0), if s = ti.
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Let

qν(h) = h

[

2

9
B̄ν(−s)−

1

8

(

B̄ν(
h

2
− s) + B̄ν(1−

h

2
− s)

)

+
1

72

(

B̄ν(
3h

2
− s) + B̄ν(1−

3h

2
− s)

)]

,

using same arguments as for pv(h), we show that

q2(h) = 0, q3(h) = 0, qν(h) = O(h4), for ν > 2.

Then, we deduce that

IQ3
n
(B̄2(.− s)) = Ch2,

IQ3
n
(B̄4(.− s)) = Ch4 +O(h5),

IQ3
n
(B̄ν(.− s)) = O(h5), for ν > 4,

(5.39)

where C = Bν(
1
2 ) if s = si and C = Bν(0) if s = ti.

The required expansion (5.35) follows from (5.38), (5.39) and (5.33) of Proposition 5.1.

In the previous theorem we have obtained asymptotic expansions for (KN
n − K)x∗(ηi)

where KN
n is the Nyström operator based on Q3

n or Q4
n. The points ηi are given by the

partition points si, i = 0, . . . , n or by the midpoints ti, i = 1, . . . , n. Using the technique
from Ford et al. [13], we deduce the following asymptotic expansions for xN

n (ηi)−x∗(ηi):

1. Nyström method based on Q3
n

xN
n (ηi)− x∗(ηi) = ρ1(ηi)h

2 + ρ2(ηi)h
4 +O(h5). (5.40)

2. Nyström method based on Q4
n

xN
n (ηi)− x∗(ηi) = ρ3(ηi)h

2 +O(h5). (5.41)

Note that the functions ρ1, ρ2 and ρ3 are independent of h.

From (5.40), (5.41) and using the Richardson extrapolation technique, it is easy to see
that an order of O(h5) can be restored in Nyström method based on Q3

n or Q4
n even

if the kernel is of Green’s function type. In the following section we validate the above
results by numerical examples

6 Numerical results

At the beginning of this section, we consider the Fredholm integral equation

u(s)−

∫ 1

0

k(s, t)u(t)dt = e−s +
1

2
(e−s−1 − 1), 0 ≤ s ≤ 1,

with the smooth kernel

k(s, t) =
1

2
(s+ 1)e−st.

The exact solution is u(s) = e−s.
This equation is solved by using methods given in Section 3 based on quadratic spline
QI (r = 3) and on cubic spline QI (r = 4) defined on the interval I = [0, 1] endowed with
a uniform partition into n sub-intervals of length h = 1

n
.

For different values of n, and for α = SD,SN , we estimate the maximum absolute errors

Eα
n = ‖x∗ − xα

n‖, Ẽα
n = ‖x∗ − x̃α

n‖,
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on a set of 300 equally spaced points in I, and the maximum errors at the superconvergent
points given by

Sα
n = max

ξi∈Sn

|x∗(ξi)− xα
n(ξi)|.

For the sake of comparison, we compute the maximum errors on degenerate kernel and
Nyström methods based on the same QIs and we denote them respectively by ED

n and
EN
n . We also give the maximum errors noted EKu

n related to the Kulkarni’s method based
on QI projector of the same order which was introduced in [11].
The obtained results are illustrated in Tables 6.1-6.6, where the quantity NCO represents
the numerical convergence order calculated as the logarithm to base 2 of the ratio
between two consecutive errors. Programs are performed by Mathematica 11.3 for all
the numerical examples.

Table 1: Superconvergent degenerate kernel method based on Q3
n

n E
SD
n NCO Ẽ

SD
n NCO S

SD
n NCO

8 1.99× 10
−10

6.87× 10
−12

5.40× 10
−11

16 1.38× 10
−12

7.16 3.99× 10
−14

6.36 2.26× 10
−13

7.90

32 1.10× 10
−14

6.97 1.88× 10
−16

7.40 8.99× 10
−16

7.97

64 5.61× 10
−17

7.62 7.09× 10
−19

7.73 3.73× 10
−18

7.91

128 4.14× 10
−19

7.08 2.81× 10
−21

7.98 1.22× 10
−20

8.26

Table 2: Superconvergent Nyström method based on Q3
n

n E
SN
n NCO Ẽ

SN
n NCO S

SN
n NCO

8 4.74× 10
−10

5.05× 10
−11

7.85× 10
−11

16 3.47× 10
−12

7.09 2.59× 10
−13

7.16 4.11× 10
−13

7.58

32 3.17× 10
−14

6.77 1.15× 10
−15

7.81 1.92× 10
−15

7.75

64 1.66× 10
−16

7.58 4.79× 10
−18

7.91 8.17× 10
−18

7.87

128 1.29× 10
−18

7.00 1.92× 10
−20

7.96 1.46× 10
−20

7.99

Table 3: Comparison with other methods based on Q3
n

n E
D
n E

N
n E

Ku
n [11] E

SD
n E

SN
n

8 1.23× 10
−6

7.92× 10
−6

1.1× 10
−10

1.99× 10
−10

4.74× 10
−10

16 8.69× 10
−8

5.55× 10
−7

4.2× 10
−13

1.38× 10
−12

3.47× 10
−12

32 5.75× 10
−9

3.66× 10
−8

1.7× 10
−15

1.10× 10
−14

3.17× 10
−14

64 3.63× 10
−10

2.35× 10
−9

6.7× 10
−16

5.61× 10
−17

1.66× 10
−16

128 1.49× 10
−11

1.49× 10
−10 - 4.14× 10

−19
1.29× 10

−18

Table 4: Superconvergent degenerate kernel method based on Q4
n

n E
SD
n NCO Ẽ

SD
n NCO

8 3.45× 10
−10

1.31× 10
−10

16 3.10× 10
−12

6.80 1.60× 10
−12

6.36

32 1.73× 10
−14

7.49 9.46× 10
−15

7.40

64 7.95× 10
−17

7.76 4.45× 10
−17

7.73

128 2.96× 10
−19

8.06 1.72× 10
−19

8.01
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Table 5: Superconvergent Nyström method based on Q4
n

n E
N
n E

SN
n Ẽ

SN
n NCO

8 1.99× 10
−10

4.93× 10
−11

16 2.30× 10
−12

6.44 9.75× 10
−13

7.57

32 1.53× 10
−14

7.22 8.14× 10
−15

7.81

64 7.53× 10
−17

7.67 4.39× 10
−17

7.91

128 3.03× 10
−19

7.96 1.87× 10
−20

8.00

Table 6: Comparison with other methods based on Q4
n

n E
D
n Ẽ

N
n E

Ku
n [11] E

SD
n E

SN
n

8 1.45× 10
−6

2.92× 10
−5

1.1× 10
−10

3.45× 10
−10

1.99× 10
−10

16 1.59× 10
−7

3.08× 10
−6

4.2× 10
−13

3.10× 10
−12

2.30× 10
−12

32 1.23× 10
−8

2.35× 10
−7

1.7× 10
−15

1.73× 10
−14

1.53× 10
−14

64 8.42× 10
−10

1.61× 10
−8

6.7× 10
−17

7.95× 10
−17

7.53× 10
−17

128 5.52× 10
−11

1.05× 10
−9 - 2.96× 10

−19
3.03× 10

−19

It can be seen from Tables 6.1-6.6, that the numerical convergence orders match well
with the expected values given in Theorem 4.1, Theorem 4.2 and Proposition 4.2. On
the other hand, the results obtained in this paper improve clearly those provided by
the classical Nyström and degenerate kernel methods, and are comparable with those
obtained by Kukarni’s methods based on QI projectors.

In the rest of this section, we consider the following example of Green’s function type
kernel given in Atkinson and Shampine [6] and defined by

u(s)−

∫ 1

0

k(s, t)u(t)dt =

(

1−
1

π2

)

sin(πs), 0 ≤ s ≤ 1,

with

k(s, t) =

{

s(1− t), if s ≤ t,

t(1− s), if t ≤ s,

and the exact solution is u(s) = sin(πs).
The above equation is solved by Nyström method based on quadratic spline QI (r = 3)
and on a cubic spline QI (r = 4) defined on the interval I = [0, 1] endowed with a uniform
partition into n subintervals of length h = 1

n
.

Let s = 1
2 . For different values of n, we compute the following errors

EN
n,ℓ = |xN

n,ℓ(s)− x∗(s)|, l = 0, 1, 2,

where xn,l(s), ℓ = 0, 1, 2, are given by

xN
n,0(s) = xN

n (s),

xn,ℓ(s) =
22ℓxN

2n,ℓ−1(s)− xN
n,ℓ−1(s)

22ℓ − 1
.

The obtained results are given in Tables 6.5-6.6.
Note that the computed values of convergence orders in Tables 6.5-6.6 are as expected
in Section 5.

7 Conclusion

In this paper, we have used QI operators to solve numerically linear Fredholm integral
equations of second kind by superconvergent degenerate kernel and Nyström methods.
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Table 7: Extrapolation of Nyström method based on Q3
n.

n E
N
n,0 NCO E

N
n,1 NCO E

N
n,2 NCO

8 5.25× 10
−4

16 1.27× 10
−4

2.05 5.10× 10
−6

32 3.15× 10
−5

2.01 2.42× 10
−7

4.53 1.15× 10
−7

64 7.88× 10
−6

2.00 1.17× 10
−8

4.37 3.69× 10
−9

4.96

128 1.97× 10
−7

2.00 6.20× 10
−10

4.23 1.16× 10
−10

4.99

Table 8: Extrapolation of Nyström method based on Q4
n.

n E
N
n,0 NCO E

N
n,1 NCO E

N
n,2 NCO

8 1.22× 10
−3

16 3.54× 10
−4

1.79 6.51× 10
−5

32 9.03× 10
−5

1.97 2.28× 10
−6

4.83 1.91× 10
−6

64 2.26× 10
−5

2.00 6.76× 10
−8

5.07 7.98× 10
−8

4.58

128 5.66× 10
−6

2.00 1.73× 10
−9

5.29 2.66× 10
−9

4.91

We have provided convergence order for each method, and we have showed that, for
the iterated versions, the convergence order is 2r + 2 if r is odd. The integer r denotes
the order of the used QI. The obtained numerical results confirm the theoretical ones
and illustrate the efficiency of the proposed methods with respect to classical degenerate
kernel and Nyström ones. Moreover, we have showed that the obtained error values are
well comparable with those obtained in [11] by Kulkarni’s method based on QI projectors.
However, superconvergent Nyström and degenerate kernel methods are faster and simpler
to implement. Finally, we have considered the case where the kernel is of the Green’s
function type and we have improved the convergence order in the Nyström method based
on QI operators.
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