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Abstract

Significant increase in neural networks accuracy may not in-
dicate that the system is able to understand language phenom-
ena that we, as humans, consider to be basic features of our
communication capability. This work explores the hypothe-
sis that in order to achieve a better exchange in the human-
machine dialogue, it is not strictly necessary to improve the
understanding ability of the agent; it is important though to
teach the machine to recognize a deviation in the normal
course of an interaction and to repair it. Conversational Anal-
ysis (CA), a discipline that pertains to Sociolinguistics, has
studied in detail the ways humans communicate with one an-
other and how they manage to constantly detect any issue in
the conversation. CA has compiled a series of repair strate-
gies that people employ to correct those issues. The proposal
of action is to transfer some of these findings in the compu-
tational domain. This work is relevant on two sides: on one
hand, it allows for a more meaningful evaluation of a dia-
logue agent. On the other hand, it provides a practical plan of
action to act upon the mistakes in a conversation.

1 Introduction

In recent years, neural dialogue models - the core of some of
the most famous dialog systems - have seen a constant im-
provement. One of the most used metric to evaluate dialogue
system is BLEU (Papineni et al. 2002). However, BLEU was
created to evaluate machine translation and it was proved to
be ineffective in the domain of conversational agents (Deriu
et al. 2019).

Some work has already been done towards establish-
ing other evaluation protocols (Mehri and Eskenazi 2020;
Finch and Choi 2020; Takanobu et al. 2020). Cervone and
Riccardi (2020) apply findings from applied Linguistics -
Discourse Analysis (DA) (Hall and Fine 1977) and the
Speech Act Theory (SAT) (Searle 1969) - in order to pro-
vide a more complete evaluation. DA and SAT, however, do
not offer the right framework to act upon the incoherence,
or errors, that could be encountered in a dialogue.

In this context, Conversation analysis (CA) proves itself
useful for dialogue systems evaluation because of its find-
ings about repair sequences. Through the use of CA, this
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work proposes a methodology to detect breakdowns in con-
versation, as well as a way to repair them by taking into
account the users’ expertise and mental model.

2 Background

In this section we present the theoretical background which
constitutes the foundations of our work.

2.1 Conversation Analysis

Conversation analysis (CA) relies on the theory that mean-
ing is constructed through the alternation between speakers,
and that this alternation, known as turn-taking, is regulated
by rules provided by the social environment (Sacks, Sche-
gloff, and Jefferson 1974). Norman and Thomas (1991) sug-
gest that Conversation analysis is able to highlight two im-
portant characteristics of human exchange: the fact that it is
orderly, and that it allows reciprocal intelligibility between
speakers.

From the work of CA emerges that a conversation is usu-
ally composed by different pairs, called adjacency pairs.
The pairs do not need to be strictly subsequent one to
the other, as they may be split over a sequence of turns.
Examples of Adjacency pairs include Questions-Answers,
Apology-Acceptance, Complaint-Excuse, etc. (Schegloff
and Sacks 1973). Some sequences of turn can accomplish
a specific social functions for the speakers; it is the case of
repair strategies. Repair is the act of correcting any mistake
that may happen in a conversation that prevent meaning to
be shared fluidly by the two parties.

2.2 Problems and Repairs

In CA, an utterance can be marked as ambiguous not be-
cause it pertains to a specific class of ambiguous statements,
or because it is ambiguous per se, but because it is inter-
preted as such by the speakers in the conversation. Once
one of the participant observes a discrepancy in the normal
course of the conversation, a repair sequence can be initi-
ated. The goal of repairing is to apply the principles of CA
in order to bring the conversation back into a structure that
allows to build shared meaning.

Most of CA researchers believe that there is no clear
connection between the source of error and the type of re-



pair (Schegloff, Jefferson, and Sacks 1977). According to
them, the recurrent repair patterns are not bound to their
causes: repair work is structured when it occurs, but pre-
dicting the points in a conversation where it is most likely
to emerge is impossible. However, Higashinaka et al. (2017;
2015) proved that error detection is possible in chat-oriented
systems, and even proposed a taxonomy of errors based on
the utterance, response or context level in which they ap-
peared. Since task-oriented systems usually follow a prede-
termined path, it is even more feasible to detect recurring
errors in conversations by analyzing existing data: if simi-
lar conversation turns always trigger a repair sequence from
the second speaker, then problematic patterns become ev-
ident. Some work has already been done in this direction
(Aberdeen and Ferro 2003; Green et al. 2006) although none
employed findings from CA to identify errors. Since it is
possible to detect repair sequences automatically in a con-
versation, by employing CA methodology it is also possible
to evaluate the success of that dialogue. Secondly, if prob-
lematic spots are known, specific repair strategies can be
studied in order to correct the issues and create a more intel-
ligent agent.

3 Derailment Detection and Repair

In this section, we present our modular approach to detect
and repair errors in conversations.

3.1 Breakdowns Detection

In this paper, we elaborated a new tagset inspired from the
MALTUS one (Popescu-Belis 2004). MALTUS was deemed
to be the closer one to our purposes, since it already provided
different tags to differentiate various kinds of reaction to er-
rors in a conversation. Other works also used similar kind
of tags but they were not as structured as the MALTUS one
(Batliner et al. 2003), or contained less tags (Lopes et al.
2015; Cevik, Weng, and Lee 2008), or relied on additional
information such as prosodic speech features to detect the
breakdowns (Litman, Swerts, and Hirschberg 2006). Not all
the tags in the MALTUS tagset were used, since some were
not applicable in our context. Table 1 states the tags that
were deemed useful. The aim is to apply sequential implica-
tiveness in order to recognize each user input that initiates
a repair strategy, since it is only from the second speaker
reaction that we can notice a derailment in the conversation.

From an empirical perspective, each answer given by the
system should await different kinds of answers: either it’s
a compliant one, or and understandable one, and then the
system can provide a new answer according to its internal
reasoner; but if it’s a non-compliant input (identified by one
of the MALTUS tags), or an attempt from the user to correct
the system, then the system must understand this attempt and
react appropriately. The system should always be prepared
to receive a non-compliant input time and therefore be ready
to initiate a repair sequence.

3.2 Repair Initiation

It is not necessary to provide a different answer, or script a
different agent behaviour each time the user initiates a re-
pair sequence. A solution would be to provide the answer

Table 1: A selection of useful tags from the MALTUS tagset.
Tag | Description
S statement
Q | question
RP | positive answer
RN | negative answer
RIC | restated information with correction
RIR | restated information with repetition
DO | command or other performative (includes: com-
mand, commitment, suggestion,
open option, explicit performative)
PO | the utterance is related to politeness (sympathy,
apology, downplayer)
RU | the utterance is related to rudeness (swearing,
cruel irony)

that specific user most probably needs, according to his ex-
pertise level and mental model. Within the field of psychol-
ogy, the definition of expertise has encompassed a range of
ideas, such as the “extent and organization of knowledge
and special reasoning processes to development and intel-
ligence” (Feltovich and Hoffman 1997). The Mental model,
on the other hand, denotes what the users believe about the
system itself, its functions and its internal mechanisms. For
instance, expert users may be willing to try different formu-
lations in order to extract information from a system: they
know that conversational agents do not have the same under-
standing capabilities than humans. In this case, it is probably
worth to try to provide some clearance over why a certain
answer was provided by the system, giving insights into the
mechanisms of the agent to the users. Less expert users, on
the other hand, may just feel that the system does not un-
derstand them for unknown reasons. In this case, it might be
sensible to provide a different repair strategy (e.g. give guid-
ance through a simple help button, or a menu of available
options). If an intent is identified as a repair request, the sys-
tem then proceeds to understand what kind of repair request
is, according to the tags in the MALTUS tagset.

Each and every one of the tags is paired with an appropri-
ate response. However, it does not mean any answer could
be triggered at any time, or that all the repair requests are
always valid. Each repair “slot” can be activated only if it
fits the expertise assessment and mental model of that user.
The act of repairing only makes sense if it actually helps
the other speaker: a conversational agent that asks a clari-
fication question to a user with a low expertise and mental
model score, would only confuses the user more. The vari-
ous slots should be activated accordingly to that user assess-
ment, which is calculated in a multilevel fashion integrating
expertise and mental model. It is also possible that some se-
quences are completely blocked by that user’s assessment:
for instance, in the case of particularly low score, it might
not worth trying to repair the interaction.

3.3 User Assessment

Expertise and Mental model features assess the users from
multiple perspectives, integrating information about their



technical competence as well as their general knowledge
about dialogue systems.

User Expertise can assimilate to the notion of User Mod-
eling. There are certain attributes that compose the user sta-
tus and help categorizing the users in two main groups (Has-
sel and Hagen 2006): novices (non-expert users) and experts.
The attributes must take into account different dimensions.
Namely, a technical knowledge and a general competence.

* Technical knowledge. A novice user will employ general
concepts, while an expert one will use more technical and
appropriate words. For instance, a novice user could of-
ten say “I don’t know” when the system asks questions
related to technical aspects of that service. Moreover, the
main topics of a task-oriented dialogue system can be ar-
ranged hierarchically from the simplest ones to the more
technical and complex, creating various levels of exper-
tise. Each user input can then be classified at a certain ex-
pertise level by looking at the words it contains or how the
technical concepts were formulated (Ribeiro et al. 2016;
Jokinen and Kanto 2004).

* General competence. Novice users will anthropomor-
phize the system (Luger and Sellen 2016). They will point
out to human features or personality traits that do not re-
ally exist, e.g.by using female or male pronouns while re-
ferring to the agent, or by characterizing it with adjectives
such as “kind”, ’rude”, “stupid”, etc. They may also call
out the system by its name, if the agent was given one.
The use of a vocative can cover multiple functions, such
as establishing a social relationship between the speaker
and the addressee (Leech 1999). Novice or unskilled users
usually make typos while writing or their utterances may
present some agrammatical features characterized as syn-
tactical mistakes.

For the Mental model, the users can be located along a
spectrum: on one end, the model of the system as it really
is; it could be defined as the Mental model of those who
developed the agent, and therefore we call these users De-
velopers. On the other end, the model of those who have
an opposite perspective, who may be called Primitives. It is
worth mentioning that these two categories were designed
with the specific goal of modeling users of a task-oriented
written dialogue system. Other studies were able to incor-
porate emotions drafted from speech signals, meaning the
system was provided with a vocal interface (Callejas, Griol,
and Lopez-Cozar 2011). Some attributes that can help locate
a user on the spectrum relate to the users’ compliance, the
use of deictics, the production of out-of-context input and
greetings:
¢ Compliance. The first feature is whether users are com-

pliant to the agent’s requests. Compliant users, i.e. De-
velopers, use the same words or phrasings that were em-
ployed by the system, they press a button when proposed
to, or they write a number when they are asked to (Can-
dello, Vasconcelos, and Pinhanez 2017). The compliance
can be computed by looking at the overlapping between
the agent’s phrases or words and the users’ ones.

* Deictics. Users who heavily employ deictics (e.g. “that
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day”, “the other thing I said”, “in my area”, “my wife

said”, etc.) are to be considered Primitives, since they do
not understand that even advanced systems have trouble
understanding contextual references.

¢ Out-of-context. Primitives may ask out-of-context ques-
tion, or make unreasonable requests. For instance, they
may ask to be called back by a system that does not pro-
vide that service, or ask questions that are outside the
scope of that agent (e.g. commercial enquiries to an agent
that is supposed to provide technical assistance). The de-
tection of unreasonable requests can be done by looking
for some peculiar expressions (such as “I want to be called
back”), or by detecting out-of-scope utterances.

* Greetings. Primitive users often employ formulaic ex-
pressions, such as farewell or welcoming sentences while
writing to a conversational agent. That is, they apply the
same politeness strategies that they use while writing to
actual human beings. In this case this is not only use-
less, but dangerous: adding more noise to the input can
only confuse the understanding component of the dia-
logue agent.

It is worth noting that although the whole system could
be applied to all sort of task-oriented agents, user’s profil-
ing shall always depend on the specific context and require-
ments of the agent’s domain, specifically for the technical
expertise evaluation. Therefore, user evaluation experiments
will always have to deal with the exact content of a dataset.
The challenge is to create a system that is able to compute
errors on the fly, and select the appropriate repair strategy
by taking into account the information (Expertise and Men-
tal model) about the user. We believe that this strategy could
significantly improve the intelligence of the system, without
the need to intervene on the neural dialogue model.

4 Conclusion

This work presents a theoretical framework to evaluate and
improve task-oriented dialogue agents. The framework ex-
ploits a sociolinguistic discipline, Conversation analysis,
and its findings about human interaction. The application of
CA structures can help evaluate dialogue systems in a more
precise and complete way. The classification of repair strate-
gies (their occurrences in the dialogue, as well as their typol-
ogy) can show how many times the agent is failing, in what
parts of the dialogue, and why. Once the system is able to
detect repair strategies on the fly, it can then act and provide
a meaningful contextual answer to that request. The notion
of meaningful answer strictly depends on the user who is
making that request. To that end, users should be classified
taking into account their expertise (technical and general)
and their mental model of the conversational agent.

The authors are currently applying this framework by
classifying breakdowns in a proprietary dataset, where they
obtained promising results. Future work will surely include
the extension of the task to open datasets, as well as the inte-
gration of the hypothesis about the users’ expertise and men-
tal model.
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