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We study pressure-induced isostructural electronic phase transitions in the prototypical mixed
valence and strongly correlated material EuO using the global-hybrid density functional theory.
The simultaneous presence in the valence of highly localized d- and f -type bands and itinerant s-
and p-type states, as well as the half-filled f -type orbital shell with seven unpaired electrons on
each Eu atom, have made the description of the electronic features of this system a challenge. The
electronic band structure, density-of-states, and atomic oxidation states of EuO are analyzed in
the 0-50 GPa pressure range. An insulator-to-metal transition at about 12 GPa of pressure was
identified. The second isostructural transition at approximately 30-35 GPa, previously believed to
be driven by an oxidation from Eu(II) to Eu(III), is shown instead to be associated to a change in
the occupation of the Eu d-orbitals, as can be determined from the analysis of the corresponding
atomic orbital populations. The Eu d-band is confined by the surrounding oxygens and split by
the crystal field, which results in orbitals of eg symmetry (i.e. dx2−y2 and d2z2−x2−y2 , pointing
along the Eu-O direction) being abruptly depopulated at the transition, as a means to alleviate
electron-electron repulsion in the highly compressed structures.

Keywords:

Strongly-correlated materials are characterized by par-
tially occupied d- and/or f -type bands with highly lo-
calized unpaired electrons [1, 2]. The hybridization of
these bands with more itinerant s-, p- and d-type ones
causes competing valence states, whose superposition re-
sults in so-called mixed-valency [3–6]. In these mate-
rials, the valence state’s occupation can be effectively
modulated by external factors, such as temperature and
pressure [7–14]. The description of the highly localized
d- and/or f -type bands, in combination with the more
itinerant s, p and d orbitals is particularly challenging
from the point of view of conventional Kohn-Sham den-
sity functional theory (KS-DFT). One common feature of
mixed-valence materials is the occurrence of isostructural
volume collapses (IVCs) [15]. An enigmatic and unre-
solved problem in high pressure physics is the suggestion
of pressure-induced changes on the valence states. EuO is
a prototypical example of this phenomenon. It has been
suggested that upon compression, the Eu atoms transit
from a +2 to a +3 oxidation state and then reenter into
the +2 state [3, 16–18]. Three phase transitions occur in
EuO within the pressure range from 0 to 60 GPa. They
include two IVC (insulator-to-metal and metal-to-metal)
transitions at around 10-15 and 30-35 GPa, respectively,
and an NaCl (B1) to CsCl (B2) structural transition at
around 50-60 GPa [12, 19–21]. So far, no theoretical cal-
culation has been able to reproduce the mechanism of
the metal-to-metal IVC transition, despite this was the
first one to be observed more than 50 years ago [22].

Sophisticated theoretical frameworks are required for

a proper description of strongly correlated lanthanide ox-
ides. These methods include the empirical Hubbard on-
site DFT+U method [23–25], the SIC (self-interaction
corrected) local spin-density approximation (SIC-LSDA)
[15, 17, 26], and many-body perturbation theory in
the G0W0@LSDA+U and GW0@LSDA+U approxima-
tions [27, 28]. However, these methods introduce ad-
ditional parameters to the theory (for example, val-
ues of the on-site Hubbard terms U for each orbital
at the different crystallographic sites). An alternative
method is to employ hybrid density functionals, such
the global-hybrid functionals [1, 29] or range-separated
hybrid-functionals [30]. These methods require the ex-
plicit specification of the fraction of exact non-local Fock
exchange and, possibly, also the value for the range sep-
aration parameter. The approach introducing the least
empiricism is the one-paremeter global-hybrid functional
one, which is used here (PBE0) [31]. The main issues to
resolve are the electronic origins of the volume collapse
associated with the IVC at 30-35 GPa and the “appar-
ent” change of the Eu valence state from +2 to +3. As
the results show below, we were able to reproduce the
insulator-to-metal transition at 10-15 GPa and explain
the elusive IVC at 30-35 GPa within the straightforward
band structure picture.

Calculations are mainly performed with a developmen-
tal version of the Crystal17 code [32, 33], which is
based on a periodic linear combination of atomic or-
bitals (LCAO) framework, whereby Bloch functions are
expanded in a set of Gaussian-type functions up to angu-
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lar momentum l=4 (i.e. g-type atomic orbitals) [34]. De-
tails on the computational setup can be found in the elec-
tronic supporting information (ESI) [35] (see also Refs.
36–57 therein). Additional calculations were performed

with standard plane-wave codes using gradient-corrected,
as well as hybrid functionals and are provided in the ESI.
The main body predominantly discusses results obtained
from the Crystal17 LCAO calculations.

FIG. 1: (Left top panel) Calculated energy-volume relation. (Left middle panel) band gap of EuO as a function of volume.
(Left bottom panel) Population of d-type bands of Eu atoms in EuO as a function of volume. (Right top panel) d orbitals
of eg symmetry point along the Eu-O bonds of the EuO octahedron and d orbitals of t2g symmetry point between O atoms
(along the Eu-Eu direction). (Right bottom panel) Pressure-volume equation-of-state of EuO as fitted to the calculations in
the present study (black line) and measured in previous experiments (colored symbols) [3, 22, 58]. Transition volumes and
pressures are marked with dashed vertical lines, with colors matching the symbols.

The crystal structure of the B1 phase of EuO was fully
optimized in the absence of external pressure (with ob-
tained volume denoted as V0 and energy E0). The Eu
atoms are in an octahedral environment, surrounded by
O atoms at the vertices of the octahedron (see top right
panel of Figure 1). It is worth noting that the octahe-
dral crystal field splits the d band of Eu into eg states
pointing along the Eu-O bonds, and t2g states pointing
between O atoms (i.e., along the Eu-Eu direction).

Total energy calculations were subsequently performed
at compressed volumes, corresponding to the range from
V/V0 = 1.00 to 0.75. Energies are reported in the top left
panel of Figure 1. The energy-volume relation appears

rather continuous to the naked eye. The plane-wave cal-
culations produced a similar smooth trend (see Figure
S2 of the ESI). While two discontinuities are numerically
predicted in the energy-volume relation at the points de-
noted by the vertical dashed lines, their magnitude is
small, and it is not obvious to unambiguously assign vol-
umes for the transitions solely from the analysis of the
total energy. It is insightful to also look for discontinu-
ities in the electronic state, from analysis of the band
structure and orbital populations. In particular, as dis-
cussed further below, present LCAO calculations allow
for the unambiguous decomposition of the band struc-
ture of EuO in terms of contributions from individual
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atomic orbitals, and thus for the identification and ex-
planation of the mechanisms of the isostructural phase
transitions.

The left middle panel in Figure 1 demonstrates the
vanishing indirect band gap at the volume V/V0 = 0.881,
associated to the insulator-to-metal transition. The cal-
culation confirms the earlier proposal for the metalliza-
tion from the study of the UV absorption spectra [22].
Further compressing the system, discontinuities are ob-
served in atomic orbital populations: the bottom left
panel of Figure 1 reports populations of d-type bands
of Eu atoms in EuO, showing an initial increase in
population, followed by a discontinuity at the volume
V/V0 = 0.798, and finally an abrupt depopulation for
the most compressed structures. Populations of bands
of s, p, or f character instead do not show such change
in behaviour with compression, and are found to vary
consistently, apart from a small discontinuity, again at
the volume V/V0 = 0.798 (see Figure S10). The discon-
tinuity can also be observed from the magnetic moment
of Eu (see Figure S9). The analysis of the atomic or-
bital populations thus allows us to define a second phase
transition at the volume V/V0 = 0.798. Calculations per-
formed with different flavors of hybrid DFT (such as the
HSE06 [59] and B3LYP [60] exchange-correlation func-
tionals) also reproduce this transition (see Figure S8).

Based on the insight discussed above into the discon-
tinuity of relevant electronic features, we are now able to
correspondingly branch the energy-volume relation into
three segments, and fit each of them to third-order Birch-
Murnaghan equations of state (EOS) to obtain the corre-
sponding pressure-volume relation, reported in the right
bottom panel of Figure 1. The fitting indeed yields
two volume collapses at the pressures of 16 GPa (for
the insulator-to-metal transition) and 33 GPa (for the
metal-to-metal transition), which compares well to the
corresponding values from previous experiments in the
coloured symbols.

We now analyze more closely the electronic features of
EuO at the 33 GPa IVC transition. It was mentioned
above that, with increasing pressure, all orbital popula-
tions of Eu vary consistently, apart from a small disconti-
nuity at the 33 GPa IVC (Figure S10) with the exception
of the d-type bands, which instead show an abrupt de-
crease in population at pressures beyond the transition.
The calculated projected densities-of-states (PDOSS) re-
ported in Figure S12 show a similar behaviour but in
more detail. It is seen that while the Eu s, p and f
PDOSS vary linearly with increasing pressure, a marked
change in behaviour is instead observed in the Eu d
PDOSS close to the transition pressure. Significantly,
the initial increase of the height and sharpening of the
bandwidth of the peak of the Eu d PDOSS below 33 GPa
(blue tones in Figure S12), transform into the decrease
of the height and broadening of the bandwidth of the Eu
d PDOSS above 33 GPa (red tones in the figure).

FIG. 2: (a and b) Evolution with pressure (blue tones and
red tones below and above the metal-to-metal transition, re-
spectively) of PDOSS of d orbitals of Eu of (a) eg and (b) t2g
symmetry. (c and d) Orbital population of d-type orbitals of
Eu as a function of pressure. The Eu atom is in an octahe-
dral environment with the eg (and t2g) sets pointing towards
(between) O atoms.

As anticipated, an explanation for the discontinuity in
the behaviour of the d band upon compression can be
found by taking into account the splitting into eg and
t2g subsets, with the help of Figure 2. At pressures be-
low the second IVC — that is to say, the metal-to-metal
transition at 33 GPa — (blue tones in Figures 2 a and
b), all of the d states at the Fermi level are of t2g symme-
try. At pressures at and above the metal-to-metal IVC
(red tones in Figures 2 a and b), a finite DOSS from
eg states emerges at the Fermi level. At the same time,
such eg states get abruptly depopulated at the transition
(see Figures 2 c and d) compared to t2g states. Given
that the eg states point directly along the Eu-O bonds of
the EuO octahedron, their depopulation helps to allevi-
ate electron-electron repulsion in the highly compressed
structures. On the other hand, the states of t2g symmetry
point along the Eu-Eu direction for two Eu atoms lying
far away in adjoining cells. The t2g states are hence sta-
bilized by pressure compared to the eg ones, and are seen
to consistently increase in population across the metal-
to-metal transition (see Figure 2 c). To wrap it up, the
emergence of states of eg symmetry at the Fermi level al-
lows for their abrupt depopulation at the metal-to-metal
transition, correspondingly leading to a volume collapse.

Electronic insight from the experiments on these tran-
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sitions is scarce, a notable exception being the experi-
mental study by Souza-Neto et al. [3]. In the range 0-30
GPa, an increase in the cationic charge of Eu as a func-
tion of pressure was inferred from Eu 2p (L-edge) X-ray
absorption near-edge structure (XANES) spectroscopy
and from Mössbauer isomer shifts (IS) derived from nu-
clear forward scattering [3]. A charge depletion for Eu
of 0.25 e was deduced from the IS and 0.13 e from the
XANES. Table S1 of the ESI summarizes the computed
changes in orbital populations and atomic charges in the
same 0-30 GPa pressure range. Atomic populations and
charges are computed with the Mulliken scheme as well
as with the more accurate iterative Hirschfeld-I approach
[61–63]. Let us stress that, while absolute values of com-
puted atomic charges are known to critically depend on
the particular partitioning scheme adopted, trends such
as those discussed below are typically less sensitive. Ta-
ble S1 shows that the change in the electronic structure
in EuO is dominated by charge depletion from s- and
p-type bands in Eu and the concomitant charge accu-
mulation in p-type bands of O. As anticipated, charge
differences computed with the Mulliken and Hirschfeld-I
approaches are similar, with deviations smaller than 6%.
Crucially, no significant charge transfer from the Eu 4f
to 5d orbitals is predicted. Indeed, in the first report
on the high-pressure behaviour of EuO, the isostructural
transitions at 12 and 33 GPa were attributed to a 4f →
5d electron transfer. The hypothesis of a transfer of elec-
trons from the localized 4f to delocalized 5d orbitals may
have led to the interpretation of an “apparent” increase
of the Eu oxidation state from +2 to +3 [22]. Although
the calculated trends for the total charge are consistent
with the change in oxidation state inferred from the ex-
periments, they also show only very minor changes in
the population of the d orbitals (by +0.05 e, see bottom
left panel of Figure 1) and of f orbitals (by −0.05 e, see
Figure S10 of the ESI). Therefore, such a minor charge
transfer cannot account for the 7 eV shift in the XANES
absorption band to higher energy [3] as the principal ev-
idence of increased oxidation state.

The observed shift in the absorption peak in the Eu
L-XANES of compressed EuO can now be analyzed [3].
The core-hole excitation intensities of X-ray absorption
are dominated by the local site of the absorbing centre
and satisfy the dipole selection rules. In this case, the
lowest energy XANES peak is mainly due to the elec-
tronic transitions of the Eu 2p core electrons into the
empty bands, predominantly of d-type, confined by the
crystal field from the nearest neighbor oxygen atoms and
split into eg and t2g levels. This phenomenon is known
as “shape resonance” and has been well studied in many
systems, including oxides [64, 65]. In the experiment, the
absorption band can be deconvoluted to two bands. At
low pressure, the lower energy peak is more intense than
the higher energy one and the spectral profile is typical of
a Eu(II) species. As the pressure increases, the intensity

FIG. 3: Calculated total DOS (sum of spin up and down
contributions) of the t2g and eg band at selected pressures.
Vertical blue dashed lines (separated by 5 eV) are an eye-
guide.

of the second peak increases relative to the first. Inciden-
tally, at 40 GPa, above the IVC, the XANES profile of the
higher energy peak resembles that of an Eu(III) species,
which led to the interpretation of an increased oxidation
state. However, it is important to note that the exci-
tation energy of X-ray absorption is proportional to the
difference of the band energies of the excited and hole
states. The experimental spectra show that the mean
positions (i.e. excitation energy) of the bands do not
change with compression. This is contrary to the expec-
tation that the energy of the initial orbital (i.e. Eu 2p
core state) would be affected from a significant increase
of the oxidation state.

A comparison of the calculated DOS of the empty t2g
and eg orbitals is shown in Figure 3 (and also Figure
S13, which includes more pressure points). The eg band
lies slightly higher in energy with respect to the much
broader t2g band. In addition, a sharp and narrow band
is predicted for the t2g species at high energy. The energy
difference between the maxima of the t2g and eg bands
is about 5 eV (see blue dashed lines in the figures) and
does not change much with pressure. This value may be
compared with the observed separation of 7 eV between
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the low and high energy bands in the experimental spec-
tra. Therefore, it is not unreasonable to associate the
lower energy band as being due to excitations of Eu 2p
electrons to the t2g level and the higher band to the eg
level. As the pressure is increased, there is no substan-
tial change in the DOS profiles until 48 GPa, at which
point it can be seen in Figures 3 and S13 that the eg
band becomes compressed with a much narrower width.
If oscillator strength is related to the DOS, and therefore
to the intensity of the high energy peak, which is still
around 5 eV from the lower energy peak, then the cor-
responding peak in the spectral profile is also expected
to be strongly enhanced, as observed in the experiment.
From the analysis of the calculated charge transfer and
the DOS profiles, we can conclude that there is no no-
ticeable change in the Eu oxidation state. The reported
variation on the spectral features in the XANES is due to
a substantial change in the DOS of the empty eg band.
The volume collapse associated with the isostructural
transition at 33 GPa can be explained using a similar
picture. Above the insulator-to-metal transition at 12
GPa, apart from a slight transfer of electrons from Eu to
O, there is no fundamental change in the electronic struc-
ture. However, the population of the t2g orbitals grad-
ually increases. Noting that the t2g set is comprised of
dxz, dyz and dxy orbitals pointing between the O atoms,
accumulation of charge density away from direct point-
ing positions helps to alleviate electron-electron repulsion
and favors an isostructural volume reduction at 33 GPa,
in response to the abrupt depopulation of eg states.

In summary, we show that the two IVCs in the B1
phase of EuO can be explained within the standard KS-
DFT approach with a self-interaction correction included
in the global-hybrid functional. The pressure dependent
electronic structure is related to changes in the electron
density distribution. In particular, the elusive metal-
to-metal transition is rationalized in terms of the dif-
ferent behaviour of the crystal field split t2g and eg d-
type bands. We show the usefulness of reliable indica-
tors based on the population of individual atomic or-
bitals within LCAO calculations in the analysis of the
band structure as a means to interpret phase transitions
at high pressure. Detailed orbital mechanisms are illus-
trated, which explain the occurrence of the IVCs in EuO
that are also common to other mixed valence materi-
als. The work suggests to proceed with caution when
interpreting high-pressure experimental spectra in terms
of ambient pressure standards. An exact analog to the
high-pressure electronic state may not exist at ambient
conditions, in which case interpretation of the experi-
ment can only be guided with the help of first-principles
calculations.
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Phys. Lett. 524, 68 (2012).

[50] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev.
Lett. 77, 3865 (1996).

[51] G. Kresse and J. Hafner, Phys. Rev. B 47, 558 (1993).
[52] G. Kresse and J. Furthmüller, Phys. Rev. B 54, 11169

(1996), http://cms.mpi.univie.ac.at/vasp.
[53] P. Blaha, K. Schwarz, P. Sorantin, and S. Trickey, Com-

put. Phys. Comm. 59, 399 (1990).
[54] X. Wan, J. Dong, and S. Y. Savrasov, Phys. Rev. B 83,

205201 (2011).
[55] R. Gillen, S. J. Clark, and J. Robertson, Phys. Rev. B

87, 125116 (2013).
[56] R. Nelson, C. Ertural, J. George, V. L. Deringer, G. Hau-

tier, and R. Dronskowski, J. Comp. Chem. 41, 1931
(2020).

[57] S. Maintz, V. Deringer, R. Dronskowski, et al., J. Comp.
Chem. 37, 1030 (2016).

[58] S. Heathman, T. Le Bihan, S. Darracq, C. Abraham,
D. De Ridder, U. Benedict, K. Mattenberger, and
O. Vogt, J. Alloys Compd. 230, 89 (1995).

[59] J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem.
Phys. 124, 219906 (2006).

[60] A. D. Becke, J. Chem. Phys. 98, 5648 (1993).
[61] F. L. Hirshfeld, Theor. Chim. Acta 44, 129 (1977).
[62] P. Bultinck, C. Van Alsenoy, P. W. Ayers, and R. Carbó-
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