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Introduction 
This thesis faces with the issue of evaluation and user involvement in development 

and testing of user modeling and adaptive systems. Quantitative and qualitative 

testing methodologies are here described, moving from the common and most used 

techniques to those ones less explored but indubitably fruitful to the improvement of 

such systems.  

Indeed, in the last few years the international user modeling and adaptive systems 

community has underlined the importance of evaluation for a more user-centered 

approach to these systems. The final goal is moving the application field of user-

adapted systems from the research labs to real field usage. Also in HCI and 

information retrieval communities, which are directly connected with the user 

modeling and adaptive systems community, the role of evaluation and testing with real 

users is largely carried out in every design phase and significant results are reported. 

On the contrary, in user-adapted systems community evaluation and user 

involvement are not so frequent. Indeed, the goal of the community is now reaching 

more rigorous levels and making the testing a common practice in the development of 

such systems.  

My interest in evaluation started during the first stages of my research activity at 

the Intelligent User Interface Group of the Computer Science Department of the Turin 

University, where I carried out my first empirical evaluations of user-adapted systems. 

Then, after the permanence at University of California at Irvine, where I participated in 

the design and the running of an empirical evaluation concerning information 

visualization systems, I focused my research activity and my thesis on the problem of 

evaluation in user-adapted systems and its peculiarity and future directions.  

The thesis is organized as follows:  

o Chapter 1 describes methodologies commonly exploited in empirical evaluation 

and user-centered approach and the inferential statistics suggested to correctly 

analyse the data. Then, I face with the sampling problem and the 

methodologies exploited in the evaluation of the selection process. Finally, I 

illustrate the state of the art and the future directions of user modeling and 

user adapted systems. 

o Chapter 2 describes qualitative research and evaluation methodologies deriving 

from social science such as ethnography and Grounded Theory and from 

experimental psychology, such as observational studies. Connected to this last 

point is the description of the information visualization experiment carried out 

at the University of California, Irvine. Finally, I illustrate the Dourish’s theory 

of embodied interaction and its possible applications in user-adapted systems. 
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o Chapter 3 starts with a proposal of evaluation methodologies according to the 

three different tasks in which the development of an adaptive system can be 

divided and then describes four different evaluations I carried out during these 

last two years. 
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1. Evaluations in user modeling and adaptive systems 
The empirical evaluation of user modeling1 and adaptive system2 is a fundamental 

stage in their development and it should become a common practice. As the 

application field of these systems moves from the research lab to real field usage, the 

evaluation of the real user-system interaction becomes crucial. 

The adaptations generated by user modeling techniques often pretend to improve the 

user-system interaction. Since most of the times the exploitation of such techniques 

makes the system more complex, slower and buggy, it should be evaluated whether 

the adaptivity really improves the system and whether the user really prefers the 

adaptive version of the system. Moreover, a user of adaptive system has more 

expectations and therefore she is more frustrated when the application does not work 

as she expected. Empirical evaluations have shown that the users have often problems 

with the adaptive features of a system and thus they avoid using them. Therefore, the 

challenge of adaptive systems becomes demonstrating that their exploitation can 

improve the interaction by testing the utility of the adaptations choices. 

Another good reason for a deeper user involvement is the closeness with human 

computer interaction techniques focused on user involvement. As HCI systems, also 

the UM and adaptive systems should adopt a user centered approach because the 

users are both the main source of information and the main target of the application. 

In fact, some researcher [Benyon, 1993] proposed the exploitation of adaptive systems 

as solution to usability problems.  

As in regular interactive systems evaluation, also in case of user modeling and 

user adapted systems, the evaluation should occur throughout the entire design life 

cycle and provide feedback for design modifications. In particular, the first evaluation 

of the system should ideally be performed before any implementation of the system in 

order to avoid expensive design mistakes. 

1.1. HCI-oriented evaluation methodologies 

The methodologies for evaluating adaptive system are generally borrowed by the 

methodologies used in HCI and by those ones exploited for the evaluation of 

information retrieval systems.  

 
1 A user model contains the system’s assumptions about all aspects of the user that are deemed relevant 
for tailoring the dialog behavior of the system to the user. A user modeling component in an interactive 
system draws assumptions about the user based on the interaction with her, stores them in an appropriate 
representation system, infers additional assumptions from initial ones, maintains the consistency in the set 
of current assumptions, and supplies other system components with assumptions about the user (Kobsa, 
1994). 
2 A system is called adaptive if it is able to change its own characteristic automatically according to user’s 
needs (Opperman, 1994).  
“By adaptive hypermedia system we mean all hypertext and hypermedia system which reflects some 
features of the user in the user model and apply this model to adapt various visible aspect of the system to 
the user. (Brusilovsky, 1996)”. 
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One of the possible classifications of methodologies of evaluations in the HCI is 

[Burattini and Cordeschi, 2001; Dix et al., 1998; Preece et al., 1994]: 

o Collection of user’s opinion 

o User observation and monitoring 

o Predictive evaluation à based on experts evaluation 

o Formative evaluation à aimed at checking the first choices and getting clues 

for revising the design 

o Summative evaluation concerned with the testing of the final system with 

effective users performing real tasks in their environment. Summative 

evaluation includes methods as empirical evaluation and interpretative 

evaluation.  

 

As interpretative evaluation will be deeply analyzed in Chapter 2, in the current 

section I analyze all the methodologies listed above. In section 2 I describe the 

evaluation of the selection process in adaptive systems, in section 3 I deal with the 

sampling problem in social science, in section 4 I make an excursus through current 

state of the art in the evaluation of user-adapted systems, and finally in Section 5 I 

will discuss some future direction. 

1.1.1. Collection of user’s opinion 

The collection of user’s opinion, also known as query technique, is a method that can 

be used to elicit details of the user’s point of view of a system. These techniques 

embody the philosophy of “asking the user” [Dix et al., 1998] and can reveal issues 

not considered by the designer. They are simple and cheap and can offer 

supplementary information to other methods. 

User’s opinion can be collected by means of: 

o Interviews, which are used to collect self-reported experiences, opinions, 

preferences and behavioral motivations. When used in conjunction with 

observation they can be useful to clarify events. 

 Interviews can be: 

§ structured à where the same set of questions is made in the same 

sequence to every interviewee. The structured interview is easy to carry 

out and easy to analyze. 

§ semi-structured à where the interviewer has to follow a script 

reporting the topics of the interview. The questions and their order are 

non-fixed. The semi-structured interview is more adaptable to the 

context and to the unexpected answers. 
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§ unstructured à where the form and the content are not fixed and can 

vary from subject to subject. The unstructured interview is totally 

flexible and the only constraint is to talk about the topics relevant to 

the goal of the interview.  

o Questionnaires à where both the questions and the answers are fixed. The 

questionnaire can be filled by the user or read by the interviewer (e.g., face to 

face interviews, telephonic interviews, etc). However, in the latter case the 

influence of the interviewer in the questions completion has to be strictly 

controlled in order to avoid possible interferences.  

The questionnaire is less flexible than the interview but it is timesaving since 

allows collecting opinions from more users in a shorter period of time. In the 

self-filled questionnaire where the interviewer is not present (such as postal 

questionnaire, Web-site forms, etc) is difficult to control the correctness of the 

sampling process (a lot of subjects do not reply, the random selection is not 

guaranteed, etc). 

The questions included in a questionnaire can be [Dix et al., 1998]: 

§ general à to collect general information such as age, sex, occupation, 

etc; 

§ open ended à to ask the user to provide his own opinion; 

§ scalar à to ask the user a judgment on a numeric scale (e.g., Likert 

scale); 

§ multi-choice à to offer a choice of explicit responses; 

§ ranked à to order the items in a list useful to indicate a user’s 

preference. 

o Focus group à a focus group is a structured discussion about specific topics 

moderated by a trained group leader [Dumas & Redish, 1999]. A typical focus 

group session includes from 8 to 12 people and lasts for two hours. The people 

are carefully chosen to represent the potential users of the product. If the 

potential audience is large, several focus group sessions can be performed. 

Focus groups are excellent ways to probe users’ attitudes, beliefs and desires. 

They do not provide information about what users actually do with software.  

o Having user evaluating items à this methodology is often used to acquire user 

interest profile in collaborative3 and feature-based4 filtering. On the one hand 

the system can use the user’s rating to generate recommendation based on the 

 
3 Collaborative filtering systems adapt themselves to the individual user on the basis of her “interest 
neighbors”, users who show similar interaction behavior, similar interest, etc. For details see [Malone et al., 
1987], [Sharnadand & Maes, 1995]. 
4 Feature-based systems acquire models of user interest by analyzing the features of the objects in which 
the user has expressed an interest. Such a profile can be regarded as a user model that allows for 
personalized recommendation or other kind of filtering (Kobsa et al., 2001, p. 27). 



1 - Evaluations in user modeling and adaptive systems 
 

 12 

choices of similar neighbors or to produce feature-based recommendation. On 

the other hand, users can evaluate the items suggested by the system and 

then the collected data can be used to evaluate the effectiveness of the 

selection process (see Sections 3.3 and 3.5 for an application of this 

approach).  

 

An alternative to the above solutions can be the exploitation of existing surveys about 

the target population such as psycho-graphic surveys (see the Italian survey called 

Eurisko described in Sections 3.3 and 3.5), Web-users research such as the Italian 

Audinet, past evaluation of the system or evaluation of similar systems, etc. 

1.1.2. User observation 

This family of methods is based on user observation. They can be carried out with or 

without predetermined tasks. The drawbacks of user observation are the possible 

interferences that can be  

§ originating from the user à the expectation leads to improvement 

(Hawthorne effect); 

§ originating from the observer à the experimenter can influence the 

user’s performance (Rosenthal effect, Pygmalion and Golem effects). 

 

o Think aloud protocols à having users thinking out loud when they are 

performing a task is called having the user giving a verbal or think-aloud 

protocols [Dumas & Redish, 1999]. Since the early 1980s these protocols have 

been used very successfully in understanding user’s problems. People are 

asked to think out loud while they work so the evaluators can hear and record 

their reactions. This method i) is simple to carry out, ii) can lead to 

spontaneous interpretation of events and iii) can be associated to other types 

of evaluations (e.g., a usability test). However, is not natural since people do 

not normally think out loud while they work. In addition, studies showed that 

participants could take longer to perform tasks ant they can be less flexible at 

solving problems. This method is also applied in co-operative evaluation (see 

2.1.2.2). 

o Observing users in context à these methods are aimed at learning from the 

direct or indirect users’ observation in the context of real usage by interviewing 

and observing them at work, when they do their own works. These methods are 

most reliable and precise but they are also very expensive. They are related to 

the ethnographic investigations that will be discussed in detail in 2.1. 
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o Logging use à can be considered a kind of indirect observation and consists, 

for instance, in the analysis of Web server log files that register the actions of 

every users of the Web site. This information can be used to improve the Web 

site design and to analyze possible usage patterns extracted by the application 

of data mining5 techniques to the collected data. 

1.1.2.1. Task analysis and cognitive and socio-technical models 

Task analysis methods are based on the analytic de-composition and the re-

composition of user’s actions and user’s cognitive processes to complete tasks. “Task 

analysis is the process of analyzing the way people perform their job: the thing they 

do, the things they act on and the things they need to know. (…) Task analysis is 

about existing system and procedures; its main tools are those of observation in 

various forms [Dix et al, 1993, pp. 260-261]”. 

In most tasks, analysis tasks are decomposed in sub-tasks. Hierarchical Task Analysis 

(HTA) [Diaper, 1989] uses this approach and decomposes tasks in a hierarchy of tasks 

and subtasks, and exploits plans to describe order and conditions of subtasks. For 

instance, if a subject wants to send an e-mail she as to perform a set of tasks in 

sequential order: 1) open the e-mail client, 2) create a new e-mail, 3) write the e-mail. 

Task 2 can be decomposed in 2a) click on the File menu, 2b) click on New-Email 

Messages and so on. 

Task analysis can be also knowledge- based (all objects and actions involved are listed 

and taxonomies about them are constructed) or entity-relationship-based (including 

the actions performed and subjects performing them).  

The source of a data collection can be direct or indirect observation, documentation, 

interviews, etc… 

The understanding of the internal cognitive process as a person performs a task is 

also the purpose of goal-oriented cognitive models. In HCI these models “claim to have 

some representation of users as they interact with an interface; that is they model 

some aspect of the user’s understanding, knowledge, intentions or processing [Dix et 

al, 1993, pp. 230]”. In particular performance models “not only describe what the 

necessary behavior sequences are but usually describe both what the user needs to 

know and how this is employed in actual task execution. [Simon in Dix et al, 1993, p. 

230]”. These models reflect the analogy between computation and cognitive psychology 

that can have some disadvantages (see the Suchman’s discussion in 2.5.2.1) and 

some advantages (for instance, it makes the human-system matching easier). 

An example of a goal-oriented cognitive model is the GOMS model (acronym of Goals, 

Operators, Methods and Selection [Card et al, 1983]). A typical GOMS analysis 

 
5 Data mining is a methodology for the extractions of not arbitrary knowledge from data. 
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decomposes tasks into a sequence of unit tasks, all of which can be further 

decomposed into basic operators. The original GOMS model has served as basis for 

much cognitive modeling research in HCI. It was good to describe how expert perform 

routine tasks.  

KLM (Keystroke Level Model) is a low-level GOMS [Card et al, 1983]. KLM makes 

predictions about user performance at very low level, as simple command sequences, 

taking no more than 20 seconds.  

Socio-technical models, instead, consider social and technical issues and recognize 

that technology is a part of wider organizational environment. For instance, the 

USTM/CUSTOM [Macaulay et al., 1990; Kirby, 1991] model focuses on establishing 

stakeholder requirements. A stakeholder is defined as anyone who is affected by the 

success or the failure of the system (e.g., who uses the systems, who receive output 

from it or provide input, etc). 

Both goal-oriented cognitive models and socio-technical models can be considered as 

generative models since they typically contribute during the interface design process 

and can provides a means of combining design specification and evaluation into the 

same framework [Dix et al., 1998]. Moreover, they could make predictions about the 

behavior of different kind of users and therefore used in the construction of their user 

models. 

1.1.3.  Predictive evaluation 

These kinds of method are aimed at making predictions, based on experts’ evaluation, 

about the performance of the interactive systems and preventing errors without 

performing experimental evaluations.  

o Heuristic evaluation à heuristic is a guideline or a general principle or rule of 

thumb that can guide a design decision or be used to criticize existent 

decisions. Heuristic evaluation [Nielsen and Molich, 1990] describes a method 

in which a small set of evaluators examine a user interface and look for 

problems that violate some of the general principle of good interface design. 

Nielsen and Molich [1990] recommended using heuristic evaluation with three 

to five evaluators. The evaluators can be either interface/usability experts or 

non-experts. Expert in usability engineering are much better at finding 

problems then software engineers. Usability experts who have experience with 

the technology they are evaluating are the best. 
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If the evaluators are not properly usability experts, their task is to verify that 

HCI principle6 and HCI guidelines7 (Nielsen and Mack, 1994; Sheiderman, 

1992) have been correctly applied. 

 

In any case to help evaluators at finding usability problems Nielsen and Morich [1990] 

suggest a list of heuristic that are relates to HCI principle and guidelines: 

§ Simple and natural dialog 

§ Speak the user’s language 

§ Minimize the memory load 

§ Be consistent 

§ Provide feedback 

§ Provide clearly marked exits 

§ Provide shortcuts 

§ Good error messages 

§ Prevent errors 

o Domain expert appraisals à in some case the presence of domain experts can 

be beneficial. For instance, in UM and user-adapted systems a domain expert 

can help defining the dimension of the user model and domain-relevant 

features. They can also contribute toward the evaluation of correctness on 

inferences mechanism. For instance, a user-adapted system that suggests TV 

programs, such as an Electronic Program Guide, can benefit of audience TV 

experts working in TV advertising that may illustrate habits, behaviors and 

preferences of homogeneous groups of TV viewers.  

This method, as well as cognitive walkthrough [see 1.1.3.1], scenario-based 

design and prototypes can be used to develop parallel design: exploring 

different design alternatives before settling on a single proposal to be further 

developed. Parallel design is very suitable for systems that have a user model 

since in this way designers can propose different solutions (what to model) and 

different interaction strategies (what the user can control). Also the design 

rationale8 and design space analysis9 can be helpful in context of exploring and 

reasoning among different design alternatives. For details about design 

 
6 A principle is a very broad statement that is usually based on research about how people learn and work. 
For instance, be consistent in your choices of words, formats, graphics and procedures. (Dumas & Redish, 
1999)  
7 Guidelines are more specific goals that HCI specialists distill from the principles for different users, 
different environment and different technologies. . For instance, be consistent in the way you have users 
leave every menu. (Dumas & Redish, 1999)  
 
8 Design rationale “is the information that explains why a computer systems is the way it is, including its 
structural or architectural description and its functional or behavioral description [Dix et al, 1993, p. 212]”.  
9 Design space analysis is an “approach to design that encourages the designer to explore alternative design 
solution” [Preece et al. 1994].  
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rationale see [Lee and Lai, 1991; Rittel and Webber, 1973], while for design 

space analysis see [Bellotti and MacLean]. 

 

1.1.3.1. Cognitive walkthroughs  

Walkthroughs are a peer-group review of a technical product. They can be used to 

review specifications, design or programming code. During a walkthroughs the team of 

people who are developing a software “walk through” the specifications or the 

programming code one step at time looking for errors or inconsistencies. For more 

details see [Dumas & Redish, 1999]. 

The cognitive walkthrough [Lewis & Polson, 1990] is a variation of the 

walkthrough designed to evaluate the usability of the user interface. The focus of the 

cognitive walkthrough is learning though exploration, since “experience shows that 

many users prefer to learn how to use a system by exploring its functionality hands 

on, and not after sufficient training or examination of a user’s manual [Dix et al, 1998, 

p. 409].” 

On the basis of usage scenarios, step-by-step tasks are selected and then performed. 

Assuming that a user learns about an interface by the exploration, the evaluator has 

to answer a set of questions about each of the decisions the users must make as they 

use the interface (for instance, the ease in identifying the consequences of an actions, 

the evaluation of progress toward a goal, etc). Every non-corrected answer is inserted 

in a list of detected problems.  

Even if this method can results useful, other methods, such as the heuristic 

evaluation are more effective at finding usability problems [Dumas & Redish, 1999, p. 

68].  

Walkthrough can also be performed after the task (post-task walkthrough) [Dix et 

al., 1998]. The subjects are asked to reflect back after the event and comment to their 

actions.  

1.1.4. Formative evaluation 

Formative evaluation is aimed at checking the first design choices and getting clues for 

revising the design. Formative evaluation can be performed without a running system. 

o Mock-ups à mock-ups are models of the final artifacts. They are usually 

exploited for verifying the perceptive and physical features of the final artifacts 

such as weight, dimension, etc. They are related to the look & feel (the 

sensorial experience of the user) of the final product. 

o Wizard of Oz simulation à is a lab simulation where the experimenter (the 

wizard) is hidden and acts on behalf of system. The user interacts with the 

emulated system without being aware of the trick.  
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o Scenario- based design à this is a method used to describe existing activities 

or to foresee new activities. A scenario is aimed at illustrating a usage 

situation by showing step-by-step the user’s actions. It can be represented by 

textual descriptions, images, videos and it can be employed in different design 

phases. This method can be used to organize the data mined during the 

observation, to imagine the features of a new system, to the parallel design of 

alternative prototypical solution, during the empirical evaluation.  

o Prototypes à prototypes, which are artifacts that simulate or animate some 

but not all features of the intended system [Dix et al., 1998], can be divided in 

two main categories: static, paper-based prototypes and interactive, software-

based prototypes.  

Static, paper-based prototypes are generally screen images (screenplay) on 

paper of what an interfaces looks like. A screenplay can be effective at solving 

problems such as developing a menu hierarchy the user can understand. If the 

paper prototypes describe the sequence of actions illustrating the system usage 

in a narrative way, the prototype is a storyboard. The storyboard can also be 

implemented on a PC as sequence of different screenshots.  

Interactive, software-based prototypes can be realized with specific software 

that make possible to simulate the look and feel of a software user interface. 

The software prototypes can be: horizontal when they contain a shallow layer of 

the whole surface of the user interface; vertical when they include a small 

number of deep paths through the interface, but do not include any part of the 

remaining paths; scenario-based when they fully implement some important 

tasks that cut through the functionality of the prototype. There are now plenty 

of prototyping tools allowing the rapid development of simulation prototypes. 

These simulations are aimed at providing a quick development process for a 

very wide range of small but interactive applications (for instance, HyperCard 

for Macintosh).  

Software prototypes can be further divided in [Dix et al., 1998]: 

o throw-away, when the prototype is built and tested and the 

design knowledge from this exercise is used to built the final 

product, but the prototype is discarded; 

o incremental, the final product is built as separate components 

and each subsequent release include one more component. For 

each component a prototype is realized;  

o evolutionary, here the prototype is not discarded and serves as 

basis for the next iteration of design; 
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Usability test of prototypes are becoming very common because they allow 

designers to make changes before is too late. A study [Nielsen, 1990] showed 

that the interactive prototypes are more effective at detecting global problems 

then paper based ones. However, prototyping tools are best used to explore 

alternative concepts and they cannot be considered as a finished products 

(e.g., they do not have the response time of the real software and thus the 

estimate of user’s reaction can be not precise).  

1.1.5. Summative methods: the empirical evaluation 

Before introducing the main issue of this section, the empirical evaluation, I want to 

say something about usability engineering and usability testing since these are 

summative methodology that can be applied also in case of user-adapted interfaces. 

Usability engineering techniques derives from software engineering. Software 

engineering (starting in the 1960s) is a large subdiscipline within computer science 

that addresses the management and technical issues of the development of software 

systems [Dix et al., 1998] and lent some principle to the evaluations carried out in 

HCI. Indeed, one of the cornerstones of software engineering is the software life cycle 

that describes the activities that take place from the initial concept formation for a 

software system up until its eventual phasing out and replacement. One of the key 

point derived from software life cycle is that issue affecting evaluation should be 

relevant within all the activities of the cycle. However, the difference between the 

evaluation phase (validation and verification, which are aimed respectively at checking 

i) the correctness and the completeness of applied algorithms and of programming 

language rules and ii) the satisfaction of costumer’s requirements) of software life cycle 

and that one of interactive system is that the software life cycle does not support the 

user’s perspective as the HCI evaluation may do. All of the requirements for an 

interactive system cannot be determined from the start and so it is necessary to 

observe and evaluate users to determine how they interact with the system. Moreover, 

usability specifications (derived from shared HCI principle and guidelines) can be 

incorporated in the requirement specification of software life cycle to include the 

usability since the early stage of the design. The international ISO standard 9241 

[http://www.system-concepts.com/stds/status.html] on Ergonomic requirements for 

office work with visual display terminals also recommends the use of usability 

specifications as a means of requirements specifications. This is one of the basic of 

usability engineering [Nielsen, 1994; Whiteside et al, 1988] approach. In relation to the 

software life cycle, one of the most important features of usability engineering is the 

“the inclusion of usability specification, forming part of the requirement specification, 



1 - Evaluations in user modeling and adaptive systems 
 

 19 

that concentrates features of the user-system interaction which contribute to the 

usability of the product [Dix et al., 1998, p. 199]”.  

Whiteside, Bennett and Holtzblatt [1998] provide a list of measurement criteria 

(usability metrics) that can be used to determine the measuring method for a 

usability attribute: 

o time to complete a task,  

o per cent of task completed,  

o per cent of task completed per unit time,  

o ratio of successes to failures,  

o time spent in errors,  

o per cent or number of errors,  

o per cent or number of competitors better than it,  

o number of commands used,  

o frequency of help and documentation use,  

o percent of favorable/unfavorable user comments,  

o number of repetitions of failed commands,  

o number of runs of successes and of failures,  

o number of times interface misleads the user,  

o number of good and bad features recalled by users,  

o number of available commands not invoked,  

o number of regressive behaviors,  

o number of users preferring a specific system,  

o number of times users need to work around a problem,  

o number of times the user is disrupted from a work task,  

o number of times user loses control of the system,  

o number of times user expresses frustration or satisfaction.  

 
The ultimate test of product usability is based on measurements of users’ experience 

with it. So, the problem with usability metrics is that they rely on measurements of 

very specific user actions in very specific situations that are not available at the early 

stages of design. Moreover, usability engineering provides a means of satisfying 

usability specification and not usability.  

For Dumas and Redish [1999, p. 4] usability is “an attribute of every product, just 

like functionality. Functionality refers to what the product can do. Testing 

functionality means making sure that the products works according to specifications. 

Usability refers to how people work with the product. Testing usability means making 

sure that people can find and work with the functions to meet their needs.” 
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Usability test is characterized by the following features [Dumas and Redish, 1999, p. 

22]: 

o the primary goal is to improve the usability of a product, 

o participants represent real users, 

o participants do real tasks, 

o users’ performances are recorded, 

o data are analyzed and, as consequence, changes will be recommended. 

  

For more details about usability testing see [Dumas and Redish, 1999; Rubin, 1994]. 

Usability testing and controlled experiments (empirical evaluation) share some 

aspects. The main difference is that usability test has the specific goal of testing 

usability, while controlled experiment can be based on other (and more complex) 

hypotheses. However, before starting an empirical evaluation of a system it should be 

better to test its usability, in order to avoid that usability problems affect the final 

experimental results. For this purpose, Kobsa [2002] in his comparison of usability 

tests and "Social Science" studies sketches these similarities: 

o both often performed in a laboratory,  

o participants sampled who are representatives of the population of interest,  

o participants are frequently trained (to control variables, etc.),  

o objective and subjective measures taken,  

o data are analyzed and report is written, 

  

and differences 

o different goals (improving interface vs. truth of hypotheses),  

o multicausal interface problems vs. isolating few variables,  

o often, descriptive statistics only is used in usability tests, and inferential 

statistics in social science studies,  

o more weight given to reports/observations in usability tests. 

!!
The empirical evaluation, also known as controlled experiments, refers to the 

appraisal of a theory by observation in experiments. This method of evaluation derived 

from cognitive and experimental psychology. The origin of this derivation has to be 

searched in the need of developing a relationship between psychology and computer 

science. In particular, techniques and models of cognitive psychology have been 

applied to the problem of understanding what goes when people work with computers 

and how those understanding can be reflected back into the design of those systems. 

Dix et al. [1998], sustain that since the absence of a predictive psychological theory, in 

order to test certain usability property of their design designers must observe how 
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actual users interact with the developed product and measure their performance. The 

problem is that the tasks a user will perform are only known when the user keep 

interacting with the system for real tasks and moreover, some of the task a user 

performs with a system were never explicitly intended as tasks by its designers (see 

the Suchman’s discussion in 2.5.2.1 ). 

The general idea underlying the empirical evaluation is that by changing an 

element in a controlled environment its effects on user behavior can be measured. The 

most important criteria to follow in every experiment are  

o participants have to be credible: they have to be real users of the application 

under evaluation; 

o experimental tasks have to be credible: the subjects have to perform tasks 

usually performed when they are using the application; 

o participants have to be observed during the experiment and recorded during 

their performance. The recording tools can be: paper and pencil, user block 

notes, audio, video, computer logging software, automatic protocol analysis 

tools.  

 

Empirical evaluation takes place in a lab environment. Well equipped laboratory 

may contain sophisticated audio/video recording facilities, two-way mirrors, and 

instrumented computers. On the one hand, the lack of context, and the unnatural 

situation create an artificial situation, far from the place where the real action takes 

place. On the other hand, there are some situations where the laboratory observation 

is the only option, for instance if the location is dangerous and sometimes the 

experimenters may want deliberately manipulate the context in order to create 

unexplored situations [Dix et al. 1998].  

 

Since the empirical evaluation attempts to define cause-and-effects relationships, 

the most efficient means to establish this kind of relationship between certain events 

in a given environment and selected forms of behavior is the experiment. The basic 

notion of experiment is [Keppel et al., 1992, p. 6]:  

At least two groups of subjects are treated exactly alike in all ways 

except one – the treatment of interest. Any difference observed in the 

behavior of the two groups of subjects are then attributed to, or said 

caused by, the differences in the specific treatment conditions.  

 

According to [Keppel et al., 1992], the schematic process of an experiment can be 

summarized in these steps: 



1 - Evaluations in user modeling and adaptive systems 
 

 22 

o Identify the issue or question of interest. Most research starts with some 

question that the researcher has. 

o Review the relevant theories10 and research (review based evaluation) to find 

out what others have done and said in trying to answer that question and to 

see what research methods are typically employed within a particular 

paradigm.  

o Develop research hypothesis as succinct statement of the purpose of the study. 

o Identify the independent and dependent variables. The independent variable 

comprises the range of treatment conditions under the control (manipulated or 

varied) of the experimenter (for instance, an application with or without user 

model). Independent variable can assume a number of different values: each 

value that is used in an experiment is known as level of the variable. For 

example, if we are comparing an adaptive system with the non-adapted 

version, the various adaptation techniques tested can be the level of the 

independent variable adapted system. For an example see 3.4. 

More complex experiments may have more than one independent variable. For 

instance in 3.4.8 I will describe an experiment were two variables are taken 

into account: i) adaptation and ii) the presence of a team of presentation 

agents.  

The dependent variable (also known as response measure) comprises the 

behavior observed after the manipulation of independent variable and then 

measured (for instance, the task completion time, the number of error, etc).  

o Conduct the experiment, which consists primarily of collecting data using a 

particular experimental design11. In this phase subjects are assigned to the 

different treatment conditions. In the simplest procedure called between-

subjects design an experimental group of subjects is assigned to the treatment, 

while another group of subjects, called control group, is assigned to a condition 

consisting of absence of a specific experimental treatment. For instance, one 

group of subjects could be asked to complete tasks using an application with 

user model (experimental group) and another group without (control group). 

Usually, this procedure is aimed at detecting difference between the two 

experimental conditions (e.g., is it more successful the application designed 

with user model or that one without?). There may be more than two groups, of 

 
10 A theory is a set of proposition used to describe or explain a phenomenon. The purpose of a theory is to 
summarize, organize and explain a variety of specific facts into a logical framework, as well as to generate 
new knowledge and identity gaps in the current state of the knowledge. A good theory must be able to make 
predictions, not just explain what has already happened. 
11 In a statistic book, experimental design is referred to a general plan for conducting an experiment. The 
most common design for an experiment in which two or more independent variable are manipulated is 
called the factorial design.  
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course, depending on the number of independent variables and the number of 

levels each variable can assume.  

At the other extreme is the within-subjects design in which each subjects 

serves in all of treatment conditions (e.g., subjects completing tasks using both 

the application with UM and that one without). In between are designs in 

which the subjects are serving in some but not all of the treatment conditions 

(partial, or mixed, within-subjects factorial design). 

Within-subjects design can cause undesired learning effects that have to be 

balanced.  

o Use descriptive statistic to describe the data. These statistics (such as the 

mean, the variance, the standard deviation) are designed to describe or 

summarize a set of data.  

o Use inferential statistic to evaluate the statistical hypothesis. These statistics 

are designed to make inferences about larger populations [see section 1.1.5.1]. 

o Draw conclusion regarding the research hypothesis. 

o Prepare a formal report for publication or presentation.  

 

Several issues regarding the population studied in the experiment must be 

considered during the planning phase. Three important decisions must be taken at 

this point: 

o the nature of subjects, 

o selecting the subjects, 

o choosing the number of subjects. 

 

The nature of subjects. In many cases, the primary factor is the availability. 

Students, friends and relatives are largely available, but the type of subjects should 

strictly depend from the nature of the research question. In case of software 

applications, for instance, the most appropriate participants are those ones chosen 

between the actual users of the evaluated application. If they are not available, other 

subjects can be chosen to be of similar age and level of education as the intended user 

group.  

Selecting the subjects (also known as sampling, see 1.3). Even if the population12 of 

the experiment is a limited population, it is often difficult if not impossible to collect 

data from all members of that population. Psychologists use to make inferences about 

populations based on information collected from a sample of that population. 

Therefore, the goal of sampling is to collect data from a representative sample drawn 

 
12 The population is here defined as the total number of possible units or elements that can be included in 
a study. 
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from a larger population to make inferences about that population. The ability to make 

generalization about a population from a sample is what is referred to as external 

validity. The external validity can be threatened by population and ecology. Population 

affects variability when experiment population differs from the target population (for 

instance student are used for testing whereas the actual users have different abilities). 

Ecological threats include incorrectly describing independent variables, incorrectly 

describing and measuring dependent variables, multiple treatments interference, etc. 

 

Choosing the number of subjects (see section 1.3). An experiment needs as many 

subjects as are necessary to provide a relatively sensitive13 test of research hypothesis. 

One way to increase the sensitivity in an experiment is to increase the number of 

subjects. 

In an ideal experiment only the independent variable should vary from condition 

to condition. In the reality, other factors are found to vary along with the treatment 

differences. These unwanted factors are called confounding variables (or nuisance 

variables) and they usually pose serious problems if they influence the behavior under 

study since it become hard to distinguish between the effects of the manipulated 

variable and the effects due to confounding variables. The presence of confounding 

variables usually ruins an experiment. For instance, in an experiment comparing an 

application with and without UM (with and without UM evaluation design), if the UM 

application is always tried in the morning and that one without UM always in the 

afternoon, the different time of the day may influence the subject’s performance 

because of the fatigue, different network loading times, etc. Other potential problems 

with times, locations, or other environmental conditions can influence the dependent 

variables: there may be more distracting noise at certain times; computer may be 

slower at certain times; the experimenter may bias the participants by words, body 

language, appearance and so on. 

Experiments can be performed blind or double-blind. In blind experiments, 

participants do not know if the software is adaptive and so is “supposed to be better” 

(to avoid the placebo effect). In the double-blind experiment, the experimenter is also 

not aware, and so cannot inadvertently influence participants.  

One way to control the potential source of confounding is holding them constant, 

so that they have the same influence on each of the treatment conditions (for instance 

the testing environment, the location of the experiment, the instructions given to the 

participants may be controlled by holding them physically constant).  

Unfortunately, not all the potential variable can be handled in this way (for 

instance, reading speed, intelligence, etc). For the other remaining nuisance variable, 
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their effect can be neutralized by randomly assign14 subjects to the different 

treatment conditions. Other rules of thumb to avoid the influence of nuisance variable 

are the following (Chin, 2002, pp. 185,186): 

o randomly assign time slots to participants 

o test room should not have windows or other distractions.  

o participants should be isolated as much as possible. 

o the computer area should be prepared ergonomically for different sized 

participants. 

o if it is needed, using the network avoiding the high load times. 

o prepare uniform instructions to participants, preferably in a written or taped 

form. 

o experimenters should not know if the experimental condition has or not a user 

model, for instance. each experimenter should run equal number of each 

treatment condition to avoid inadvertent bias and she should minimize 

interactions with participants.  

o be prepared to discard participant data if the participant requires interaction 

with experimenter during the experiment or if the data are compromised for 

some other reasons (computer crashes, too slower performances, etc). 

o follow typical local rules and law about human experimentation (such as 

consent form, etc) 

o planning enough time: experiments typically take months to run. 

o do run a pilot test15 before the main study.  

o brainstorm about possible nuisance variable. 

1.1.5.1. Inferential statistic 

Chance factors are present in every experiment. The uncontrolled source of variability 

assumed to occur randomly during an experiment is called experimental error, while 

the effects of the differential treatments are known as treatment effects. The 

between-groups variability16 reflects the effects of the treatments plus chance 

factors:  

between-groups variability = (treatment effects) + (experimental error) 

 
13 The sensitivity is the ability to detect difference when they are present.. 
14 Random means that each subject has an equal chance of being assigned to any of the treatment 
variables.  
15 Pilot test is nothing more then a dry run for the main test to follow. In a pilot test participants are 
treated exactly as in the main test: same procedures are followed, same data are collected. However, the so 
collected data are not analyzed or included with the rest of data collected during the main test. The most 
important objective of a pilot test is to “debug” the equipment, material, software and procedures used 
during the test. A pilot test should be scheduled a couple of days before the main test. For details see 
Dumas and Redish (1999).  
16 In the between-subjects design where subjects are randomly assigned to only one of the treatment 
conditions, the between-groups variability represents the difference among the treatment means. 
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The other measure of variability that takes into consideration the variation of 

subjects treated alike is the within-group variability17 that provide an estimate of 

experimental error: 

within-groups variability = experimental error 

To determine whether differences among the treatments are due to chance, these 

two measure of variability are used to form a useful index called treatment index, 

which is obtained by dividing the between-groups variability by the within-group 

variability: 

 

treatment index =  

 
since 
 

 

treatment index =  

 
if the expected value is equal to 1 there are not treatment effects (and therefore the 

null hypothesis18 is true), otherwise if the expected value is greater than 1 treatment 

effects are present (and therefore the null hypothesis is rejected and an alternative 

hypothesis19 can assumed to be true).  

The treatment index is also known as F ratio and is calculated by the following 

formula, which is known as ANOVA (analysis of variance) 20: 

 

F =   [1, 1] 

where 

MSA =   [1, 2] 

 

and  

MSs/A =   [1, 3] 

 

MSA = the mean square of between group deviation21 

 
17 The within-group variability takes into consideration the variation of subjects treated alike.  
18 The null hypothesis is the statistical hypothesis evaluated by hypothesis testing. Usually represented as 
the absence of a relationship in the population. 
19 The alternative hypothesis is the hypothesis that is accepted when the null hypothesis is rejected. 
20 The variance is the average of the sum of the squared deviations from the mean. 
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SSA = the sum of square22 of between group deviation 

dfA = the degree of freedom23 of between group deviation 

 

MSs/A = the mean square of within group deviation 

SSs/A = the sum of square of within group deviation 

dfs/A = the degree of freedom24 of within group deviation 

 

If the obtained value of F is equal or exceeds a critical value the null hypothesis is 

rejected, otherwise is retained. The critical value of F is calculated by means of a table 

of critical value, constructed for all possible combinations of a (value of the number of 

the treatment conditions) and n (n is the value of the number of participants) in a 

relatively small space.  

For instance, in an experimental condition with 2 treatment conditions (a system 

with and without user model) and 10 participants to each condition (a=2 and n=10) 

the degrees of freedom associated with the numerator term of the F ratio18 (MSA) are 

dfA = 1, while the degrees of freedom associated with the denominator term (MSs/A) are 

dfs/A = 18. The other piece of information needed to find the critical value of F is the 

significance level α25. The accepted significance levels are 0,05 (α =5%, “significant”) 

and 0,01(α =1%, “very significant”). Turning to the F table the first step will be to find 

the intersection of the column listing dfnum = 1 dfdenom = 18 for the two critical values of 

F. For instance for α = 0,05 (the commonly accepted level of significance in HCI) the 

corresponding value of Fa is 4,41. The decision rule concerning this experiment will 

be: if the obtained value of F is equal or exceeds Fa=4,41 the null hypothesis is rejected, 

otherwise is retained. Therefore if in the example the obtained value of F are  

F(1, 18)= 67,42 p = 0,05 

the null hypothesis will be rejected. 

Another test that analyzes the results of two-groups studies and the differences 

between two means is the t test26. The t test is algebraically equivalent to the F test 

and it also consist of a ratio: 

 
21 In al the presented formulas the deviation is meant as the deviation from the mean score of the referred 
group. 
22 In the calculation of variance, the sum of square is the sum of squared deviations of scores from their 
mean.  
23 The degrees of freedom are the number of independent pieces of information available in the estimation 
of population parameter. In the numerator term of the F ratio the df is equal to the number of the 
treatment conditions minus 1, df=a. 
24 In the denominator term of the F ratio the degrees of freedom are calculated as (a)(n-i) where a is the 
number of the treatment conditions and n the number of subjects.  
25 The significance level is the probability (α) with which an experimenter is willing to reject the null 
hypothesis then in fact it is correct. 
26 The t test is a special case of the F test because the two tests are algebraically different: F =(t)² and t=√F. 
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t =   [1, 4] 

 

where Y A1 and YA2 represent the two means being compared and the σdiff. is the 

estimate of the experimental error in the context of the t test and is called standard 

error of the difference between two means and may be calculated as follows: 

  [1, 5] 

 

where s² 1 and s² 2 are the variance of the two groups and n1 and n2 are the 

corresponding sample sizes. The significance of a t is determined by a table of critical 

values of the t Distribution that lists critical values of t for two significance levels 

(a=0,05 and 0,01) and for various degrees of freedom27. If the obtained value of t, 

disregarding sign, is equal or exceeds a critical value the null hypothesis is rejected, 

otherwise is retained.  

 

The methods described above can be applied when the variables to measure are 

continuous: they can take value, as time, for instance, or number of errors, etc…If 

variable are discrete, or categorical 28, they can take only a finite number of values, or 

levels, such as, for instance the color of a computer screen.  

The common measure exploited to evaluate the significant values assumed by 

categorical data in a contingency table (to test the relationship between rows and 

columns) is the Chi square (C2) test statistic. A contingency table is a two-

dimensional matrix used with categorical data to classify subjects jointly on the basis 

of one variable (having values in columns) as a function of another variable (having 

values in rows). 

In Chi Square test the observed frequencies with which different classes of response 

occur are compared with expected frequencies derived from theoretical or empirical 

considerations. The Chi square is calculated as follows 

  [1, 6] 

 

where 

 are the observed frequencies 

 
27 The degree of freedom for the t test is dfdiff=( n1 – 1) + ( n2 – 1).  
28 The categorical data are data consisting of a classification of the behavior of subjects into a number of 
mutually exclusive response categories (e.g., preference for screen colors) 
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are the expected frequencies 

For more details see [Keppel, 1991; Keppel et al., 1992]. 

1.1.5.2. Statistical errors 

The type I (or α error) happens when then null hypothesis is rejected even though it 

is true (wrongly assume treatment effect). The α errors can be reduced by increasing 

the significance level (this is increase the type II error though). 

The type II (or β error) happens when then null hypothesis is accepted even 

though it is false (fail to recognize treatment effect). The β errors can be reduced by 

increasing the sample size, by increasing the size of the treatment effect, by decreasing 

the amount of experimental error, by using a more sensitive experimental design (see 

below). 

To keep familywise type I error29 from exceeding some arbitrarily chosen level 

regardless of the comparison conducted correction techniques can be designed. For 

instance the Scheffé test guarantees that the probability of familywise type I error will 

not exceed 0,05, no matter how many comparison a researcher chooses to make. 

Other correction techniques are the Tukey test and the Dunnet test. For more details 

see [Keppel, 1991; Keppel et al., 1992]. 

Statistical theory tells that even if the treatment mean is the best estimation of the 

treatment population mean, this estimation is in error because of chance factors. 

Some estimate of sampling error can be obtained by using the standard deviation30 of 

the group to estimate the variability of subsequent estimate of the mean obtained by 

repeated random sampling from the same treatment population. The standard 

deviation of this distribution (sampling distribution of the mean) is called the 

standard error of the mean. That is  

 

standard error of the mean (σM ) =    [1, 7] 

 
where  

s is the standard deviation obtained from the sample data and the denominator is 

the squared root of the sample size n. 

1.1.5.3. The sensitivity  

The sensitivity of an experiment is given by the effect size and the power. 

The effect size (treatment magnitude) measures the strength, or the magnitude, 

of the treatment effects in an experiment. It gives the magnitude of the change in the 

 
29 The familywise type I error refers to the probability of committing type I errors over a sets of statistical 
tests.  
30 The standard deviation is the square root of the variance. 
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dependent variable values due to changes in the independent variable as a percentage 

of the total variability. The treatment magnitude is calculated by the following ratio:  

 

treatment magnitude =  

The estimate of treatment magnitude may be expressed by the following formula: 

Estimated magnitude of treatments (ω²A) =   [1, 8] 

 

The expression ω²A is called estimated omega squared where 

σ²A is the estimated population treatment effects and it is equal to  

σ²A =   [1, 9] 

 
and 
σ²S/A is the estimated population error variance and it is equal to [see 1, 3] 
 

σ²S/A = MSs/A   
 
 

 

ω² is independent of the sample size. It is a measure of the proportion of the total 

variation that is explained (accounted for) by the treatment.  

In behavioral sciences small, medium, large effects of ω² are respectively  

0,01 / 0,06 / > 0,15. 

If the effect size is smaller, then larger number of participants will be needed to 

accumulate the signal from the independent variable manipulations. 

The power of an experiment (1-β) is the ability to recognize treatment effects. 

The power can be increased by reducing the treatment variability, by analyzing the 

control factors instead of randomizing them, by reducing the subject variability (by 

means of, for instance, within subjects designs or analysis of covariance31). The power 

can be used for estimating the sample size by the following formula: 

n' = φ²   [1, 10] 

 

where  

 
31 The covariance is the measure the degree to which deviations vary together or covary. If the deviations of 
the X variable tend to be of the same size as the corresponding deviations of the Y variable, the covariance 
will be large. If the relationship is inconsistent the covariance will be small in value, while if a systematic 
relationship is absent the covariance will be zero. Common covariates include age, gender, socioeconomic 
status, ethnic background, education, learning styles, previous experience, prior knowledge and aptitudes.  
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n' is the estimated sample size that will be determined by the formula 

φ is a statistical quantity that can be obtained by means of a table of power 

functions for the analysis of variance and it strictly depends on the established value 

of the power. In social science the accepted value of the power is equal to 0,80, which 

means that the 80% of repeated experiments will give the same results. 

Designing the experiments to have a high power rating not only ensures greater 

repeatability of results, but it makes more likely to find the desired effects. However, if 

the power is low, then it may just mean that there were not enough participants in the 

study rather than there was no difference.  

 

The following factors are dependent on each other in the following way 
 

power * effect size * sample size * significance level = quality of experiment 
 
where * means something like “positive contribution” [Kobsa, 2002].  

To improve the sensitivity of experiment (and thus reduce the number of 

participants needed) within-subjects design can be planned. Within-subjects design 

uses the same participant for multiple dependent variable conditions (for example, the 

same subject use both the user-adapted system and the system without adaptations). 

1.1.5.4. The factorial experiments 

The statistics we have considered so far share one characteristic: they involve single 

factors experiments since they manipulate only a single independent variable at time. 

When two or more variable are manipulated at the same time we are dealing with 

factorial experiments. Two independent are chosen because they have been shown to 

be important variable in single-factor experiments and studying their combined effects 

in a factorial experiment seems natural. 

The essence of the factorial design is the joint manipulation of two or more 

independent variables. If the two variables combine to influence each other an 

interaction is present. The term treatment combination is used, instead of treatment 

conditions, in order to stress the fact that the distinguishing characteristics of the 

different treatment result from the combination of two independent variables. 

 

 Level of Factor A 

Level of Factor b a1 a2 a3 

b1 n n n 

b2 n n n 

 

Table 1.1. An example of 3 x 2 factorial design (from [Keppel et al. 1992, p. 230]) 
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Consider the graphic representation of a factorial design in Table 1.1. The independent 

variable, factor A, consist of three levels (a = 3), while the independent variable, factor 

B, consist of two level (b = 2). The design of this example is called 3 x 2 factorial design 

(read three by two). In the example there are 6 treatment combinations.  

As stated above, interaction considers the joint influence of the two independent 

variables. More specifically, an interaction is present when the effect of one of the 

independent variable on the dependent variable is not the same at all levels of the 

second independent variable [Keppel et al. 1992, p. 244]). 

Other two possible effects are possible: they are known as main effects of factors A 

and factor B. They disregard the joint influence and comprise the separate effects of 

each independent variable, averaged over the levels of the other. If the interaction is 

not significant, the interaction is turned to the main effects. The detailed analysis of 

mains effects essentially treats the results of the factorial experiment as equivalent to 

two separate single-factors experiments:  

o the A main effect being viewed as a single-factor experiment where factor A is 

manipulated (paying no attention to factor B), 

o the B main effect being viewed as a single-factor experiment where factor B is 

manipulated (paying no attention to factor A) 

 

Therefore, to pinpoint the features of the independent variable that are responsible for 

the significance of the overall main effect further analyses are needed. The main 

comparisons are those analyses that examine portions of a main effect.  

Otherwise, if an interaction is present we have to examine the way in which the 

two independent variables combine to influence the behavior under study. A common 

way to identify the factors that are acting in the interaction is to examine the pattern 

of results associated with one of the independent variable as the other variable is 

changed systematically. This pattern is called simple effect. Interaction exists if the 

simple effects are different: if the pattern of results for one of the independent 

variables is not the same at all levels of the other independent variable.  

Pairwise comparisons are created when a treatment mean is compared with another. 

They are also calculated in factorial design for further analyzing significant simple 

effects. Again this analysis is conducted as an actual single-factor experiment. These 

test are called simple comparisons.  

The calculation of ANOVA in factorial design is more complicated then single 

factor design. For more details about this formula and the other ones concerning main 

effects and analytical comparison see [Keppel et al, 1992]. 
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1.1.5.5. The within-subjects designs 

The simplest type of experimental design is one in which subject are assigned 

randomly to the different conditions in the experiments and are given only one of 

treatments. This is called completely randomized design or between-subjects design. 

When the same subject serve all the treatment conditions rather than just one, the 

design is called a repeated-measures or a within-subjects design.  

One reason to use within-subjects design is the scarcity of subjects. Another good 

reason is that this type of design minimizes the amount of experimental error (error 

variance) and therefore increases power and sensitivity.  

However, in most experiments the primary source of variability is the subjects. Using 

matched subjects (matched on characteristic assumed to be relevant to the behavior 

under study) the effects of this variability can be reduced by holding factors constant. 

Two types of matching exist: 

o forming a group of homogeneous subjects then assigning them randomly to 

the different treatment conditions; 

o using a blocking design, which consists of smaller groups of subjects, each 

one matching closely a relevant characteristic. Then subject within each 

block are randomly assigned to the different treatment conditions. The 

final design is a factorial experiment. 

 

The most typical method to reduce error variance is to use the same subject in all 

the treatment conditions. The result is a perfect matching across conditions reducing 

error variance. However, some problems are associated with this type of design as 

well. First of all, i) the carryover effect from previous conditions on the responses of 

subjects to the current treatments and the ii) general practice effects occurring as 

subjects’ progress through the entire experiment.  

 

Between-Subjects Design  Within-Subjects Design 

a1 a2 a3  a1 a2 a3 

s1 s4 s7  s1 s1 s1 

s2 s5 s8  s2 s2 s2 

s3 s6 s9  s3 s3 s3 

 

Table 1.2. A comparison of Between-Subjects and Within-Subjects Design (from [Keppel et 

al. 1992, p. 321]) 

While in between-subjects design differences between treatment means may be 

directly entirely due chance, since subjects are randomly assigned, in within-subjects 

design this variability is not present, because the same subjects serves in each 
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treatment conditions. The chance factors operating in the within-subjects design can 

be determined and then removed from the analysis by estimating the degree to which 

the subject is consistent from treatment to treatment and then remove this estimate 

from the individual treatment means. For the calculation of ANOVA in within-subjects 

design and analytical comparisons, see [Keppel et al, 1992]. 

 

1.1.5.6. Partial (or mixed) within-subjects design 

The two features described above characterize contemporary experimental research: 

o factorial design, with two or more variable are manipulated in the same 

experiment and all the subjects involved receive all the treatment 

combinations [see A in Table 1.3]; 

o within-subjects design, having subjects serving in more than one treatment 

combination [see B in Table 1.3].  
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A - Completely Randomized Between-Subjects Factorial 
 b1 b2 b3 

a1 

s1 s4 s7 

s2 s5 s8 

s3 s6 s9 

    

a2 

s10 s13 s16 

s11 s14 s17 

s12 s15 s18 

 

B - Pure, or Complete, Within-Subjects Factorial 
 b1 b2 b3 

a1 

s1 s1 s1 

s2 s2 s2 

s3 s3 s3 

    

a2 

s1 s1 s1 

s2 s2 s2 

s3 s3 s3 

 

C - Partial, or Mixed, Within-Subjects Factorial 
 b1 b2 b3 

a1 

s1 s1 s1 

s2 s2 s2 

s3 s3 s3 

    

a2 

s4 s4 s4 

s5 s5 s5 

s6 s6 s6 

 

Table 1.3. A comparison of Factorials Designs (from [Keppel et al. 1992, p. 361]) 
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Point A in Table 1.3 shows a completely randomized two-variable factorial 

design where an equal number of subjects (n) are randomly assigned to each of the (a) 

(b) treatment combinations. 

Point B in Table 1.3 shows a two factors within-subjects design all subjects (n) 

serve all the (a) (b) treatment combinations. 

Point C in Table 1.3 shows a partial, or mixed within-subjects factorial design, 

which contains element of elements of both between-subjects and within-subjects 

design. This type of design can be referred to in the literature as a “2 X 3 factorial 

design with factor A represented as a between-subjects variable and factor B as a 

within-subjects variable [Keppel et al. 1992, p. 362].” 

Table 1.3 easily shows that the three designs differ substantially for the number of 

subjects required: respectively 18, 3 and 6.  

Within-subjects design is the one requiring fewer numbers of subjects. However, 

completely within-subjects design present problems such as the carryover effects and 

large time demands on a single subject that are reduces in mixed factorial. For 

instance, in the 2 x 3 shown in Table 1.3, the mixed factorial requires that subjects 

serve in three conditions, while the complete within-subjects requires that subjects 

serve in all six conditions. So, the above problems result reduced in mixed design.  

For details for the calculation of ANOVA see [Keppel et al, 1992]. While for analytical 

comparison the rules are the same as for factorial design: if the A x B interaction is 

significant analyze simple effects and simple comparisons, otherwise focus on main 

effects and main comparisons. For an example see 3.4.  

To sum up, the total variability of a mixed within-subjects factorial design is divided in 

o the variability extracted from any tow-variable factorial experiment: the main 

effect of factor A, the main effect of factor B and the A x B interaction, 

o the between-subject error, which estimates the extent to which chance factors 

are responsible for any differences observed among the different levels of factor 

A, the between-subjects factor, 

o the within-subject error, which estimates the extent to which chance factors 

are responsible for any differences observed within the same subjects. 

1.1.5.7. The statistical correlation 

In an experiment, variables are manipulated and the consequential changes in 

another variable are measured. In correlational studies, both variables are measured 

because there are no true independent variables. The variables being measured are 

characteristics naturally occurring in the subject, in spite of the study. Here, 

independent variable refers to the variable or characteristic whose influence on 
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another variable (dependent variable) is the object of study. For instance, is there a 

relationship between user’s features and layout preferences? 

Correlational data are plotted in a scatter plot	in order to examine the relationship 

between the two variables of interest. This is a graphical representation of the 

relationship between individual scores on two measures (identified as X and Y). Each 

individual is represented by a single point on the graph so that the coordinates of the 

point (the X and Y values) match the individual’s X score and Y score.  

A statistic usually exploited to measure correlation is the Pearson correlation 

coefficient (r), also known as the product-moment correlation coefficient or the 

linear correlation coefficient. The Pearson correlation coefficient measures the 

strength of a relationship and it is the most common index of linear relationship32 

between two variables. It ranges from –1.0 and +1.0 (perfect negative and perfect 

positive correlations, respectively. The sign refers to the direction of a relationship). A 

value of zero represents the complete absence of a correlation. The r is calculated by 

the following formula: 

 

 

 

  [1, 11] 

 

which is the ratio between the covariance of X and Y and the product of standard 

deviations of X and Y. The correlation coefficient may therefore be defined as the 

ration of the joint variation of X and Y relative to the variation of X and Y considered 

separately.  

If the data involved in the relationship are ordinal, a non-parametric test such as 

Spearman rho Correlation is used. For details see Keppel et al. [1991] 

Correlation tells whether there is a relationship between two variables. If we want 

to make use of correlational data to make prediction on a variable on the basis of 

another variable we can exploit a regression equation. For details see [Keppel et al., 

1992].  

 
32 The linear relationship between two variables is depicted by a best-fit straight line called linear 
regression line which is characterized by two features: slop and intercept. The formula for the best-fit 
straight line is used to predict one variable from another.  
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1.1.5.8. Non-parametric statistic  

Statistical hypothesis tests can be broadly categorized into two types: parametric and 

non-parametric.  

Parameters describe a mathematical function, as a frequency distribution. For 

example, a normal distribution can be described by its mean and standard deviation. 

The mean and standard deviation are therefore the parameters of the normal 

distribution. Parameters describe the population distribution, which we can only 

estimate, rather than the sample distribution, which we can measure. 

Parametric tests (e. g. Anova, t test) make three assumptions about the individual 

score of the subjects present in a hypothetical treatment population: 

1. normality - the scores should be normally distributed (assumption of 

normality) 

2. homogeneity of variance - the scores from different populations should 

have the same variability (assumption of equal variance) 

3. interval/ ratio - the scores should be measured at either the interval or 

ratio level (assumption of independence) 

 

If any of these cannot be met, must turn to non-parametric tests. 

Non-parametric tests are those that make no assumptions about the distribution of 

the data. They are therefore more robust when data do not have well-behaved 

distributions. They are generally used to investigate hypotheses about samples as a 

whole, rather than about properties such as means. Example of non-parametric tests 

are [Keppel, 1991]: 

 

Type of design Number of conditions Test 
Between- 

Subjects 

Two Mann- 

Whitney 

More than two Kruskal- 

Wallis 

Within- 

Subjects 

Two Wilcoxon 

More than two Friedman 

Table 1.4. Classification of non-parametric tests [Keppel, 1991] 

 

For more details about non-parametric statistics see [Keppel, 1991]. 

1.1.6. Empirical evaluation methodologies in user-adapted systems 
As discussed above, the key to good empirical evaluation is the proper design and 

execution of experiments so that the particular factors to be tested can be easily 

separated from other confounding factors. In UM system, for example, it can be tested 
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if the system with user model works better then the same system without user model 

by testing the different user interfaces. In this case the independent variable is the 

presence/absence of the user model while the dependent variable can include 

response variables or recorded measures such as the frequency of certain behaviors, 

qualities of a behavior in a particular situation, number of errors, error rate, time to 

complete a task, proportion/qualities of tasks achieved, interaction patterns, learning 

time/rate, user satisfaction [Chin, 2001]. Some dependent variables can only be 

measured indirectly such as cognitive load measured through blood pressure or pupil 

dilatation and eye-tracking [Marshall, 2001].  

At the end of his overview on empirical evaluation of user-adapted system, David 

Chin proposed that authors pushing in UMUAI should report the following common 

measures [Chin, 2001]: 

o the number, the source and relevant background of participants, 

o the independent, dependent and covariant variables, 

o the analysis method, 

o the post-hoc probabilities, 

o the raw data (in a table or appendix) if not too voluminous, 

o the effect size and the power (which should be at least 0,8), 

o the non significant results (with corresponding effect size and power) 

 

Moreover, Chin listed a set of further factors that could compromise the validity of 

the experiment: 

o the data can be contaminated,  

o there be unwarranted assumptions about scales for variables, 

o nuisance variables can be confounded with relevant variables, 

o previous training of participants should be taken into account,  

o a non-sufficient number of participants cannot provide the needed precision, 

o some experimental procedure can affect the observed conditions (e.g., the 

video cameras), 

o factors such as history, maturation, testing, instrumentation, statistical 

regression33, mortality and selection can threaten the internal validity of the 

experiment34 , 

o threats to the external validity (see 1.1.5), 

o difficulties in the interpretation of the results (using unsuitable measures, 

improvement only in some subsets of participants). 

 
33 The statistical regression refers to the tendency for the means of extreme scores to drift back to the 
middle.  
34 The internal validity of an experiment refers to whether the independent variables made a difference in 
the study and, if so, whether the researcher is able to infer a cause and effect relationship. 
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The statistics described above are often reinforced by user’s suggestions in order 

to know the deeper effects generated by the exploitation of adaptive techniques such 

as a reduction of the complexity of the interaction, a deeper knowledge of the system, 

an increased satisfaction, a reduction of the interaction anxiety, and so on. 

Tasso and Omero [2002] proposed other measures to globally evaluate adaptive e-

commerce Web sites: 

o the percentage of repeated visits to the Web site, 

o the average length of the visit, 

o the average time spent to read a page, 

o the conversion ratio (referred to the percentage of users who become buyers), 

o the average user expense, 

o the ROI (Return of Investments), 

o the usability, 

o the user satisfaction. 

 

1.2. The selection process evaluation  

1.2.1. Precision and recall 
The main metrics are derived from the evaluation of information retrieval system since 

the problem is quite similar: from a set of contents a sub-set of user-relevant contents 

has to be extracted [Tasso and Omero, 2002]. The two fundamental measures are 

o precision, which is referred to degree of accuracy of the selection process. It is 

measured as the ratio between the user-relevant contents and the contents 

presented to the user, 

o recall, which is the ratio between the user-relevant contents and the contents 

present in the contents collection. 

 

Hence, precision indicates how selective the system is, and recall indicates how 

thorough it is in finding valuable information. While the precision can always be 

calculated, the recall needs the exact number of the contents in the collection, and 

sometimes this number is unknown.  

1.2.2. Training set and test set 
To overcome the above problem, in the collaborative filtering system, for instance, the 

metric are calculated starting from the data of the real system usage (e.g., the log files, 

the purchases data of an e-commerce site) which are divided in 
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o training set (usually the 80% of the available data) 

o test set (the remaining 20%) 

 

The training set data are used to find and select the user’s neighbors and then 

generate the recommendations and the remaining data are used to evaluate the 

accuracy of the recommendations. Therefore the precision is calculated as the ratio 

between the user-relevant contents and the number of recommendations, while the 

recall is calculated as the ratio between the user-relevant contents and the number of 

data present in the test set. In this way, the precision represents the number of right 

suggestions among the overall suggestions, while the recall is the ratio between the 

right suggestions and the suggestions that should be correct for the selected subjects.  

Both the precision and the recall tale values ranging between 0 and 1. Typically when 

the recall increase the precision can decrease. 

The training set - test set methodology is borrowed by machine learning. 

1.2.3. The evaluation of the ordering 
When in the information filtering system a relevance measure is present and the 

content are order on the basis of this measure, the ordering is evaluated by human 

subjects.  

1.2.4. Coverage 
Sarwar et al. [Sarwar et al, 1998, p. 6] define coverage as a measure of the percentage 

of items for which a recommendation system can provide recommendations. A low 

coverage value indicates that the user must either forego a large number of items, or 

evaluate them based on criteria other than recommendations. A high coverage value 

indicates that the recommendation system provides assistance in selecting among 

most of the items.  

A basic coverage metric is the percentage of items for which predictions are 

available. This metric is not well defined, however, since it may vary per user, 

depending on the user’s ratings and neighborhoods. To address this problem, Sarwar 

et al. [Sarwar et al, 1998, p. 6] use a usage-centric coverage measure that asks the 

question: “Of the items evaluated by the user, what percentage of the time did the 

recommendation system contribute to the evaluation process? More formally, for every 

rating entered by each user, was the system able to make a recommendation for that 

item immediately prior to it being rated? We compute the percentage of 

recommendation-informed ratings over total ratings as our coverage metric”. 
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1.2.5. Statistical accuracy metrics: MAE and RMSE 
Statistical accuracy metrics [Good et al, 1999; Sarwar et al, 1998] evaluate the 

accuracy of a filtering system by comparing the numerical prediction values against 

user ratings for the items that have both predictions and ratings.  

In particular, MAE and RMSE evaluate the distance between the system 

predictions and the user’s opinion by means of rate vectors. A smaller value means 

more accurate system’s prediction.  

MAE (Shardanand and Maes, 1995) is calculated by the following formula: 

  [1, 12] 

 

where 

n is the number of the contents 

ui is the user’s opinion on the content i 

ri is the system’s prediction on the content i 

 

The RMSE metric [Good et al, 1999; Sarwar et al, 1998] is calculated by taking 

into account the mean squared error. Therefore, the bigger errors are more weighted 

than the smaller ones. The RMSE is calculated by the following formula (using the 

above notations) 

 RMSE =    [1, 13] 

 

Compared to the MAE that weights all the errors in the same way, the RMSE is based 

on the criterion that is better having smaller errors than few bigger errors. 

Also the correlation [see 1.1.5.4] can be used as measure of linear agreement 

between the two vectors. A higher correlation value indicates more accurate 

recommendations.  

Good et al. [1999], in a recommender systems evaluation, suggest that good value of 

MAE an RMSE should be near to 0.7, in a range of 0-5. 

 

1.2.6. Decision support accuracy metrics: reversal rate and sensitivity measures 
This kind of measures evaluate the capability of providing relevant contents such as 

the PRC sensitivity [Salton & McGill, 1983] or providing relevant contents and 

eliminating the non-relevant ones such as ROC, the reversal rating characteristic [Le 

& Lindgren, 1995]. 
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Decision support accuracy metrics [Good et al, 1999; Sarwar et al, 1998] 

evaluate how effective a prediction engine is at helping user select high-quality items 

from the item set. These metrics are based on the observation that, the majority of 

users filtering is a binary operation: they will either view the item, or the will not. 

Reversal rate [Good et al, 1999; Sarwar et al, 1998] measures the percentage of 

reversal recommendations (the contents the user does not like). On a five-point scale, 

it is commonly defined as the percentage of recommendations where the 

recommendation was off by 3 points or more. Low reversals refer to cases where the 

user strongly dislikes an item (i.e., gives a rating lower than a threshold L) and the 

system strongly recommends it with a high recommendation score (i.e., above a 

threshold H). High reversals are cases where the user strongly likes the item, but the 

system recommendation is poor (i.e., user rating > H, system recommendation < L). 

Roc sensitivity [Good et al, 1999; Sarwar et al, 1998] is a measure of the 

diagnostic power of a filtering system. Operationally, it is the area under the Receiver 

Operating Characteristic (ROC) curve, a curve that plots the sensitivity and the 

specificity of the test. Sensitivity refers to the probability of a randomly selected good 

item being accepted by the filter. Specificity refers to the probability of a randomly 

selected bad item being rejected by the filter.  

The ROC curve plots sensitivity (from 0 to 1) and 1 – specificity (from 0 to 1), obtaining 

a set of points by varying the recommendation score threshold above which the article 

is accepted. The area under the curve increases as the filter is able to retain more good 

items while accepting fewer bad items. For use as a metric, good and bad items have 

to be determined. For that task, the users own ratings are generally taken into 

account. Particularly important values are 1.0, the perfect filter, and 0.5, a random 

filter.  

PRC sensitivity [Sarwar et al, 1998] is a measure of the degree to which the 

system presents relevant information. In fact, it is the area under the precision-recall 

curve. Sarwar et al [1998] suggest plotting a curve of different precision-recall pairs for 

different recommendation score thresholds, and taking the area under that curve as a 

metric of PRC sensitivity. A higher value is more accurate, and a low value is less 

accurate. 

1.2.7. Utility metrics 
The utility [Hanani et al., 2001] is a metric able to detect the positive false (the 

contents that have been suggested to the user but she does not like) and the negative 

false (the contents that have not been suggested to the user but she does probably 

like). The utility is calculated by the following formula: 

utility = (A*R+)+(B*N+)+(C*R-)+(D*N-) 
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where R+ is the number of relevant contents that the system proposes to the user, 

N+ is the number of positive false, R- is the number of negative false and N- is the 

number of non-relevant content that the system does not propose to the user. A, B, C, 

D are multiplicative coefficient used to establish the relative benefit (when they are 

positive) or the relative cost (when they are negative). The concept of positive false is 

particularly important in case of personalized e-commerce Web site and they should 

be reduced since they are not related with user’s purchases. 

 Another metric focused on the errors is the error rate (td) (Lewis, 1995) that is defined 

by the following formula (using the above notations): 

td =    [1, 14] 

 

and represents the ratio between the non-correctly classified contents and the 

whole contents.  

1.2.8. The simulation 
In the simulation the same data sets is exploited for more experimental sessions. 

For instance, in the information retrieval systems the users evaluate all the contents 

then the behavior of the system is simulated by means of the collected data. Different 

selection algorithms and different solutions are tested on the same sets of data in 

order to reach the optimal results. The same approach is exploited by the TREC (Text 

REtrieval Conference) experiment that is now considered the main benchmark for the 

information retrieval comparisons (Hull, 1998).  

1.3. The sampling problem 

If the research goal is to build and to test a theory regarding a phenomenon, it has to 

be possible to make inferences regarding the phenomenon as it exists in the 

population. Population may be defined as the total number of possible units or 

elements that can be included in a study. Since it is often difficult, if not impossible, 

to collect data from all member of the referred population, the inferences about 

population are based on information collected from a portion, or sample, of that 

population. Thus the goal of sampling, which can be defined as the process of 

selecting participants for a research project, is to collect data from a larger population 

to make inferences about that population. 

The samplings are usually divided in probabilistic (each subject has a known and 

not null probability to be selected) and non-probabilistic sampling.  

(N-))(N(R-))(R
(R-))(N

+++++
++
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1.3.1. Probabilistic sampling 

When all the subjects of the population have the same probability of being included 

on the sample it is a simple random sampling.  

When the subjects are selected every fixed number of subjects the sample is 

systematic (for instance, if both the population size (N) and the sample size (n) are 

known a, number k equal to the ratio between the population size and the sample size 

can be chosen, k=N/n).  

In (probabilistic) blocking sampling the population is divided in homogeneous 

layers related to the variable that has to be estimated (for instance age, profession, 

etc.). Within each layer the subjects are randomly selected. Then the sub-samples are 

unified to compose the final sample. If the percentage of subjects in every layers is 

equal to percentage of subjects of the population, the sampling is proportional, 

otherwise is non-proportional. In the latter case the non- proportional layer are 

weighted on the basis of their features to reproduce the distribution of the real 

population.  

When the population list is not available an area sampling can be applied, as in 

the American Survey Center of the Michigan University. In this survey, for instance, 

the American nation is divided in 74 primary areas, then every area is divided in 

location (a big city or 4-5 medium cities) and every location is divided in chunks (small 

cities or neighbors). The chunks are divided in segments (street or building blocks 

with 4-16 housing units) and in every segment the housing units are finally selected. 

All the choices here described are carried out with probabilistic procedures (random, 

layered sampling). 

Other probabilistic procedures are the step (phase) sampling, the cluster 

sampling and complex samplings. For more details see [Corbetta, 1999] 

1.3.2. Non-probabilistic sampling 

Even if the random sampling is the best way of having a representative sample, these 

strategies require a great deal of time and money, therefore much research in 

psychology is based on samples obtained through a nonrandom selection, such as 

availability sampling that is sample of convenience, based on subjects available to 

the researcher, often when the population source is not completely defined. Since the 

availability sampling may cause a loss of external validity, researchers try to 

generalize35 their results by duplicating their experiments. 

Other more structured non-probabilistic samplings are: 

o Non-probabilistic blocking sampling à is one of the most used samplings in 

market researches. The population is divided in sub-groups on the basis of the 

 
35 This is another meaning of the concept of external validity.  
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known distribution of one or more variable (age, instruction, job, gender, etc). 

The proportion of every sub-group in the population is then replicated in the 

sample. The difference from the layered sampling is that the experimenter can 

chose the subjects, as she likes, instead of using probabilistic procedures.  

o factorial design à is often used in quantitative research (see 1.1.5.4). It can 

be probabilistic or not, depending on the selection of subjects. The factorial 

design is similar to the blocking sampling, but the selected sub-groups are 

non- proportional to the corresponding groups in the population. Every sub-

group has the same number of participants. The particularity of this 

procedure is that the independent variables are chosen on the basis of their 

importance for the considered phenomenon instead of their proportion in the 

population. The aim of the factorial design is not describing the population, 

but detecting relationships within small sample groups.  

o rational choice sampling à the subjects are selected exclusively on the basis 

of their features 

o balanced sampling à is a type of rational choice sampling where the average 

of the selected variable is close to that of the population.  

o stream sampling à the start is a small number of subjects that will also be 

used as information sources to select the other subjects. It is useful to study 

phenomena within clandestine or background populations. 

o telephonic sampling à the subjects are selected by a computer from the 

national telephone lists or from a random generation of the telephone 

numbers. The problem concerns the subjects without telephone or with 

reserved number that are not present in the list. 

 

In social science, a good sample is representative and broad. A sample is defined 

statistically representative when it reflects the population without distortions. If the 

sampling has been rigorously random the sample is statistically representative: 

probability sample can be representative, while non-probability sample cannot. 
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However, the random sampling can be affected by the coverage error and the non-

answer error and the researcher has to minimize them by means of a rigorous 

probabilistic sampling. 

The breadth of a sample corresponds to the number of subjects involved in the 

sample. The breadth of a sample is proportionally connected to the degree of desired 

approximation and the variability of the phenomenon and non-proportionally 

connected to the accepted level of survey error. If the sample is too small the error is 

too big. However, it is recommended to randomly select a smaller number of subjects 

than a bigger number of subjects chosen in a non-accurate way (for instance, by 

asking friends, colleagues, parents, etc).  

Indeed, the sampling strategies depend on the goal of the research. In the case of 

descriptive research, where the goal is describing with increasing amount of 

thoroughness the distribution of two or more variables, the sample has to be strictly 

representative. Whereas, in case of exploratory research, where the goal is to 

investigate a topic on which little systematic information exists for providing ideas to 

further systematic research, the sample may be non representative.  

The experimental evaluation is clearly an exploratory research and the sample cannot 

be too broad since the variability of confounding factors increases together with the 

sample size. For this reason, sometimes also the representative feature is not 

respected and the subjects do not represent the target population. While the first 

drawback can be justified by empirical reasons, the second one should be lessened by 

the exploitation of non-probabilistic sampling procedures. Moreover, in experimental 

evaluation the accuracy of selecting subjects should be strictly tied to the presence of 

o the rules described above to avoid confounding factors and the measures to 

detect their presence (analysis of variance, covariance, etc) 

o  the measures reporting the existence and the strength of the treatment effects 

in the experiment (effect size, omega squared). 

1.4. The state of the art in evaluation of user- adapted systems 

During the past years the empirical research on UM and adaptive system has been 

very fragmented. From an analysis [Chin, 2001] of the papers appeared in the User 

Modeling and User Adapted Interaction [UMUAI] review during its first nine years of 

activity, only one third of the articles includes any type of evaluation. Moreover, some 

of them reported only preliminary evaluations. Excluding these last ones, only one 

forth of the UMUAI papers reported significant evaluation results.  

Concerning the last user modeling [UM 01] and adaptive hypermedia conferences 

[AH 02], they reported respectively one third and one forth of papers with some kind of 
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evaluations. By excluding preliminary evaluations, these two estimates decrease to 

one third and one fifth.  

In order to classify the adaptive systems and their evaluation, taking also into 

account the applied methodologies, Chin [2001] distinguishes five areas: 

 

o student modeling system à are typically evaluated by comparing system with 

and without student models, by analyzing real data (such as log files) or by 

means of pre and post test evaluations; 

o systems that use machine learning methods to acquire user models à are 

typically evaluated by using standard machine learning measures that 

compare the user model against a reserved set of test data that was not used 

for training (typically an 80/20% split for training/testing); 

o  adaptive hypermedia and information filtering à are typically evaluated by 

measures developed in library sciences such as recall and precision and 

similarity/relevance metrics; 

o  plan recognition à are typically evaluated by the percentage of actual plans 

recognized in a test corpus of plans, by the frequency and the accuracy of 

predicted next actions or by comparison with an expert human plan 

recognizer;  

o mixed-initiative interaction à are typically evaluated by comparing system 

responses choices with human choices or by comparing the efficiency of the 

dialog needed to achieve an information; 

o user interfaces/help systems à are typically evaluated by subjective user 

satisfaction, task completion speed, error rate, quality of task achievement. 

 

Kristina Höök (Höök, 1997) argues that the evaluation of an interactive system is 

always a hard task, and when the system is adaptive the task becomes harder 

because it is required to be able to distinguish the adaptive features from the general 

usability problems. Since most adaptive system evaluations are comparison between 

the system with and without adaptations, the problem is clear: most of the times the 

non-adaptive version is not well designed for the tasks. This could happen when the 

adaptive behavior is the core part of the system and the non-adaptive version is 

therefore not completed. Moreover, the measures taken in consideration for the 

evaluation (task completion time, number of errors, number of viewed pages) 

sometimes do not fit the aims of the evaluation. For instance, during an evaluation of 

a recommender system is more important the relevance of the information provided 

than the time spent to find it. Furthermore, lots of applications are designed for a 
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long-time interaction and therefore it is hard to correctly evaluating them in a short 

and controlled test. 

1.4.1. The layered evaluation  

The layered evaluation is concerned with the difficulty to distinguish the different 

aspects of the adaptation and therefore to evaluate them without distinction. 

Brusilovsky [Brusilovsky et al., 2001] distinguish two high-level phases characterizing 

the adaptive systems:  

o the interaction assessment phase, aimed at reaching high-level conclusion 

concerning the aspects of user-computer interaction that are considered 

significant for the particular application (for example, it can be noticed that the 

user is unable to complete a task);  

o the adaptation decision making phase, aimed at selecting specific adaptations, 

based on the results of the assessment phase, in order to improve selected 

aspects of the interaction (for example it ca be decided to present a pop-up 

message helping the user complete a task). 

 

Therefore, during the evaluation of adaptive systems these two phases should be 

distinguished instead of evaluating the adaptation as a whole because if the adaptive 

solutions do not improve the interaction is not evident whether one or both the above 

phases have been unsuccessful. For instance, the conclusion of the interaction 

assessment phase should be correct, but the adaptive choices not meaningful or the 

adaptation decision should be reasonable but based on incorrect assessment results.  

To solve these problems Brusilovsky advocates a layered evaluation framework where 

the evaluation is decomposed into different layers corresponding to the high layers 

described above: 

o the interaction assessment layer where only the assessment phase is being 

evaluated. For instance a question here can be stated as “are the user’s 

characteristics being successfully detected by the system and stored in the 

user model? ” 

o the adaptation decision making layer where only the adaptation decision is 

being evaluated. For instance a question here can be stated as “are the 

adaptation decisions valid and meaningful, for selected assessment results?” 

 

The effectiveness of such an approach has been demonstrated, for instance, by 

experimental results of adaptive educational system. Here has been noticed that to 

successfully select the right adaptation the previous knowledge of the students has to 

be taken into account. Indeed, experiments [see section 1.4.3] showed that more 
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knowledge the students have in a subject (interaction assessment layer) more 

improvement they gain by means of the adaptive annotation (adaptation decision 

making layer), while the students less experienced obtain the best results by means of 

the direct guidance. 

Similarly Weibelzahl e Lauer [Weibelzahl e Lauer, 2001] proposed an evaluation 

framework of six steps: 

o evaluation of reliability and external validity of input data acquisition used to 

build the user model, 

o evaluation of the correctness of inference mechanism and accuracy of user 

properties, 

o appropriateness of adaptation decisions, which may concern how to adapt the 

interface, how to change the layout, what additional information should be 

provided, which command to offer, how to tailor the presentation, etc 

o change of system behavior when the system adapts (in which way does system 

behavior change in comparison to the normal division of labor?), 

o change of user behavior when the system adapts (does the user change her 

behavior when the system adapts in comparison to the normal division of 

labor? In which way?), 

o change and quality of total interaction. The main question here concerns 

usability. How is the interaction quality? Does it change? Is the user satisfied? 

 

The last evaluation step can only be interpreted correctly if all the previous steps have 

been yet completed (this is especially important in the case of finding no difference 

between an adaptive and a non-adaptive system). In addiction, they assume that the 

adaptivity reduces the complexity of the interaction and therefore they also measure 

the user’s behavior by means of measures of complexity to demonstrate the 

complexity reduction. For instance, the number of clicks to reach a goal can be used 

as measure since an easier interface provides shorter paths to the goals. However, in 

addiction to objective measures, a correct interpretation also requires subjective 

criteria, such as the user’s preferences for one of two versions, or a standardized 

usability questionnaire. 

Paramithys, Totter and Stephanidis [Paramithys et al., 2001] suggest a modular 

approach to the evaluation of adaptive user interface as well. They exploit a high-level 

model of adaptation made up of the following components: 

o interaction monitoring, 

o interpretation/inferences, 

o explicitly provided knowledge, 

o modeling, 
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o adaptation decision making, 

o applying adaptations, transparent models & adaptation “rationale”, 

o automatic adaptation assessment.  

Then, they identified five evaluation modules (comprising one or more of the 

adaptation components listed above), which can be evaluated individually and in 

combinations on the basis of the evaluation goals: 

o module A1 comprises interaction monitoring, interpretation/inferences and 

modeling and can be used to evaluate the correctness of the 

interpretations/inferences, the comprehensiveness, the redundancy, the 

precision and the sensitivity of the model. Methods as focus group, 

questionnaires, interviews, think aloud protocol, logging use and expert-based 

evaluation can be used; 

o module A2 comprises explicit provided knowledge and modeling and can be 

used for the same purposes of module A1 and also for evaluating the 

transparency of the process and the possible overhead imposed to the user. 

The principal method used is the expert-based evaluation; 

o module B comprises the adaptation decision making and can be used to 

evaluate the necessity, the appropriateness, the acceptance of adaptation. The 

suggested methods are expert-based evaluation and user involvement.  

o module C comprises applying adaptations and can be used to evaluate the 

timeliness, the obtrusiveness of adaptation and the user control of adaptation. 

Summative evaluation methods are generally applied. 

o module D1 comprises modeling and transparent models and can be used to 

evaluate the completeness, the coherence, the rationality of the presentation. 

End users and expert can be involved in the assessment of the model together 

with testing of real interaction.  

o module D2 comprises adaptation decision making and transparent adaptation 

rationale and can be used to evaluate the coherence and the causality of the 

adaptation rationale. The evaluation methods are the same of module D1; 

o module E comprises automatic adaptation assessment and its goal is to ensure 

that the system shares the same views as the users with regards to the success 

or the failure of adaptations. The feasibility of this approach has still to be 

investigated.  

 

The possible combinations of modules are the following: 

o modules Ax and D1 à these modules capture the entire process of constructing 

models and presenting these models to the users; 
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o modules B and C à these modules capture the process of deciding upon and 

applying adaptations; 

o modules C and D2 à these modules capture, for examples, how predictable 

and how controllable the adaptive interface is; 

o modules Ax, B and C à these modules capture the entire traditional adaptation 

cycle of an adaptive system. 

 

In their approach they further clarified the following points: 

o since the concept of the typical user of a system cannot be applied in adaptive 

system, in all cases where users are not directly involved in the evaluation, 

each individual evaluation task takes into account a particular user (having 

characteristics encoded in some type of user profile) in a particular context of 

use (conveyed in a way analogous to the user); 

o the expert evaluations are here conducted by domain experts instead of 

usability expert as in the usual HCI evaluations. 

  

Jameson [Jameson, 1999] in his overview of types of empirical studies distinguished 

between studies that do not require a running system and studies with a system. The 

former can benefit from results of previous research, early exploratory studies and 

knowledge acquisition from experts, while the latter requires controlled evaluations 

with users and experience with real-world use. All the empirical studies, besides, 

should address questions concerning: 

o the correctness of assumptions about users relied on by inferences techniques 

à can the general assumptions about users be shown empirically to be 

correct? 

o the appropriateness of inference techniques used à are the techniques used 

well suited to dealing with the inference tasks faced by the system? 

o the adequacy of available data à is there typically enough data available 

about each user to enable the system to make useful inferences about her?  

o the adequacy of coverage à does the system take into account enough of the 

relevant input data and user properties to be able to make a useful number of 

adaptation decisions? 

o the appropriateness of adaptation decisions à do the adaptation decisions that 

the system makes on the basis of decision-relevant properties actually improve 

the quality of the user’s interaction with the system? 

 



1 - Evaluations in user modeling and adaptive systems 
 

 53 

1.4.2. Evaluation and usability problems in user-adapted systems 

As pointed out by Höök [2002] intelligence user interfaces may violate many of 

usability principles developed for direct manipulation systems. The main problem of 

such a systems is that they may violate many good principles such as giving the user 

control over the system, making the system predictable so that it always gives the 

same response given the same input and making the system transparent so that the 

user can understand something of its inner working. In addiction, most adaptive 

interfaces developers are more concerned with inferences and building knowledge then 

interface design.  

For Höök the usability of intelligent user interface sometimes can require a new 

way of addressing usability, different from the usability principles outlined for direct-

manipulation systems. For instance, when Benyon [1993] proposed the adaptivity as 

solutions to usability problems, he discusses five analysis phases that need to be 

considered when designing adaptive systems: 

o functional analysis, aimed to establish the main functions of the system; 

o data analysis, concerned with understanding and representing the meaning 

and structure of data in the application; 

o task knowledge analysis, focused on the cognitive characteristics required of 

users by the system such as the assumed mental model, cognitive loading, the 

search strategy required, etc;  

o user analysis that determines the scope of the user population that the system 

is to respond to. It is concerned with obtaining attributes of users that are 

relevant for the application such as intellectual capability, cognitive process 

ability, etc. The target population will be analyzed and classified according to 

the aspects of the application derived from the point mentioned above;  

o environment analysis that covers the environment within which the system is 

to operate. 

 

Oppermann [1994] suggested a design-evaluation-redesign approach. For 

Oppermann the adaptive features can be considered as the main part of a system and 

thus evaluated during every development phase. The problem is circular:  

o a problem solvable by the adaptivity has to be identified,  

o the user characteristics related to the hard problem have to be detected,  

o ways of inferring user’s characteristic from the interaction have to be found,  

o adaptation techniques offering the right adaptive behavior have to be designed.  

 

This process requires a bootstrapping method: first some initial adaptive behavior 

is implemented then tested with users, revised and tested again. The reason is that it 
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is hard to decide which particular adaptations should be linked to given users’ 

actions. Furthermore, adaptations must be found to be of real use. The necessity of an 

iterative process is due to the fact that it should be hard to foresee the real behavior of 

users in a given situation and thus only by monitoring the users’ activity some 

evidence can be shown. On the iterative evaluation point of view the design phases 

and their evaluation have to be repeated until some a good result is reached. 

 The Oppermann’s iterative process is very close to the user centered system 

design proposed by Norman and Draper in the 1980s [Norman and Draper, 1986]. 

According to this methodology, which can be applied during the development of 

interactive software systems, the user is the central element of the overall activities 

characterizing the lifecycle of a system. The underlined assumption is that if the 

system designer always takes into account features, habits, preferences and behavior 

of the users she will be able to produce easier-to-use systems. During the different 

stage of the system lifecycle the designer has to exploit different techniques to gain a 

deep knowledge of the target users and this could happen in two ways:  

o by involving the users during the different testing stages of the system 

(consultative design), 

o by cooperating with the users during the different development stages of the 

system (cooperative design) and by involving them actively in system design 

(participatory design, originated in Scandinavia, see [Greenbaum and Kyng, 

1991 and 2.1.2.2]). In this last case the subjects involved are member of the 

design team and collaborate actively in the design process since they are 

experts in the work context and in organizational processes. The participatory 

design methods include brainstorming, storyboarding, workshops, pencil and 

paper exercises.  

 

Benefits of the user-centered approach are mainly related to time and cost saving, 

completeness of system functionality, repair efforts saving and user satisfaction 

(Nielsen, 1993). As pointed out by Dix et al. [1998], the iterative design is also a way to 

overcome the inherent problems of incomplete requirements specification since not all 

requirements for an interactive system can be determined from the start. 

The iterative evaluation process requires an empirical knowledge of the users’ behavior 

since the first development phases. In case of user modeling system, the choice of 

features relevant to the user model (such as personal features, goals, plans, domain 

knowledge, the context, etc..) can gain advantages by prior knowledge of the real 

system users, the context of use and domain experts. A deeper knowledge of the real 

user can offer a broader view of the application goals and prevent serious mistakes 

especially in case of innovative systems.  



1 - Evaluations in user modeling and adaptive systems 
 

 55 

Petrelli et al. [1999]36 proposed the user-centered approach to user modeling as a way 

to move from designer questions to guidelines by making the best use of empirical 

data. They advocated the incremental system design as a way to satisfying more users. 

For instance, during the early stage of the development of a mobile device offering 

contextual information to users visiting a museum, they decided to revise some of 

their initial user model assumptions. For instance, they rejected the exploitation of 

stereotypes (the socio-demographic and personal data taken in consideration did not 

characterize the users’ behavior) in favor of a more socially oriented (people does not 

like going alone to the museum) and context aware (museum visitor prefer watching 

paintings than interacting with a device) perspective.  

1.4.3. Data mining for automatic adaptations  

Often a system reflects the designer mental model instead of the real users mental 

model. This could happen when the user are not involved in the early design process, 

for instance, or if the user needs are not sufficiently taken in consideration. Analyzing 

real users data can be a solution to discover real user-system interaction. For 

instance, Web usage analysis is a long process of learning to see a Web site from the 

perspective of its users [see Spiliopoulou, 2000; Mobasher et al, 2000]. By analyzing 

Web server log data, for instance, pages that occur frequently together in the same 

order could be discovered. This may be a signal that many users navigate differently 

than originally anticipated when the site was designed. The usage mining process can 

involve the discovery of association rules, sequential patterns, page view clusters, user 

clusters, or any other pattern discovery methods.  

After having reached some evidence confirmed by statistical analysis of collected 

data, the re-design process of the interface may be accomplished in two ways 

[Perkowitz and Etzioni, 2000]: 

o by customization à adapting the site’s presentation to the needs of each 

individual visitor based on information about those individuals, 

o by transformation à improving the site’s structure based on interactions with 

all visitors. 

 

Between these two alternatives, a third solution could be adopted: personalizing a 

site according to different cluster of users’ behavior (for instance occasional, regular, 

novice, expert user) emerged from the data mining process.  

Perkowitz and Etzioni [2000] proposed a Web management assistant called 

IndexFinder that processes massive amount of data about site usage and suggests 

 
36 To demonstrate the increasing importance of the empirical evaluation in user modeling, I would to remind 
the this paper won the Best Paper Award at UM ’99. 
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useful adaptations to the Web master. Given a Web site and Web server logs, the 

assistant, by applying data mining techniques, creates new “index pages” containing 

collections of links to related but currently unlinked pages. IndexFinder does most of 

its work automatically, leaving to the Web master the questions of whether and where 

the page should be added to the site and how should be titled. 

Mobasher et al. [2000] applied automatic personalization based both on usage 

profiles clusters created as weighted collections of URIs through the analysis of Web 

logs and page view clusters based on how often they occur together across user 

sessions. The system then provides a list of recommended hypertext links to a user 

while browsing through a Web site.  

1.5. Future directions 

The recent conferences and publications in the field of user modeling and adaptive 

system have underlined the importance of evaluation in the development of these 

systems. If this trend is reinforced, the evaluation of user modeling and adaptive 

systems will contribute to the creation of a corpus of principle and guidelines. The key 

point is to carry out evaluations conducting to significant results that can be re-used 

in other research. Only by having many studies showing that certain adaptations work 

general principles can be extracted. Some reference guidelines are already emerged 

and can be taken into account in the development of adaptive systems.  

For instance, Sears’s and Shneiderman’s (1994) evaluation on menu voices sorting37 

reported that the users were disoriented by the menu voices sorting based on usage 

frequency because of the waste of significance in the items grouping. A preferable 

solution could be the positioning of the first more used voices at the top of the list 

before all the other ordered items (as in the font list in MS Word).  

In the field of adaptive educational system, the adaptive link annotation38 has been 

repeatedly evaluated. Different evaluations [Eklund and Brusilovsky, 1998; 

Brusilovsky, Karagiannidis and Sampson, 2001] reported that even if students seem 

to understand and like adaptive navigation support features, it did not influence their 

performance on test. Afterward, other experiments [Weber and Specth, 1997; Specth 

and Kobsa, 1999] have shown that the adaptive link annotation is of use for students 

who have some previous experience that is relevant to the subject being learned from 

an adaptive system. In turn, novices seem to profit from more guided and restrictive 

 
37 The sorting is a simple techniques primarily employed for ranking items on the basis of their relevance to 
user’s interest, goals, knowledge (Brusilovsky, 1996, Kobsa, 2001).  
38 Adaptive link annotation is a specific adaptive hypermedia technology whose aim is to help users find 
an appropriate path in a learning and information space by adapting link presentation to the goals, 
knowledge and other characteristics of an individual user. (Eklund and Brusilovsky, 1998).  
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methods such as enabling/disabling links or direct guidance with the adaptive “next” 

link.  

When a researcher decides evaluating an (adaptive) system, results of previous 

evaluation should be taken into account. To assist researchers in this goal and to 

promote the construction of a guidelines corpus, Weibelzahl and Weber [2002] 

proposed the development of an online database39 for studies of empirical evaluations 

of adaptive systems called Easy-D. The aim of this proposal is to serve as reference for 

researcher in the field of adaptive systems and guide for planning new evaluations 

that fulfill the following methodological requirement: 

o evaluation layer: according to the framework proposed in [Weibelzahl e Lauer, 

2001] a study can be assigned to different evaluation layers (evaluation of 

input data, evaluation of inference, evaluation of adaptation decision, 

evaluation of interaction); 

o method of adaptation: in which way does the adaptation take place; 

o method of evaluation: a short description of the evaluation, using on of the 

following categories 

§ without running system 

- results of previous research 

- early exploratory studies 

- knowledge acquisition from experts 

§ studies with a system 

- controlled evaluations with users 

- controlled evaluations with hypothetical (i.e., simulated) users 

- experience with real world use 

o data type: brief description of the kind of analyzed data;  

o criteria: which were the main criteria and which measures were used; 

o criteria categories: one or more of the following categories apply if at least one 

of the criteria belong to it 

§ efficiency 

§ effectiveness 

§ usability 

o n: number of subjects, sample size; 

o k: number of group conditions; 

o randomization: is the assignment of subjects to groups randomized or quasi-

experimental; 

o statistical analysis: which statistical methods are used (e.g., MANOVA, 

ANOVA, correlation); 
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In addition to the creation a corpus, the empirical evaluation in adaptive system 

needs reaching more rigorous level in terms of subject sampling, statistical analysis, 

correctness in procedures and experiment settings.  

The future research directions are wide and stimulating and could include: 

o the study of the correlation between the user behavior and the system 

behavior, 

o the analysis of possible correlations between psychological user features and 

interface preferences [see Fucs, 2001], 

o the application of qualitative methods of research (interpretative evaluation, 

grounded theory, embodied interaction, etc) to the evaluation of user-adapted 

systems, 

o the rigorous and complete application of user-centered design approach to the 

whole lifecycle of an adaptive system and the application of all the HCI method 

described in this chapter to the different design phases. 

 

The last points will be discussed respectively in Chapter 2 and in Chapter 3. 

 
39 http://art7.ph-freiburg.de/easy-d/ 
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2. Other evaluation methods and approaches 

This Chapter is about methods of evaluation and approaches less usual then those 

ones explored in Chapter 1, particularly in the field of user modeling and user-adapted 

systems. The topics mainly concern the so-called qualitative methods (Sections 1 and 

4) of research and observational methods (Section 2). Section 5 is devoted to the 

description of the embodied interaction, a new stance toward user-machine interaction.  

2.1. The qualitative methods of research 

An immediate and meaningful definition of qualitative research comes from Anselm 

Strauss, one of developer of the Grounded Theory. For Strauss [Strauss and Corbin, 

1998, pp 10-11].  

“by the term qualitative research we mean any type of research that produces findings 

not arrived by statistical procedures or other means of quantification. It can refer to 

research about persons’ lives, lived experiences, behaviors, emotions, and feelings as 

well as about organizational functioning, social movements, cultural phenomena, and 

interactions between nations. (…) In speaking about qualitative analysis, we are 

referring not to the quantifying of qualitative data but rather to a nonmathematical 

process of interpretation, carried out for the purpose of discovering concepts and 

relationships in raw data and then organizing these into a theoretical explanatory 

scheme”. 

2.1.1. The origins 
The distinction between quantitative and qualitative research originate with the social 

sciences. To understand these two different points of view, we have to go back to the 

XIX century when sociology was born. On the basis of the dominant paradigm of that 

period, the positivism, (i) the existence of the social reality is external to the 

individuals and (ii) therefore it can be objectively observed and investigated (iii) by 

methods inherited from natural sciences [Corbetta, 1999]. Following the positivist 

approach the method of investigation has to be inductive (from the particulars to the 

universal): through empirical observation and identifications of similar patterns, 

universal laws can be discovered. These laws are based on cause-effect relationship 

and their existence is independent from the observers.  

During the XX century the positivist point of view has been continuously revised 

and modified. The two main movements inheriting the positivism perspective are the 

neo-positivism (1930-1960) and the post-positivism (from the 1960ies). Their main 

critics to the original positivism concern [Corbetta, 1999]: 
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o the existence of the external reality: even if the reality is external to the 

individuals it cannot be perfectly known because (i) human knowledge is 

imprecise and (ii) its laws are probabilistic and not certain; 

o the objective investigation of the external reality is not yet sustained because 

possible interferences can arise from the subjects analyzing the phenomena 

and from their cultural and social background. Therefore an objective 

knowledge can be acquired only in a probabilistic way; 

o the methodologies are quite similar to the original positivist methodologies 

(observation through experiments, variables manipulation, quantitative 

interview, etc) but major attention is devoted to inferential statistic and 

mathematical measurements. The deductive method becomes the main method 

of investigation (from the theory to the empirical reality) and the positivists 

establish that the theory validation can be achieved only by falsification: if the 

empirical data do not falsify the starting hypothesis the theory is confirmed, 

otherwise is rejected. Moreover, quantitative methods of analysis are taken into 

consideration and the replication of the experiments is used as a confirmation, 

since it is assumed that repeated results are true with a higher probability.  

 

While the positivism and its evolution in the neo-positivism and the post-

positivism are the foundation of the quantitative research, the interpretative approach 

is fundamental for the qualitative method of analysis. The basic idea of the 

interpretative approach is that external reality is not merely observed by subjects, but 

it is also interpreted. Following the famous Dilthey40 distinction [Dilthey, 1954], while 

the object of the natural sciences is external to the researcher, the object of spiritual 

sciences is not detached from the researcher and therefore the knowledge can be 

achieved only by a particular process: the comprehension (Verstehen). The famous 

sociologist Max Weber [Rossi, 1958; 1984] transfers this distinction to the sociology 

without the individualism of Dilthey: even if we can only comprehend the object of 

social science, this comprehension has to be objective, with no evaluation. For Weber, 

social sciences are different from natural sciences, because the former are more 

individual-oriented. The social researcher has to interpret the human actions and try 

to understand the subjective meaning that the individuals give to their actions. 

However, how an objective knowledge can be achieved starting from the subjective 

actions of an individual? For Weber the solution is the ideal type, an abstraction 

generated by the empirical uniformity such as recurrent behaviors present in the 

social actions. Several movements, which will be described in this chapter, such as 

 
40 The German philosopher Wilhelm Dilthey was the first promoter of the autonomy of the human science. 
For Dilthey we explain the nature, while we comprehend the psychical life.  
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phenomenology, ethnomethodology, symbolic interactionism will inherit Weber’s point 

of view. While Weber always carried out his research under a macro-sociology point of 

view, analyzing phenomena like economy, religion power, etc, from the 1930s until the 

1960s, the sociologists of the famous Chicago School developed their research under a 

micro-sociology point of view. They sustain that the individuals’ interpretations and 

their reciprocal interactions generate the society structures. Therefore the interaction 

between the individuals has to be studied in order to understand the society 

structures. As a consequence, they give particular attention to a new field for the 

sociological analysis: the every-day life of every single person.  

The qualitative methods differ from the quantitative methods, [Corbetta, 1999] for:  

o the existence of an external reality: the objective universal reality does not exist 

anymore because every subject generates her personal reality. Therefore, since 

there are multiple interpretation perspectives the existence of multiple external 

realities is assumed; 

o the objective investigation of the external reality disappears. Social research is 

defined as an interpretative science looking for a meaning instead of an 

experimental science looking for (universal) laws [Geertz, 1973]. Therefore the 

goal of the research becomes the understanding of individual behavior; 

o the methodology: the interaction between the researcher and the object of the 

research becomes now fundamental. Since the goal of the researcher becomes 

understanding what meanings the subjects give to their actions, the methods of 

research are strictly qualitative and they can change over different studies.  
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 Quantitative research Qualitative research 

Research setting o Theory and its 
formulation in an empirical 
model, research design, data 
survey, data analysis, return 
to the theory à sequential 
steps 

o Deductive method à 
from the theory to the 
observation. The empirical 
data have to sustain the 
theory  

o The (definitive) 
concepts are translated into 
variables 

o Controlled experiments 
by variable manipulation  

o The researcher and the 
subjects do not physically 
interact  

o The research subjects 
are passive 

o The theory comes out 
from the data à inductive 
method 

o The study of related 
theories is avoided because of 
its influence 

o The relation between 
theory and research is open 
and interactive 

o Exploitation of 
sensitizing concepts that 
can orient the approach to 
empirical data  

o Participant-observation 
à mere observation of the 
reality without any kind of 
interference or manipulation  

o The researcher and the 
subjects physically interact 
and their interaction is the 
basis for the comprehension 

o The research subjects 
have an active role in the 
research 

Data survey o The research design is 
decided before and it is 
strictly structured  

o The sample has to be 
statistically representative  

o The data are collected in 
the same way 

o The collected data are 
hard: they have to be 
objective and standard 

o The research design is 
open and changing during the 
survey 

o The subjects have to be 
representative under a 
sociological point of view. The 
number of subjects is not 
important  

o The collected data are 
not homogeneous 

o The collected data are 
soft: their importance is 
related to their richness and 
depth  

Data analysis  o Statistical and 
mathematical analysis  

o Exploitation of 
dependent and independent 
variables  

o Goal of the analysis: 
explanation of the variance of 
independent variables 

o Analysis variable-based 

o Analysis case-based 
o Case classification  
o Goal of the analysis: 

comprehension of the 
subjects under their point of 
view 

Results  o The data are presented 
in tables (relational 
perspective) 

o Discovering of causal 
relationship between the 
variables 

o The results can be 
generalized  

o The data are presented 
by narration (narrative 
perspective) 

o Discovering of 
classifications and 
typologies  

o New interpretation of the 
reality (after the classification 
process)  

o The case studies can be 
examined in depth 

 

Table 2.1. A comparison between quantitative and qualitative methodologies (Corbetta, 1999). 
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2.1.2. The user-involved methodologies 

2.1.2.1. The participant-observation 

In social sciences, and in particular in the field-study research, participant-

observation is a qualitative method of research that requires the direct involvement of 

the researcher with the object of study [Corbetta, 1999]. During participant-

observation the researcher immerses her in a new world with the goal of exploring the 

members’ point of view.  

Following this research approach, the researcher inserts herself in a direct way and for 

a relatively long period of time in a defined social group and in its natural environment 

living a personal interaction with the group members in order to describe their actions 

and to understand their motivations by identifying herself with them [Corbetta, 1999, 

p. 368].  

The two main underlying principles of the participant-observation sustain that i) a 

complete social knowledge can be achieved only by comprehending the point of view 

of the social actors by living with and like them; ii) the identification with the group 

members can be achieved only by living with them for a long period of time and by 

interacting constantly with them.  

Consequently,  

o the observation can be carried out only by the researcher in the first person; 

o the interaction period has to be sufficiently long; 

o the environment of the interaction has to be the natural environment of the 

social group under observation and not an artificial lab environment; 

o the researcher is not a mere observer but she has to interact with the observed 

subjects and to participate to their life; 

o the research goal is the comprehension of the reality under the observed-

subjects point of view.  

 

The origin of the participant-observation comes from anthropology, and particularly 

from Bronislaw Malinowsky, the father of modern anthropology and the dominant 

figure in developing the role of ethnography41 in anthropology. Malinowsky criticized 

the methods of the XIX century anthropology and introduced the principles of modern 

anthropology. For Malinowsky, the anthropologist has to understand the indigenous 

populations by reaching their point of view and their vision of the world. Instead of 

considering the indigenous populations wild and primitive and writing detached 

reports while sitting in an office, the anthropologist can comprehend the populations 

 
41 Observations in the "real world" - contextual understanding. 
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only by living and interacting with them for a long period of time, as Malinowsky did 

living for a long period of time in the New Guinea. Malinowsky established the 

ethnographic field work as the dominant paradigm for anthropological research. For 

more details, see Malinowsky [1922]. 

Sociology and anthropology are closely related, and in some cases almost overlapping. 

Clifford Geertz [1973] suggests that whereas sociology examines the emergence and 

maintenance of social structures and patterns of social interaction, anthropology 

studies the cultural webs of signification that give those structures and interactions 

meaning. In fact, Malinowsky’s point of view was successfully applied to the study of 

modern society. In sociology, for instance, the Chicago School realized a set of studies 

about the deviance in the American society by applying Malinowsky’s methodology 

(the researcher lives together with the subjects of the study and observes their 

interactions, etc). The Chicago School sociologists adapted ethnographic, participant-

observer approaches and their main topics of interest were subcultures on the fringes 

of ordinary society such as alcoholics, jazz musicians, drug users, etc.  

As the ethnography emphasizes the detailed understanding of a culture, through an 

intensive and long-term involvement - what the anthropologist Clifford Geertz calls 

thick description [Geertz, 1973] -, the participant-observation requires the immersion 

of the ethnographer in the culture in question:  

“the central element is to explore the member’s own view of his or her life and culture. 

That implies the need to be able to describe not just what the members of that culture 

do but what they experienced in doing it; why it is done and how it fits into the fabric of 

their daily lives [Dourish, 2001a, p. 59].” 

In the participant-observation method the researcher can declare her role of observer 

or hidden her real goals. The main reason to hide the observer’s role is that people 

behave in a different way when someone is observing them. However, in most cases it 

is necessary to reveal the observer role in order to complete the research goals (i.e., if 

the researcher has to ask explicit questions). 

The action of the participating observer has to be selective: the object of the 

observation has to be decided by the theory, even if, for some qualitative paradigm all 

the existing theory has to be ignored in order to discover the theory during the 

research without any kind of influence. However, sometimes the richness of the 

empirical data could overload the researcher and some theoretical guide becomes 

necessary.  

An important point in participant-observation is that the object and the interest of the 

research can change during the development of the research, and it is not decided a 

priori. Some possible objects of observation could be [Corbetta, 1999] 

o the physical context,  
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o the social context, 

o the formal interactions, 

o the informal interactions, 

o the interpretations of the social actors, 

o … 

 

The observed data can be recorded by writing notes, by audio-videotaping, etc. and 

this process is particularly important because it is hard to remember all the observed 

things without any external helps. Moreover, our memory is extremely selective and 

thus the material could be remembered in an altered way. 

The final and most important stage of the participant-observation is the analysis of 

the empirical data. At this point the participating observer has to mix two points of 

view of her analysis: the insider perspective, derived by her participant-observation, 

and the outsider perspective, needed to highlight the aspect still unknown to the 

observed subjects. Since in the data gathering methods of qualitative research there 

are non-standard procedures, a successful analysis depends on the personal 

capability of the researcher. The data analysis should be a continuous process 

starting during the observation.  

The first step of the analysis is the already mentioned thick description, “a description 

enriched by meaning and interpretation in a cultural and historical context, in a 

network of social relationship” [Geertz, 1973]. In addiction, interviews and the 

documentary analyses can be exploited. 

The second step regards the classification: the individuation of types and the 

construction of typologies. An easy way of classifying could be the discovering of 

temporal sequences. Another way to classify is to put in order different social objects, 

for instance, by grouping them in classes on the basis of similar o dissimilar features.  

The third step concerns the discovering of typology dimensions in order to reach the 

ideal types (or the cultural themes, the main lines of a cultural paradigm) by singling 

out the main features of the types.  

The participant-observation can be applied to the study of every human activity and 

to the study of every human group when the researcher is interested in the discovery 

of their inner points of view. In sociology the participant-observation has been applied 

to the study of the communities and the sub-cultures.  

The main critics moved to the participant-observation are [Corbetta, 1999]: 

o the subjectivity of the researcher, even if for the qualitative researchers the 

subjective involvement is the only way to reach the comprehension, 

o the non - generalization of the results, due to the involvement of too few 

subjects, 
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o the non - standardization of the exploited procedures. 

 

The exploitation of the participant-observation highlights some interesting findings: 

the daily habits and the acts of the everyday life are rich of hidden meanings. Thus, it 

becomes interesting to understand which meanings the subjects give to their actions. 

The importance of the meanings and the interpretations has been the key point of 

another sociological movement, the symbolic interactionism. Herbert Blumer, who 

originated this paradigm, sustains that people behave on the basis of the meaning 

they give to things and to other people [Blumer, 1969]. The meanings are learnt 

during the social interaction and the whole meanings create the culture and every 

subject interprets the social facts on the basis of her culture. Thus, the meaning can 

be discovered by observing the individuals and their actions. This movement towards 

the daily life was also carried on by Erving Goffman and his studies about the rituals 

of social interaction aimed at the discovering of models. For instance, Goffman 

[Goffman, 1959] exploits the famous theatre metaphor for human life: the life consists 

of different performances with actors and audiences, with “front-stage” and “back-

stage” behaviors (i.e., people behave in a different way when they are working or they 

are out for dinner with friends). 

On the side of the analysis of everyday life can be collocated also the theory of the 

ethnomethodology by Harold Garfinkel [Garfinkel, 1967]. Preece [Preece et al., 1994] 

defines ethnomethodology a method that assumes no a priori model of cognitive 

process when a person does something, but instead analyzes behavior by observing 

events in their natural context. Ethnomethodology refers to the analysis of 

commonsense methods that people exploit by making their common actions. People 

invoke these methods as practical solutions to practical problems to render the world 

sensible and interpretable in the course of their everyday actions. 
 For the ethnomethodologists, the daily actions are managed by precise and implicit 

rules that deal with human interaction. In order to discover these rules, the 

ethnomethodologists proposed to break these implicit laws. Hence the non-

convectional ethnomethodology experiments, such as talking too close to an 

extraneous person, or drinking from another’s glass during a party. And the obtained 

disoriented reactions of the involved subjects confirmed the existence of such rules. 

The application to ethnomethodology techniques to HCI design will be discussed in 

2.5.2.2 

2.1.2.2. Sociology in HCI and Interpretative Evaluation 

As outlined by Dourish in [2001, pp. 61-64] the first appearance of sociology in HCI 

was the social psychology. Social psychology is concerned with how an individual’s 
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thought and emotions are affected by interactions with others. The social psychology 

applied to HCI is interested in how these interpersonal relations could be manifested 

in communications mediated by computers systems. 

As cognitive psychology lends methods to understand the cognitive implications of 

particular forms of design, sociology lends methods to understand the settings in 

which computer systems would be deployed, and the ways in which they would both 

affect and be affected by those settings. Methods, like ethnography, could be used to 

gain detailed understandings of how work is conducted, with particular attention to 

the context of activity.  

The use of ethnographic materials is common in system evaluation. Supporters of 

socially based study have found that ethnographic approaches can uncover 

requirements for a system design through the detailed observation of the work 

settings. In contrast, more traditional approaches, such as laboratory-based usability 

studies, tend to be disconnected from the lived detail of the work. From an 

ethnographic perspective the usability methods are meaningless since they are 

decontextualized and examined in the sterile confines of a laboratory. Ethnographers 

look for a more direct engagement and they desire to take a broader view of the 

relationship between technology and work by understanding how a software system 

features as part of a set of working practices. 

 On a more analytic level, ethnographic methods are used to analyze work processes 

and work practices. Work processes are formalized or regularized procedures by which 

work is conducted (procedures for authorizing payments, for ordering supplies, etc). 

Work processes are captured and codified in rulebooks, manuals, information 

systems, etc. In contrast ethnographers in HCI have frequently drawn attention to 

work practice, the informal but nonetheless routine mechanisms by which these 

processes are put into practice and managed in the face of everyday contingencies. 

The ways in which people may deviate from formalized procedures tend to reflect a 

better or more fruitful adaptation of the process to the specific circumstances in 

which the activity is carried out. This is particularly relevant for the development of 

information systems where designers presume that the formalized work processes 

constitute a perfect description of what actually goes on. They are encoded into 

software systems without accounting for which they will be put into practice.  

One of the most famous ethnographic investigations carried out in computer 

science and in particular in the domain of CSCW (Computer Supported Collaborative 

Work) is the workplace study into air traffic control conducted by a multi-disciplinary 

group of sociologists and computer scientist and focused on the link between work 

and setting of the work . For more details see [Hughes et al, 1995]. 
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Sustainers of field observation studies criticize laboratory studies since they do 

not occur in actual use. However, also in case of field studies the situation is not 

completely natural since the subject are likely to be influenced by the presence of 

evaluators and/or recording equipment.  

Preece et al. [1994] classify the ethnographic investigations under the umbrella 

term interpretative evaluation. The interpretative evaluation can be best summed up as 

“spending time with users” and it is based on the assumption that small factors that 

go behind the visible behavior greatly influence outcomes. Since lab conditions are not 

real world conditions only observing users in natural settings can detect the presence 

of these factors. 

The interpretative evaluation comes in these flavors: 

o contextual inquiry, which is a semi-structured interview covering 

whatever interesting aspects is recorded in order to be elaborated by both 

the interviewer and by the interviewee. Usually the attention is focused on 

the context where the action takes place [Holtzblatt e Beyer, 1998]; 

o cooperative and participative evaluation. The cooperative evaluation 

includes methods where the user is encouraged to act as a collaborator in 

the evaluation to identify usability problems and their solutions. One 

cooperative method is the “think aloud protocol” [see 1.1.2] which allows 

the user to ask questions, comments and suggest appropriate alternatives 

of the evaluators, and the evaluators to prompt the user (Monk et al., 

1993). The participative evaluation is more open and subject to more user 

control than cooperative evaluation. It is strictly tied to participatory 

design techniques (user involved in the design phase) and applied 

methods such as focus group (see 1.1.1 and [Greenbaum and Kyng, 

1991]); 

o ethnography. 

 

2.2. Observing interaction: the sequential analysis 

This paragraph introduces a new kind of observation, the systematic observation. The 

researchers following this approach are not directly involved with the object of their 

study, as in participant-observation, but they observe the object of study in a 

detached way. 

The systematic observation can be defined as a “particular approach to quantifying 

behavior. This approach is typically concerned with naturally occurring behavior 

observed in a real context” [Bakeman and Gottman, 1986, p. 4]. The aim is to define 

before various forms of behavior (behavioral codes) and then asks observers to record 
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whenever behavior corresponding to predefined codes occurs. A major concern is to 

train observers so that all of them will produce an essentially similar protocol, given 

that they have observed the same stream of behavior. 

The observation can be analyzed by adding nonsequential or sequential 

techniques. Nonsequential systematic observation can be used, for instance, to answer 

questions about how individuals distribute their time among various activities, while 

sequential techniques can be used to answer questions as how behavior is sequenced 

in time and how behavior functions moment to moment. Thus, sequential methods 

result more suitable for the analysis of social interaction. 

In nonsequential analysis the subjects are observed for given time slots during 

time intervals. For instance, subjects can be observed for one minute each day in 

different time. This method is called “the method of repeated short samples” or “time 

sampling”.  

In a famous nonsequential experiment, the Parten’s study of children’s play [Parten in 

Bakeman and Gottman, 1986], each child was observed for one minute each day. The 

order of observation was determined in advance and was varied systematically One the 

average, children were observed about 70 different times, and each time they were 

observed, their degree of social participation was characterized using one of these six 

codes: Unoccupied, Onlooker, Solitary, Parallel, Associative, Cooperative. Weights were 

assigned to each behavioral code and then multiplied for the percentages representing 

the amount of time the subjects devoted to each codes. Then, the resulting products 

were summed for each subject and then correlated with the child’s age and IQ. This 

study typifies a sort of “time-budget” information, a kind of distribution of activities 

during time.  

In sequential analysis, each subject is observed for a given period of time and 

then behavioral codes are assigned. For instance, every subject is taped for 100 

minutes, and then observers view the tape and decide which of the behavioral codes 

best characterize each successive 15-second interval. For details and examples see 

[Bakeman and Gottman, 1986] 

2.2.1. Developing a coding scheme 
The first step in observational research is developing a coding scheme (or schemes).  

Developing coding scheme (making distinction, categorizing, developing 

taxonomies) is a common intellectual activity. If the scheme is well constructed a 

clearer view of the world should emerge. A coding scheme is usually an informal 

hypothesis and the entire study is the testing of that hypothesis. The most important 

thing before defining a coding scheme is beginning with a clear question. Bakeman 

and Gottman [Bakeman and Gottman, 1986] did not suggest determining all the 
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behavioral codes before collecting data of interest. Even if to avoid a hypothesis-

generating approach and looking at everything, it is essential to look for consistency 

across the study and starting with a coding scheme. However, if unexpected behaviors 

emerge during the observation, the scheme has to be modified. 

Schemes can be physically or socially based. The former ones classify behavior 

with clear and well understood roots in the organism physiology, while the latter ones 

require the observer to make some inferences about the individual observed and their 

use depend on social process.  

It is important to keep the coding scheme simple and to have clearly distinct 

codes. Codes must be mutually exclusive and exhaustive. This means that only one 

code can be associated with a particular event (mutually exclusive) but there is some 

code for every event.  

2.2.2. Recording behavioral sequences 
Behavioral sequences can be analyzed by means of behavioral recording scheme. The 

main recording scheme proposed by Bakeman and Gottman are [1986]: 
o event recording: when observers are asked to code when events occur. If time 

information is required the observers are also asked to record the onset and 

offset time of events; 

o interval recording: when observers typically record at certain predetermined 

times. The period is usually divided into a number of relatively brief intervals 

(10-15 seconds or so). Observers then categorize which codable events are 

occurring during each interval; 

o cross-classifying events: observers does not simply classify events (on a single 

dimensions) but instead cross-classify them (on several dimensions); 

o time sampling: observing is intermittent, not continuous. Repeated 

noncontiguous brief periods of time are sampled and something about them is 

recorded. 

 

Whether behavior is observed live or videotaped does not matter. The data can be 

recorded by using pencil and paper or electronic devices (observers press keys 

corresponding to the appropriate behavioral codes). 

While event recording and cross-classifying events is more suitable for sequential 

analysis, interval recording and time sampling are more useful for nonsequential 

analysis. 
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2.2.3. Assessing observer agreement 
In observational studies, especially with “socially” based coding schemes, becomes 

particularly important to evaluate observer. First of all, the data coded by the 

observer could be influenced by hers subjective vision of the world under analysis. To 

solve this basic problem, the hypothesis under investigation is usually kept unknown 

to the observer. Moreover, more than one observer is usually exploited and then their 

agreement and their performance are evaluated to assure the accurateness and the 

replicability of their procedures and to calibrate their (eventually) different points of 

view. Finally, when the observers are being trained, they are evaluated to provide 

feedback. 

Computation of conformity statistic may help to demonstrate the conformity of the 

results. For instance, if conditional probabilities42 are analyzed, it is sufficient to 

demonstrate that data derived from two different observers yield similar conditional 

probabilities. 

For instance, one frequent index of observer agreement is the “percentage of 

agreement” [Bakeman and Gottman, 1986], whose the most general form is defined as 

follows 

  [2, 1] 

  

where  

  refers to the percentage of agreement 

  refers to the number of agreements 

  refers to the number of disagreements 

 

In any given application, the investigator would need to specify the recording unit 

used (events or intervals), which is after all the basis for determining agreement and 

disagreement, and exactly how agreement and disagreement are defined. 

However, when training of observers is the primary consideration or an 

investigator has sequential concerns in mind, point-to-point agreement may be 

demanded. If point-to-point agreement is assured, it can be generally assumed that 

scores derived from raw sequential data (like conditional probabilities) will also agree.  

An agreement statistic that does correct for chance is Cohen’s kappa (Cohen, 

1960), which is defined as follows  

 
42 Conditional probability is the probability with which a particular “target” event B occurred, relative to 
another “given” event. A, p(B/A).  
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  [2, 2] 

where  

 is the proportion of agreement actually observed and is 

computed by summing up the tallies representing agreement and dividing 

by the total number of tallies, 

 is the proportion expected by chance and is computed by 

summing up the chance agreement probability for each categories.  

 

2.2.4. Representing observational data 
Observational data can be represented as follows [Bakeman and Gottman, 1986]: 

o event sequences codes the events, ordered as they occur; 

o time sequences pairs each event in an event sequence with a number 

indicating how long that event lasted; 

o time-frame data allows for events to co-occur. Each “frame” represents a time 

interval and indicates the code or the codes that were occurring during it; 

o cross-classified events can be represented only in this way: each line 

represents an event, each column a major category. 

 

Usually data are represented in a way that depends on the goals of the analysis.  

2.2.5. How to analyze sequential data 
The analysis of sequential data is concerned with how to derive useful descriptive 

scores from sequential data. The very basic, but useful statistics for describing 

sequential observational data are [Bakeman and Gottman, 1986]: 

o rates (or frequencies): how often a particular event of interest occurred; 

o simple probabilities (or percentages): what proportion of all events were of a 

particular kind (event based) or what proportion of time was devoted to a 

particular kind of event (time based); 

o mean event durations are computed by dividing the amount of time coded for a 

particular kind of event by the number of times that event was coded.  

o transitional probability is simply one kind of conditional probability see 

(footnote 42) that captures sequential aspect of observational data. It is 

distinguished from other conditional probabilities in that the target and the 

given events occur at different times. Often the world “lag” is used to indicate 

this displacement in time. For example, if data are represented as event 

sequences, given the event A, of the target event B occurring immediately after 
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(lag 1), occurring after an intervening event (lag 2), etc. These event-based 

transitional probabilities can be written p(B+1/A0), p(B+2/A0), etc. Similarly, if 

data are represented as time sequences (or as time-frame data), given event A, 

of the target event B occurring in the next time interval p(Bt+1/At), in the time 

interval after the next p(Bt+2/At), etc.  

 

Of course, all the scores derived from observing behavioral sequences can be used as 

input for whatever inferential statistics.  

2.2.6. Analyzing event sequences 
Investigators use to represent the collected data as sequences of coded events. One 

approach to analyze the event sequences is to define particular sequences of some 

specified length, then categorize and tally all sequences of that length and report the 

frequencies and probabilities for those particular sequences - Bakeman and Gottman 

call this approach “absolute”, [Bakeman and Gottman, 1986].  

A z-score binomial test or a Chi square test (see 1.1.5.1) can be used to 

measure the extent to which an observed frequency (or probability) for a particular 

sequence exceeds its expected value (frequencies or probabilities are expected because 

they follow from some assumption made previously by the investigators..  

The z-score is defined as follows43: 

  [2, 3] 

where 

 x is the observed frequency 

NP is the expected frequency (N is the total number of event sequences and P is 

the expected probability of event sequences) 

is the estimated standard deviation for the differences between 

observed and expected frequencies (Q is equal to 1-P) 

 

If the z-score is to be tested for significance, its computation should be based on 

sufficient data. The rule of thumb for how many events have to be coded in order to 

assign significance in a computed z score is described in [Bakeman and Gottman, 

1986]. 

In theory, absolute methods apply to sequences of any length. In practice, the 

number of possible sequences increases dramatically as longer and longer sequences 

are considered and expected frequencies for a particular sequence may be too small to 

 
43 The square root of chi-square with one degree of freedom is equivalent to z. 

NPQ
NPxz -

=

NPQ
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justify assigning significance (or because the number of occurrences for a particular 

sequence may be so few). Another problem concerns the number of codes defined. In 

general, when there are more codes, the expected frequencies for particular sequences 

are likely to be smaller, and hence more data will be required.  

Even when z-score computation are based on sufficient data, the problem of type I 

error - of claiming that sequences are “significant” when in fact they are not (see 

1.1.5.1) - remains. In any case, interpretation of results should take into account that 

some of the apparently significant findings are in fact due simply to chance. In case of 

large number of tests some techniques should be used to control the “studywise” type 

I error rate. For more details see [Bakeman and Gottman, 1986]. 

2.2.7. Analyzing time sequences and cross-classified events.  
When successive intervals have been coded, or when event times have been recorded 

the result is time-sequence data. Time-sequence data are useful when investigators 

want to know how time was distributed among various activities. In general all the 

analytic techniques that apply to event sequences can be applied to time sequences as 

well, bur there are some cautions.  

Cross-classified categorical data can be analyzed with what is called “log-linear 

modeling approach” whose results can be expressed in familiar analysis of variance. 

For details both for time-sequence data and cross-classified categorical data see 

[Bakeman and Gottman, 1986]. 

 

2.3. Coding for a Collaborative Information Visualization Experiment 

From January 2002 to March 2002 I was visiting student at the Department of 

Computer Science at the University of California, Irvine. In that period I worked with 

my sponsor, professor Alfred Kobsa, in an experiment aimed at evaluating two 

different information visualization systems (for details on information visualization 

systems see [Card et al., 1994; Chen, 1999]), InfoZoom and Spotfire – software helping 

user to do visual data mining using visual representations - in different experimental 

conditions. The final goal of the investigation was to examine collaborative and 

individual decision-making about data using two different information visualization 

systems. One of the aspects of the investigation was to observe the subjects’ 

interaction and to code their behavior in order to find evidences to falsificate the 

experimental hypothesis. After having introduced the two systems exploited during the 

experiment and the experimental setting, I will describe the behavioral codes decided 

before starting the sequential analysis of the recorded experiments in order to have a 

practical example of the issues discussed in the previous Section. 
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2.3.1. InfoZoom 
Infozoom [Spenke et al., 1996; Spenke and Beilken, 1997] is an information 

visualization system that has three types of presentation styles: 

 

 
Figure2. 1. Infozoom: wide view of the Car data set used during the training. 

 

o Wide View (Figure 2.1), for individual objects. The Wide Table view is the 

typical format of spreadsheets and printed tables. 

 

 
Figure 2.2. Infozoom: compressed view of the car data set used during the 

training (ordered by Model Year) 
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o Compressed View (Figure 2.2), to explore in a single view an entire data set. In 

the Compressed Table the view of the entire data sets is fitted to the width of 

the Infozoom window. Each row can be sorted in ascending or descending 

order and the values of other rows are being resorted accordingly. 

 

 
Figure 2.3. Infozoom: overview of the Car data set used during the training. 

 

o Overview (Figure 2.3), to explore attribute categories. In this view, each row 

represents an attribute and its distribution and there is no correspondence 

between the different attributes’ distributions plotted in different rows.  

 

Within each presentation style, there are four important functions: 

o zooming in: focuses on specific part of the database in relation to the rest of 

the database; 

o zooming out: is the default setting that allows viewing all information present 

in the database; 

o sorting: from least to greatest value and from least to greatest;  

o graphing: plotting attributes of specific objects onto many graphs. 

In InfoZoom is also possible deriving new attributes, such as average value, 

minimum or maximum value, etc. 

2.3.2.  Spotfire 
Spotfire [Ahlberg and Wistrand, 1995] is an information visualization system made up 

of three components within the application [Figure 2.4]. Each one performs a different 

function for enabling the user to view data in different ways: 

o graphical view: offers familiar graphical visualizations, such as scatterplot, 

histogram, pie chart, bar chart; 
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o query: enables the user to define which cases to include/exclude by means of 

widgets such as sliders, checkboxes, radio buttons, etc; 

o details on demand: allows the user to click on any data point in the graphical 

view, and see its details. 

 

 

 
Figure 2.4. Spotfire: scatter plot’s screenshot of the Dating data set used during the 

Focused Question Task of the Experiment (on the x axis Male and Female attributes are 
selected, while the Detail-on-Demand window shows a subject’s details). 

 
 

For each visualization, two variables can be selected to display x and y coordinates 

and other few additional variable can be selected through a dialog window.  

2.3.3. The experiment 
The leading experimental hypothesis was to investigate whether and how collaborative 

and individual decision differ when different information visualization system are 

used. The kind of collaboration under study was distinguished in remote and 

collocated and also the two information systems were characterized by different 

features: more specifically, a previous research [Kobsa, 2001] showed that InfoZoom is 

considered more transparent (since it invoke a an easy-to-understand system image in 

the users [Preece et al., 2002]) than Spotfire in term of visual representation and 

functionality. 
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One hundred undergraduate students with majors in Information and Computer 

Science or Engineering at the University of California, Irvine participated in the 

experiment. They received $25 for their participation and competed for a $100 prize 

for the best results in the discovery task of the experiment. 

Two distinct types of tasks to test were chosen (see [Mark et al., 2002] for the complete 

experiment description):  

o a focused question task, where subjects were asked to use data from an online 

dating service to answer ten specific questions; 

o an open-ended discovery task, where subjects were given 40 minutes and 

instructed to discover as many findings as they could in a population survey 

data set.  

 

The experiment used a two-factor between-subjects design. The factors were: 

1) System - two factor levels: 

a) InfoZoom: subjects used the Infozoom system in both tasks; 

b) Spotfire: subjects used the Spotfire system in both tasks. 

2) Interaction type - three factor levels: 

a) Alone: subjects sat at a workstation by themselves; 

b) Remote: subjects sat at workstations in adjacent rooms. They performed the 

task while interacting via Microsoft NetMeeting and a speaker phone. They 

used either InfoZoom or Spotfire as shared applications. Subjects did not see 

each other; 

c) Shared Electronic Whiteboard: Two subjects worked side-by-side in front of a 

large 60” diagonal touch-sensitive electronic Whiteboard (Smart-Board), using 

either InfoZoom or Spotfire. 

 

Subjects were randomly assigned to one of the combined conditions of System and 

Interaction Type.  

In all conditions, subjects first received a 30-minute training on their visualization 

system. During the first 10 minutes of the training, subjects received a general 

demonstration of the main system functionality, followed by a 20-minute hands-on 

tutorial using six questions from a car statistic data set. After the training, the 

subjects were familiarized with the content of the two datasets to be used in the tasks. 

Subjects in the Remote and Electronic Whiteboard conditions additionally practiced 

using these systems. The first experimental task (focused questions) took 30 minutes 

and the subsequent free discovery task took 40 minutes. Subjects then filled in a 

short questionnaire and were interviewed about their experience with the system.  
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2.3.4. The experimental results 

In the first task, the measure taken into account was the correctness of responses 

based on subjects’ written answers on paper, while in the second task, the number, 

accuracy, and significance of findings, also based on their written descriptions. 

The final showed that people who worked in groups were more correct in their 

answers for objective questions, based on searching a large dataset results (for more 

details see [Mark et al., 2002]). These results held for the more transparent system, 

InfoZoom, but not for Spotfire. In the second task, groups were more accurate in their 

results for a free data discovery task. Again, these results held for the more 

transparent system only. Subjects using this system also produced results that were 

higher in complexity but judged lower in importance. Groups and individuals did not 

differ. Mark, Kobsa and Gonzales [Mark et al., 2002] suggest that given the right 

visualization system, groups do better than individuals in finding more accurate 

results, but not necessarily increased or more meaningful results. 

Though the results did not yield differences between Remote and Electronic 

Whiteboard conditions, it is important to keep in mind that in this study are only 

present quantitative measures. Strong differences in group processes, due to the 

different physical proximities of the participants, could be present. Furthermore, the 

Electronic Whiteboard provides an immersive and social experience that is absent in 

the remote condition. 

2.3.4.1. The proposed coding schemes 

To truly understand the difference conditions where the experimental interaction took 

place, Mark, Kobsa and Gonzales [Mark et al., 2002] suggest a qualitative study of the 

group processes using qualitative measures, e.g. video analysis of the recorded 

experiments. 

Since I was there my coding task concerned to check the correctness of focused 

questions by analyzing the questionnaires. We have also discussed together about the 

aim of sequential analysis and the possible coding schemes.  

My first proposal for coding scheme is describes below.  

 

Infozoom codes. These codes are merely aimed at coding the possible actions the 

user can perform when solving the experimental tasks using Infozoom. 

§ zoom in 

§ zoom out  

§ exclude attributes 

§ overview 

§ compressed view  
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§ wide view 

§ back (undo) 

§ all (including all attributes) 

§ insert derived attribute 

§ sorting a-z 

§ sorting z-a  

§ graphing 

§ query 

§ search  

§ excel (possibility to view data in excel) 

§ report  

§ help 

 

SpotFire codes. These codes are merely aimed at coding the possible actions the user 

can perform when solving the experimental tasks with SpotFire. 

§ scatter plot 2d 

§ scatter plot 3d 

§ histogram 

§ bar chart 

§ pie chart 

§ line chart 

§ profile chart 

§ heat map 

§ excel table view 

§ query (which attributes does the subject select?)  

§ x-y-z axis (which attributes does the subject select?)  

§ zoom 

§ details on demand 

§ binning  

§ panning 

§ properties (request of properties window) 

 

NetMeeting codes. In the Remote situation subjects using NetMeeting could perform 

the following coded actions: 

§ request control 

§ release control  
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SmartBoard codes. In Electronic Whiteboard situation subjects using the 

SmartBoard could perform the following coded actions: 

§ (using the) pen tray 

§ touching (the whiteboard) 

 

This first group of codes is aimed at checking the actions performed when 

subjects interact with the programs. However, these kinds of codes cannot be 

considered meaningful for a social interaction analysis. Since this study was aimed at 

discovering the differences between collaborative and individual decision-making using 

two different information visualization systems in different interaction context, the 

codes have to be re-oriented at detecting these differences. Therefore, the following 

codes (and the questions that generate them) were discussed together with the other 

members of the Collaborative Information Visualization group and try to satisfy these 

purposes. After my departure, a sequential analysis of the recorded experiments had 

been planned. 

 

Interaction codes 

§ cooperation - non cooperation (Do the subjects share the tasks to perform or 

they work together? Are there difference between the two software? And 

between the remote and face-to-face interaction?)  

§ agreement - disagreement (Between the two subjects) 

§ participation (Does one of the two subjects assume a dominant position or is 

the participation equal? Which subject works more?) 

§ task conversation - other conversation (Are they having a task related 

conversation or not?) 

§ coordination statement (Which are the coordination statements?) 

§ remote coordination practices (Which are the coordination practices in the 

remote situation? Do interaction patterns exist?) 

§ face-to-face coordination practices (Which are the coordination practices in the 

face-to-face situation? Do interaction patterns exist?) 

§ calculate how many discoveries they make every five minutes 

§ (coding the) views (How many view do they exploit to reach a conclusion? 

Which view do they use more?) 

 

While most codes are suitable for event recording (or cross-classifying events), only the 

task concerning the calculation of discoveries adopts a interval recording approach. 
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2.4. The Grounded Theory  

The Grounded Theory is a qualitative research methodology developed by Anselm 

Corbin (who studied at the University of Chicago) and Juliet Strauss. The Grounded 

Theory is “a theory derived from data, systematically gathered and analyzed through 

the research process. In this method, data collection, analysis and eventual theory 

stand in close relationship to one another. A researcher does not begin a project with a 

preconceived theory in mind (…). Rather, the researcher begins with an area of study 

and allows the theory to emerge from the data [Strauss and Corbin, 1998, p. 12]”. 

In the introduction of their book “Basic of qualitative research” [Strauss and Corbin, 

1998], the authors, before introducing the bases of their theory, outline the 

characteristics of a grounded theorist. She must have: 

o the ability to step back and critically analyze situations, 

o the ability to recognize the tendency toward bias, 

o the ability to think abstractly, 

o the ability to be flexible and open to helpful criticisms, 

o sensitivity to the words and actions of respondents, 

o a sense of absorption and devotion to the work process. 

 

A grounded theorist has to possess flexibility and openness and must be able to 

manage ambiguity. However, all these features are not relevant if the researcher does 

not develop a new way of thinking about data in the world were she lives. The 

importance of this methodology is that it provides a sense of “vision, where it is that 

the analyst wants to go with the research” [Strauss and Corbin, 1998, p. 8] with the 

final goal of for gathering knowledge about the social world. 

In the Grounded Theory methodology data are collected using the same techniques 

of other research methodologies. Data may be qualitative or quantitative or 

combination of both types since the authors advocate an interplay between qualitative 

and quantitative methods. 

Strauss and Corbin sketch out the three major components of qualitative research 

of their methodology; 

1. data (interviews, observations, documents, records, films etc); 

2. procedures, used to interpret and organize data. These usually consist of 

conceptualizing, reducing, elaborating, and relating data (all these procedures are 

often defined as coding) by asking question and making comparison; 

3. written and verbal report. 

 

Particularly, the second point is more developed and further divided in three 

important steps that are the core component of the Grounded Theory: 
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1. open coding: the analytic process through which concepts are identified and 

their properties and dimensions are discovered; 

2. axial coding: the process of relating categories to their subcategories, termed 

“axial” because coding occurs around the axis of a category, linking categories 

at the level of properties and dimensions; 

3. selective coding: the process of integrating and refining the theory. 

2.4.1. The open coding 
The discovery and the analysis of concepts is the focus of open coding. The authors 

define a concept as “labeled phenomenon”.  

Indeed, during open coding data are broken down into discrete parts, closely examined 

and compared for similarities and differences. In the next analytic steps (axial and 

selective coding) data will be reassembled through statements about the nature of 

relationship. These statements of relationship are commonly referred to as 

“hypotheses”.  

Conceptualization is an abstraction. In the Grounded Theory this abstraction is 

reached by breaking down data into discrete ideas, events, acts and then by giving 

them representing names. 

Once concepts begin to accumulate, the analyst should begin the process of 

grouping them or categorizing them under more abstract explanatory terms: 

categories. Once categories are identified it becomes easier to think about its 

properties (general or specific characteristics or attributes of a category) and 

dimensions (location of a property along a continuum or range) and to break it down 

into subcategories.  

2.4.2. The axial coding 
The purpose of axial coding is to reassemble the data that were fractured during open 

coding. Categories are related to their subcategories to form more precise and 

complete explanations about phenomena. Practically, axial coding is the act of relating 

categories along the lines of their properties and dimensions. Categories stand for 

phenomena, which are repeated patterns of happenings, events, or 

actions/interactions that represent what people do or say, alone or together, in 

response to the problems and situations in which they find themselves. 

Axial and open coding are not sequential acts: one does not stop coding for 

properties and dimensions while one is developing relationships between concepts. 

During the axial coding it could help to have a scheme that can be used to sort 

and organize relations: a paradigm [Strauss and Corbin, 1998, p. 8]. The basic 

components of the paradigm proposed by Strauss and Corbin are 
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o conditions: a sets of events or happenings that create the situations, issues, 

and problems pertaining to a phenomenon and explain why and how persons 

or groups respond in certain ways; 

o actions/interactions: strategic or routine responses made by individuals or 

groups to problems, happenings, or events that arise under those conditions.  

o consequences: outcomes of actions/interactions.  

 

This process of linking concepts can be viewed as a construction of hypotheses about 

concepts.  

Instead of looking for properties, axial coding can also analyzing data for process 

and therefore looking at action/interaction and noting the changes occurring in 

different context and conditions. Bringing process into the analysis is essential; theory 

without process is missing a vital part of its story: how the action/interaction evolves. 

Process can be described as “the difference between a snapshot and a moving picture. 

Each one pictorial form presents a different perspective and gives insight, bit if one 

wants to see what happens or how things evolve, and then one must turn to the 

moving picture [Strauss and Corbin, 1998, p. 163].”  

2.4.3. The selective coding 
The process of constructing concepts is carried out during this stage by the analyst 

that reduces data from many cases to concepts and sets of relational statements that 

can be used to explain, in a general sense, what is going on. 

When the major categories are finally integrated to form a larger theoretical 

scheme the research findings take the form of a theory. Selective coding is the process 

of integrating and refining categories. 

The first step in integration is choosing a central category that represents the main 

theme of the research. The are several techniques that can be used to identify the 

central categories and to integrate concepts: 

o writing the storyline, 

o making use of diagrams, 

o reviewing and sorting of memos either by hands of by computer programs. 

 

After having defined the theoretical scheme, the researcher has to refine the theory. A 

central category, like any category, must be defined in terms of its properties and 

dimensions. The central category has to be dense: all the salient properties and 

dimensions have to be identified. 



2 - Other evaluation methods and approaches 

 

 

85 

Then, the theoretical scheme has to be validated: how well it fits with the row data and 

covers every salient features. One way to validate the scheme is to go back and 

compare the scheme against the raw data, doing a type of high-level analysis. 

One common problem with theoretical schemes is that they fail to account for 

variation. However, this is not challenging: life does not fit into neat little boxes, there 

are always variations of every process.  

2.4.4. Grounded Theory methodologies 
In order to help the beginning researcher to sort out all the complex relationship, 

Strauss and Corbin create a conditional/consequential matrix to keep track of the 

various components of the analysis and to keep in mind the several analytic points. In 

particular this matrix is aimed at keeping track of the interplay of conditions 

consequences and the subsequent actions/interactions and to trace their paths of 

connectivity. For more details see Strauss and Corbin [1998, pp 181-199].  

Concerning the sampling methods, the Grounded Theory applies theoretical 

sampling, a technique for “gathering data driven by the concepts that are derived from 

the evolving theory and based on the concept of making comparisons, whose purpose 

is to go to places, people or events that will maximize opportunities to discover 

variations among concepts and to densify categories in terms of their properties and 

dimensions” [Strauss and Corbin, 1998, p. 201]. These concepts should demonstrate 

to have relevance to the evolving theory because they should be repeatedly present in 

the data when comparing the different occurrences and they act as conditions that 

give variation to a major category.  

Basically, during the sampling, the investigator looks for indicators (data) 

representative of relevant concepts and then compares these indicators for their 

properties and dimensions. In every step of the analysis the data are constantly 

corroborated and therefore the consequent interpretations are constantly validated or 

negated. Theoretical sampling differs on the basis of the coding procedures described 

above. 

Sampling in open coding (Open Sampling) is open to all persons, places, and 

situations that will provide the greatest opportunity to discover, name, and categorize 

phenomena according to their properties and dimensions. The sampling can be carried 

where the researcher has the opportunity to gather data or where she knows she can 

find interesting data. The differences can emerge quite fortuitously or otherwise the 

gathered data can be reorganized according to the theoretically relevant concepts.  

Sampling in axial coding (Relational and Variational Sampling) is aimed at looking 

for incidents that demonstrate dimensional range or variation of concepts and the 
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relationships among concepts. As in the open sampling there are different procedure 

to gather data. 

In sampling in selective coding (Selective Sampling) the researcher’s goal is to 

choose the sites, persons, and documents that will maximize opportunities for 

comparative analysis. This means returning to old sites, documents and persons or 

going to new ones to gather the necessary data, saturate the categories and complete 

the study. 

The sample takes long until each category is saturated: a) no new relevant data seem 

to emerge, b) the dimensions and the property of every categories are well developed, c) 

the relations among categories are well established and validated. Therefore, the 

sampling in term of quantity of subjects or evidences cannot be planned in advance 

and continues until all the categories are saturated.  

2.4.5. Grounded Theory and user modeling systems: an example 
As a methodology and set of methods, the Grounded Theory can be applied not only 

in social sciences, but also in practitioner fields such as education, business, 

communication, anthropology, architecture, psychology and, of course, computer 

science. 

In the field of user modeling (UM) and user-adapted systems, recently an evaluation 

study applying the Grounded Theory methods has been published in the UMUAI 

journal [Barker et al, 2002]. The work was concerned with the exploitation of a 

cooperative student model (collaboration between student and tutor in the 

construction of the model) of learner characteristics for a multimedia application. The 

multimedia learning application presented information in a different way on the basis 

of the individual characteristics of learners (language level, cognitive style, task and 

question level, and help level).  

The evaluation of a complex educational computer application is a difficult process 

because it becomes hard to isolate the effects of any single variable. A goal of this 

research was to understand the many and complex interactions between learners, 

tutors and learning environment. Grounded Theory was used in order to understand 

this process because this method is able to integrate the range of qualitative and 

quantitative results. 

The range of evaluation methods used in the study were: 

o video of learners using the application, 

o interview with learners, 

o pre-test and post-test results comparison, 

o data logging of user navigation and online tests and tasks, 

o questionnaires related to user attitude, 
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o tasks and questions results, 

o focus group studies carried out with two small groups of users, 

o staff evaluation of the course, 

o staff diaries, 

o interviews with staff involved, 

o a formal staff report of the experience, 

o expert evaluation of the multimedia application. 

  

Before running the evaluation, a preliminary study was carried out in order to 

familiarize the researcher with the domain area and to produce a structure for the 

many categories, sub-categories, and variables involved in the study of the 

phenomenon.  

The measures of learner performance (e.g., significant differences between pre-test 

and post-test scores) were effective. However, the Grounded Theory is aimed not only 

at understanding the effectiveness of the user modeling approach quantitatively, but 

also at evaluating how the application was used both by learners and tutors and their 

attitude to the user modeling approach.  

An important stage in the Grounded Theory method is the investigation of main 

categories, subcategories and variables involved in the phenomenon under study.  

The three main categories identified in the study and their corresponding 

subcategories were: 

o the student model à performance results, components of the student model, 

the cooperative student model 

o the learning materials à subject content, design features, usability, learning 

presentation strategy 

o the management of learning à the tutor, the learning environment 

 

While some examples of variables identified in subcategories are 

o performance results à pre-test, post-test, on/off computer tests, on/off 

computer tasks; 

o usability à ease of use; 

o the tutor à involvement; 

o … 

The process of discovering and organizing categories and subcategories takes place 

during the open and the axial coding. In these stages, also the research questions 

were elucidated: i.e. how the quality of learning was influenced by the use of the 

individually configurable multimedia application. 
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The selective coding process discovers as core category “the quality of learning”, 

around which the research phenomenon can be understood: all the categories 

involved were associated to the quality of learning and causal relationships were 

discovered.  

2.5. Paul Dourish and the embodied interaction 

Another example of qualitative methods of research applied to computer science 

comes from the embodied interaction approach of Paul Dourish [Dourish, 2001a]. 

Dourish advocates not only the exploitation of ethnomethodological methods to the 

development of interactive software systems and user interfaces, but also he promotes 

a sociological stance to HCI. In opposition to the dominant cognitive approach to HCI 

based to a goal-driven approach to the human-machine interaction, Dourish resumes 

both sociology and phenomenology based approach to HCI (see [Suchman, 1987], 

[Winograd and Flores, 1986), more oriented to the embedded interaction between 

human and machine. Dourish sets out his theory in the book “Where the action is: 

the foundation of the embodied interaction”. In my personal opinion, his theory is 

interesting not only for the proposed approach, but also for the open application of 

the embodied interaction to other fields of research, not yet analyzed by the author. A 

proposal of embodied interaction applied to the developed of user-adapted system will 

be sketched in 2.6. 

 

The book starts with the observation that two trends in the development of human 

computer interaction suggest that we need new ways of interacting with computers. 

These two trends concern the massive increase in computational power and the 

expanding context in which we put that power to use (computation is now part of 

cellular telephones, microwave ovens, cars, TV). Dourish calls this new approach to 

interacting with computers embodied interaction, “an interaction with computer 

systems that occupy our world, a world of physical and social reality, and that exploit 

this fact in how they interact with us” [Dourish, 2001a, p. 3]. While the traditional 

computational model of HCI has been rationally built on a procedural foundation and 

set out its account of the world in term of plans, procedures, tasks and goals, 

Dourish’s model of HCI places interaction at center of the picture. By this he 

considers interaction not only as what is being done, but also how it is being done.  

2.5.1. The tangible computing  
During the exploration of his historical model of interaction, Dourish notices a 

gradual incorporation of a wider range of human skills and capabilities in the 

interaction with computers. This allows computation to be made ever more widely 



2 - Other evaluation methods and approaches 

 

 

89 

accessible to people without requiring extensive training by reducing the complexity of 

those interactions. The four stages in the historical development of user interfaces 

identified by Dourish are: 

i) the electrical interaction, where the dominant paradigm of interaction was 

electronic. At that time every machine was a prototype and every programs 

designed for a specific computer.  

ii) the symbolic interaction, where programming computers required less 

understanding of detailed construction of every specific machine. The primary 

form of programs moved from a numeric form (machine language) to other 

symbolic forms that were more readily understandable to human beings. A 

further progression along the symbolic path came with the development of 

early programming languages such as LISP and FORTRAN. Punched cards can 

be regarded as a primitive form of symbolic interaction, especially because 

they incorporate both data and instructions; 

iii) the textual interaction, where interaction became an endless back-and-forth of 

written instructions between user and system. The textual interaction is 

characterized by a “grammar” of interaction with commands, parameters, 

arguments and options;  

iv) the graphical interaction, where not only words are replaced by icons, but also 

new dimensions of interaction are opened up (i.e., the interaction happens in a 

two-dimensional space, visual metaphors are developed, spatial capabilities 

are exploited, etc) 

 

The graphical interaction is still now (from the 80ies) the dominant paradigm of 

interaction with computers.  

If we look back to the past thirty years, we can easily notice that the interaction with 

the personal computer itself has changed remarkably little: we interact with it in just 

the same way. The physical (keyboards, screens and mice) and the virtual (dialog 

boxes, scroll bars and menus) devices are the same, but also the ways in which the 

computer fits into our environment and our lives are pretty the same. This kind of 

interaction tends to demand our direct attention. So, is not only the form of the 

computer but also the computer-based activity that is changed remarkably little over 

the last twenty years.  

Nevertheless, new forms of computation moving beyond the traditional boundaries of 

the desk towards an incorporation of our daily experience of physical and social world 

are arising more and more frequently. Dourish calls these new kinds of interaction 

tangible computing, an umbrella term that encompasses a number of different 

activities: 
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o the distribution of computation across a variety of devices, which are spread 

throughout the physical environment and are sensitive to their location and 

their proximity to other devices (i.e., printer and fax machines might be aware 

of the presence of handheld computers); 

o the augmentation of the everyday world with computational power, so that 

pieces of paper, cups, pens, etc can be made active entities responding to their 

environment and to people’s activities; 

o how the above approaches can be harnessed to create environments for 

computational activity in which we interact directly through physical artifacts 

rather than traditional graphical interfaces and interface devices such as mice. 

 

Therefore, tangible computing is exploring how to get computers “out of the way” 

and provides people with a much more direct - tangible - interaction experience. In 

particular, Dourish focuses his attention on the relationship between computers on 

the desktop and the world in which they (and we) operate.  

So, as different researchers already proposed under the term of “ubiquitous 

computing” [Weiser, 1991], why dealing with a single, large, expensive, computer when 

you could harness many tiny, low-cost devices spread throughout the environment? 

Why not putting computation wherever it might be needed? And there are already 

devices (computers processors inside television set, car, microwave oven) with these 

purposes and working properly under an HCI point of view because they are organized 

around human needs and functions. And more and more projects are carried out in 

different research labs in all over the world (e.g., Dourish mentions the active badge, a 

little electronic device that can be located everywhere by a sensor network; the digital 

desk, a computationally enhanced desktop supporting interaction with both paper and 

electronic documents; the reactive room, a meeting room supporting not only face-to-

face meetings, but also meetings distributed in space and time; for more details see 

[Dourish, 2001a, pp. 30-40]. 

As it can be expected, the interaction in tangible computing is slightly different. 

First, there is no single point of control of interaction and there is not even a single 

device that is the object of the interaction. Second, the tangible computing transforms 

the sequential nature of the interaction at the interface in a parallel interaction. Third, 

in tangible design, the physical properties of the interface are used to suggest its use. 

Nevertheless, interacting with tangible computing opens up a new set of challenges 

and a new set of (still unknown) design problems.  
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2.5.2. The social computing  
In a parallel way to the tangible computing, the last decade has also seen increasing 

attempts to incorporate understandings of the social world into interactive systems. 

Dourish refers to this as social computing. Again this term encompasses a number of 

different activities: 

o the incorporation of social understandings into the design of the interaction 

itself. That is, it attempts to understand how the “dialogue” between users and 

computers can be seen as similar and dissimilar to the way in which we 

interact with each other; 

o the application of anthropological and sociological approaches to uncover the 

mechanisms trough which people organize their activities around computer 

systems, and the role that social and organizational settings play in this 

process; 

o how the “single-user” - one person sitting in front of one computer - 

interaction can be enhanced by incorporating information about others and 

the activities of others.  

 

It might seem strange to look at interactive system design from a sociological 

perspective. Sociology is concerned with the structure and the function of society, 

while interactive systems are tools that people use. However, although that position 

seems immediately appealing, the significance of a sociological approach becomes 

clear when we look at the context in which computation is put to work. The context, 

for instance, is more social than technical. Furthermore, for Dourish, HCI and 

sociology share three common characteristics. First, they are concerned with the 

details of the organization of social conduct rather than broad social trends. Second, 

they are primarily oriented toward real activities and experiences rather than 

abstractions or models. Third, they all might adopt an anthropological perspective on 

collecting, interpreting and using field materials.  

2.5.2.1. Suchman’s plans and situated actions 

In 1987, Lucy Suchman published “Plans and Situated Actions” [Suchman, 1987], 

which applied the ethnomethodology’s techniques and perspectives to the organization 

of interaction between humans and technology. In doing so, she opened up significant 

new areas of investigation both for HCI researchers and ethnomethodologists.  
Her initial concern was the problem of mutual intelligibility: the relation between 

observable behavior and the non-direct processes that make behavior meaningful. For 

psychological studies, the crucial processes are essentially cognitive, located inside the 

head of the actor. While for social studies, the crucial processes are circumstantial, 
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located in the relationship among actors, and between actors and their embedding 

situations.  
What Suchman defined in this book was a critique to the notion of a “plan”, one of the 

dominant paradigm for modeling human behavior in Artificial Intelligence, also 

focusing on the problem of human-machine communication. The “planning“ paradigm 

models the human activity in term of formulation and execution of plans. Plans are 

script for sequences of actions and they are formulated through a set of procedures 

beginning with a goal, which is then decomposed into a sequence of sub goals. What 

Suchman did was to show how this model failed to take into consideration a range of 

ways in which social science had radically revised our notion of how people act in the 

world.  

The planning model sees features of the world (and of our interaction with it) as 

stable, objective phenomena. In contrast Suchman presented a model of interaction 

with the world in which the apparently objective phenomena of the cognitive model 

were, instead, active interpretations of the world formed in response to specific 

settings and circumstances. In this model the sequential organization of the behavior 

is an ongoing and improvised activity. The actions are organized in response to the 

features of the settings in which they arise. The action is situated. 

Then Suchman observed that the planning model that so dominates cognitive science 

was also the basis for the design of interactive devices. Therefore, the arising of a 

mismatch between the abstract and stable model of a system and the messy and 

immediate circumstances in which the users interact. She argued that artifacts built 

on planning model confuse plans with situated actions, and she recommends instead 

a view of plans as formulations of antecedent conditions and consequences of action 

that account for action in a plausible way. 

2.5.2.2. Dourish’s and Button’s technomethodology 

Suchman’s model was not developed to solve problems of a specific design, but rather 

analyze how the plan model was used to support a whole range of technologies.  

To create a deeper connection between sociological understandings and the design of 

interactive technologies Paul Dourish and Graham Button coined the term 

technomethodology [Dourish and Button, 1998]. Particularly, technomethodology is 

used to describe a deeper relationship between technological design and 

ethnomethodology that is able to satisfy to criteria: 

o first, to draw on ethnomethodology’s fundamental insight about the 

organization of action as being a moment-to-moment, naturally occurring 

improvisational response to practical problems; 
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o second, to relate these understandings to basic, fundamental principle around 

which software systems are developed. 

 

To develop such a long-term objective, they explored particular areas of both technical 

and ethnomethodological interests trying to find overlaps and mutual orientation to 

common issues. Specifically, they explored the relationship between 

ethnomethodology’s conception of “accountability” and the role that “abstraction” plays 

in the analysis and in the development of software systems. These two ideas are 

conceptually complementary, but some interesting problems for interaction lie in the 

differences between them.  

Accountability. The notion of accountability is a fundamental feature of the 

ethnomethodogical perspective. “Acting rationally” and “perceiving actions to be 

rational” are reciprocal aspects of the same set of understandings. About Garfinkel’s 

notion, as a feature of action, accountability means “observable and reportable” 

[Garfinkel, 1967, 1-2]. There is more than this, though. Accountability lies in the 

reciprocality of action and understanding. An action can be found to be rational by 

those who understanding it, “but rather that the methods of understanding and 

making sense of action and the methods for engaging in it are the same methods. In 

other words, being a competent member of some setting means being able to engage in 

action in ways that are recognizable to other members” [Dourish, 2001a, p. 79]. The 

organization of action serves to demonstrate what action is: actions are organized so 

as to reveal the kinds of actions they are.  
The second aspect of accountability for Garfinkel, is how accountability arises as a 

feature of social action. The accountable aspect of activity is never a commentary on 

the activity, rather it is an intrinsic and inseparable feature of how the activity is 

woven into the fabric of action and interaction. At the same time, Garfinkel 

emphasizes that the accountability of action is not an absolute matter, it is an 

“endless, ongoing, contingent accomplishment” [Garfinkel in Dourish, 1998, p. 80]. 

The analytic concept of accountability emphasizes that the organization of an action 

provides others with the means to understand what it is and how to respond in a 

mutually constructed sequence of action. However, this idea does not mesh very well 

with the way in which we currently design interactive software system. The problem 

lies in the way in which software relies on a notion of abstraction.  

 

Abstraction. Software systems are built from abstractions. User interfaces offer us 

abstractions in the form of generic user interface components or “widgets” such as 

menus, buttons, labels and scroll bars. The notion of “object” in software systems and 

programming languages is itself an abstraction. The instruction set is an abstraction 
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that hides a variety of possible implementations. Software systems, in other words, 

constitute a tower of mutually constituted abstractions right down to binary logic.  

There are extremely good reasons why abstraction is such a good principle. First, 

abstraction makes it possible for us to treat a complex set of computational behaviors 

as simple high-level objects. Second, it also allows us to use a single abstract object 

(such as a scroll bar) to capture a range of potential needs and uses. Third, it helps to 

isolate one component from another so that they can be managed and maintained 

properly. Without these properties it would be impossible to build a modern software 

system.  

The essence of abstraction in software is that it hides implementation. The 

implementation is in some ways the opposite of the abstraction: where the abstraction 

is the gloss that details how something can be used and what it will do, the 

implementation is the part under the covers that describes how it will work.  

However, the idea of information hiding has become critical throughout the design of 

software systems. At the user interface the situation is more problematic. Within a 

system the different components will interact in fixed and predictable ways. Users are 

less predictable, though, and their actions less fixed depending on their goals, 

reasons, etc.  

For ethnomethodology theory, the accountability is the key feature that enables people 

to interact: the way that activities are organized makes their nature available to others: 

“accounts are representations that systems offer of their own activity. But this feature 

is exactly what is hidden by software abstractions: in the “information hiding” 

approach the information that is hidden is information about how the system is doing 

what is does, how the perceived action is organized. For instance, in the networked file 

servers the file servers are arranged so that they appear as part of the local file system. 

However, their performance is different and if the user is not aware of the actual 

organization of the file system some failure might be not understandable.  

Dourish and Button [Dourish and Button, 1998] try to address this problem by 

introducing a form of accountability for the interface. Accountability in this sense 

means that the interface is designed so as to present, as part of its action, an 

“account” of what is happening. So, the account should not simply be an abstract 

description of the system’s behavior but rather an explication of how the system 

current configuration is a response to the sequence of actions that has led up to this 

moment. As in the Garfinkel’s analysis, the relationship between an account and the 

behavior it accounts for, is the key feature of the accountability. So, the account has 

to be strongly connected to the behavior that it describes. The account has to emerge 

along with the action. The offered account has to be an account of the current specific 

behavior of the system.  
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Dourish and Button [Dourish and Button, 1998] propose as solution a software design 

technique called “computational reflection”. This technique emerged originally in the 

domain of AI programming. The basic idea of reflection is that there are two domains 

in the execution of any program: the domain about which the program is dealing (for 

instance, word and format for a word processor) and the domain of program itself 

(comprising its internal structures, program encoding, execution state, etc). Normally 

these two worlds of representation are kept separated, but reflection can provide a link 

between them. The reflective link allows a programming system to perform 

computations using not only the representations that refer to the outside world but 

also those internal representations that refer to its own operation. This gives a 

program the ability to describe its own internal state and even to operate upon itself 

by revising those internal structures. The link between the two domains is called the 

“causal connection” between the representation of a program and its own behavior. 

The causal connection provides the features required of the relationship between and 

account (representation) and the actual behavior of a system (program). 

They propose the reflection as basis for interface accountability for this reason: 

because we know that people don’t just take things at face value but attempt to 

interrogate them for their meaning, we should provide some facilities so that they can 

do the same thing with interactive systems. This proposal is radical because it is 

radical the relationship between technical design and social understanding and 

technomethodology is the most extreme proposal to bring these two elements together.  

 

In summary, the central theme of social computing is that social action is 

embedded: it is firmly rooted in the settings in which it arises, where that setting is 

not just material circumstances, but social, cultural and historical ones as well. 

Moreover, social action is clearly organized and this social order emerges from practice 

(as well as in HCI practices emerge not from the designers of the system but from the 

actions of its users). So, the embedded approach to social action turned the attention 

on how the orderliness of social conduct was achieved and, given the role that 

technology places in social settings, “the key question is to understand how the 

relationship between technology and social action comes to be worked out in different 

situations, and from these to understand how the features of technological design and 

the features of everyday social settings are related [Dourish, 2001a, p. 97]”.  

2.5.3. From tangible and social computing to the embodied interaction  
The starting hypothesis of the Dourish’s book is that tangible and social computing 

are aspects of one and the same research program. He sets four arguments out. 
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First, tangible and social computing are based on the same underlying principles. In 

particular they both exploit our familiarity with the everyday world, a world of social 

interaction or physical artifacts. The role of everyday world draws on the ways we 

experience the everyday world, which is basically by interacting with it. Thus, the 

individual cannot be separated by the world in which that individual lives and acts.  

This perspective comes about in contrast to the Cartesian “naïve cognitivism” which 

dominated the thinking of computer system designers and still persist to a 

considerable degree. This approach makes a strong separation between the mind, as 

the seat of the consciousness and rational decision and the objective external world, 

as a largely stable collection of objects and events to be observed and manipulated. 

From this perspective, a disembodied brain could think about the world just as we do. 

In contrast, the new perspective on which tangible and social computing rest argues 

that a disembodied brain could not experience the world in the same way we do, 

because our experience of the world is intimately tied to the ways in which we act in 

it. Physically our experiences cannot be separated from the reality of our bodily 

presence in the world; and socially, too, the same relationship holds because our 

nature as social beings is based on the ways in which we act and interact. 

 

Second, the core element that tangible and social computing have in common: the 

idea of embodiment. Dourish gives two definition of embodiment ” [Dourish, 2001a, 

pp. 100-101]: 

1) Embodiment 1. Embodiment means possessing and acting through a 

physical manifestation in a world. 

2) Embodiment 2. Embodied phenomena are those that by their very nature 

occur in real time and real space. 

 

Following the Dourish’s definitions, embodiment does not mean simply physical 

reality, but also denotes a form of participative status. Embodiment is about the fact 

that things are embedded in the world, and the way in which their reality depends on 

being embedded. For the proponents of tangible and social computing, the key of their 

effectiveness is the fact that we, and our actions, are embodied elements of the 

everyday world and we are familiar with the “real-world-ness”.  

 Why is embodiment relevant to this sort of interaction with computers? 

First, the designers of interactive systems have increasingly come to understand that 

interaction is intimately connected with the settings in which occurs. The adoption of 

anthropological techniques has underlined the role of physical and social 

environments. Second, this focus on settings reflects a more general turn to consider 

work activities and artifacts in concrete terms rather than abstract ones. Instead of 
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developing abstract account of mythical users, HCI increasingly employs fields 

studies and observational techniques to stage “encounters” with real users, in real 

settings, doing real work. These encounters are often very revealing, as they often 

show that the ways the work gets done are not the ways that are listed in procedural 

manuals, or even in the accounts that the people themselves would tell you if you 

asked. Attention to details and to actual cases leads to a concern with how interaction 

is manifest in the interface. Tangible computing reflects this concern by exploring new 

opportunity to manifest computation and interaction in radically new forms, while 

social computing seeks ways for interaction to manifest more than simply the 

programmer’s abstract model of the task, but also specifics of how the work comes to 

be done. Third, there is recognition that, through their embodiment in the world we 

occupy, the artifacts of daily interaction can play different roles.  

 

Third, the idea of embodiment is not a new phenomenon. The notion of embodiment 

plays a special role in one particular school of philosophical thought, phenomenology, 

originated in the latter part of nineteenth century and last for the following hundred 

years through a number of distinct intellectual positions (Husserls, Heidegger, 

Schutz, Merleau-Ponty, Wittgenstein).  

Phenomenology is primarily concerned with the elements of human experience: how 

we perceive, experience and act in the world around us. What differentiates it from 

other approaches is its central emphasis on the actual phenomena of experience, 

where other approaches might be concerned with abstract world models with a truth 

independent of our own experience. In contrast, the phenomenologists argue that the 

separation between mind and matter (the Descart’s res cognitans and res extensa) has 

no basis in reality. Thinking does not occur separately from being and acting: the way 

I encounter the world gives it meaning for me the way I act in the world reflects 

different meanings. Consequently, phenomenology has attempted to reconstruct the 

relationship between experience and action without this separation. Perception begins 

with what is experienced, rather than beginning with what is expected. The model is 

“sum ergo cogito” rather than “cogito ergo sum” [Heidegger, 1927].  

However, phenomenology is not only about perception, but it is also concerned with 

action, with understanding, and with how these are all related to each other, as part 

and parcel of out daily experience as participants in the world. For instance, Ludwig 

Wittgenstein [Wittgenstein, 1953] develops related approaches to topics such as 

language and meaning. In his famous sentence “the meaning of a world is its use in 

the language” he wants signify that meaning is embedded in the practice of the 

language. For Martin Heidegger [Heidegger, 1927], instead, the nature of being – how 

we are in the world – shapes the way that we understand the world, because our 
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understanding of the world is essentially an understanding of how we are in it. And 

the most important aspect of the way in which we encounter the world is that we 

encounter it practically. It is the way in which we act that makes the world meaningful 

for us.  

 

Fourth, on the phenomenological understandings can be created a foundational 

approach to the embodied interaction (a phenomenological approach to HCI was 

already proposed by Winograd and Flores [1986]).  

The Dourish’s embodied interaction, indeed, is not simply that is a form of interaction 

that is embodied, but rather that it is an approach to the design and analysis of 

interaction that takes embodiment to be central to, even constitutive of, the whole 

phenomenon. Tangible and social computing both reflect this central concern with 

embodiment. Tangible computing attempts to capitalize on our physical skills and our 

familiarity with real world objects. It attempts to move computation and interaction 

out of the world of abstract cognitive processes and into the same phenomenal world 

as our other sort of interaction. The use of sociological approach is motivated by the 

“situated” perspective [Suchman, 1987], which is grounded in the relationship 

between social action and the settings in which it unfolds, the relationship of 

embodiment. And the origin of this concept was developed in the phenomenological 

tradition. For the phenomenologists: 

o embodiment is not simply a “physical manifestation”, it means being grounded 

in everyday, mundane experience. The source of action and the meaning are in 

the world: embodiment is a participative status, a way of being; 

o the action in the world are fundamental to our understanding of the world and 

our relationship with it; 

o the embodied practical action is the source of meaning: we find the world 

meaningful primarily with respect to the ways in which we act within it. 

 

In summary, social computing similarly recognize that the meaning is something that 

users create through that ways in which they interact with technology and with each 

other, and it opens up the opportunity to explore and negotiate meaning in the course 

of interacting with and through software systems. So, the major lesson drawn from the 

phenomenological work is that embodiment is about the relationship between action 

and meaning.  

Therefore, Dourish concludes that embodiment is the property of our engagement with 

the world that allow us to make it meaningful and the Embodied Interaction is the 

creation, manipulation and sharing of meaning through engaged interaction with 

artifacts [Dourish, 2001a, p. 126].  
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The idea of embodiment can be used in two ways: 

1) as basis for an approach to design that is oriented toward the way in which people 

interact with systems as fundamentally embodied phenomenon. The underlined 

idea is that the activity and the interaction with the real phenomena of experience 

are central, rather than focused on internal or purely cognitive interpretations; 

2) as a way of uncovering issues in the design and use of existing technologies: a 

stance we can take on the design of interactive systems. 

 

The primary characteristic of technologies supporting embodied interaction is that 

they variously make manifest how they are coupled to the world. The embodied 

interaction perspective begins to illuminate not just we act on technology, but how we 

act through it. 

 

2.5.4. Dourish’s design principles 
The original motivation for exploring embodied interaction was to help design new 

systems. The difficulty of articulating the relationship between theory and design has 

persistently dogged interdisciplinary work in HCI. This is not least because theory and 

design are fundamentally different sort of activities, carried out by different people 

with different training and presented to different audience.  

The design implications of field studies should arise through an explicit dialogue 

between researchers from different disciplines. Both theory and design gain value 

from being put together.  

The core argument of the book is that social and tangible computing share a common 

foundation in embodied interaction. At the heart of tangible computing is the 

relationship between activities and the space in which they are carried out. Tangible 

computing explores this in three related ways: through the configurability of space, 

through the relationship of body to task, and through physical constraints. Social 

computing instead, argues that interaction with software systems needs to be seen in 

a broader context: the context in which it draws is the socially constructed setting 

within which the interaction takes place. Social computing introduces a model where 

the sequential organization of interaction does not simply result from the “execution” 

of a formal plan in the user’s head, but instead arises from a process of continual 

responses to circumstances within which it was being produced.  

This has two implications for the design:  

1. supporting the improvised sequential organization action by giving users more 

direct control over how activity is managed (for example by organizing the 
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interaction as informal assemblage of steps rather than a rote procedure 

driven by the system); 

2. helping the process of improvised, situated action by making the immediate 

circumstances of the work more visible. 

 

The broader idea of embodied interaction points out that action and meaning arise in 

specific settings, physical, social, organizational and so forth. 

 

Dourish pointed out six main principle aimed at taking elements from theoretical 

understandings and at showing how they are particularly important for design 

[Dourish, 2001a, pp. 155-188]:. 

2.5.4.1. Computation is a medium  

Certainly computers provide a medium for communication: they represent and convey 

information. However, they do not make computation the central element of 

communicative act. This is and idea already suggested by the proponents of 

computers in education. Nonetheless the idea of Dourish is different. First of all, he 

notices the existence of communication between the designer of a system and a user 

trough the medium of the system itself: the structure of the system communicates to 

the user some set of expectations that the designer held for its use and this 

communication is achieved by modulation. Media are modulated when they are 

transformed in some way to carry information. In the case of embodied interaction, 

the modulation must encompass not only the technology, but also the practice in 

which the technology is embedded. So, the meaning is transmitted not only through a 

system but also through the practices that surround it (for instance, people develop 

expectations about the information that can be found on the World Wide Web). 

The most obvious way to observe how a system modulates its effects on a user’s 

actions is to see how our own activities are transformed when we interact with the 

system. The computer systems augment and amplificate our own activities and they 

are embedded into a set of practices.  

2.5.4.2. Meaning arises on multiple levels 

Objects carry meaning on multiple levels: as entities in their own right, as signifiers of 

social meaning, as elements in systems of practice, and so on. Systems or artifacts 

supporting embodied interaction need to be designed with an orientation toward the 

multiplicity of meanings that may be conveyed through them. The different levels of 

meaning involve artifacts and representations in different ways (for instance the 

dimensions iconic and symbolic). Design needs to consider how those different levels 
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of representation will be manipulated and controlled by the users (e.g., are the users 

acting “on” or “through” the artifact?)  

2.5.4.3. Users, not designers, create and communicate meaning 

and 

2.5.4.4. Users, not designers, manage coupling 

Traditional interactive system design ascribes two sets of responsibilities to the 

designer: the responsibility for the form and the function of the artifact and the 

responsibility for its use. For the first, the designers have the primary responsibility, 

even if new approaches such as User-Centered Design and Participatory Design have 

underlined the importance of the active role of end-users in the design of software 

systems. The second responsibility ascribed to the designers must be designed with 

some expectation of its final use. However, designers are continually surprised at the 

uses to which their artifact are put, or the ways in which they are incorporated into 

the activities of users. So, how technology will feature as an aspect of working 

practice cannot be predetermined by the designer, but instead will emerge from the 

specific, situated activity in which the technology is incorporated.  

Embodied technologies are used to create and communicate meaning and because 

they can only have meaning through the way in which users incorporate them into 

working practices, then clearly the manipulation of meaning and coupling (intended 

here as an intentional connection that arises in the course of interaction) are 

primarily the responsibility of users, not of designers. These observations can have an 

impact on designer’s stance. 

The designer’s stance is, for Dourish, the designer’s conception of her role in the 

interaction between the user and the artifact. In the traditional approach the designer 

manage the interaction between user and artifact thorough control of the design 

parameters for the artifact. This stance is reflected in the tools available to interactive 

system designers: task-analytic methods to model activities in which the user is 

engaged, user modeling methods to understand the user point of view in the course of 

interaction, cognitive-evaluative techniques to assess the cognitive impact of different 

designs, etc. 

This stance has to be transformed when we recognize that users play a much more 

active role during the interaction. Therefore, the designer should focus on ways for 

the user to understand the tool and how to use the tool in each situation instead of 

designing the ways to use the artifact. The first resource concerns the ability to 

operate on entities at different levels both acting with them and acting through them. 

While, in contrast, conversational approach separates the use of an artifact from its 

manipulation and configuration.  
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2.5.4.5. Embodied technologies participate in the world they represent 

As for Heidegger [Heidegger, 1927] the meaning arises from engaged action in the 

world, the Dourish’s embodied perspective rejects the traditional separation between 

representation and object: they are entities that participate to a single coextensive 

reality. Similarly, the technology of embodied interaction participates in the world 

they represent.  

Technically mediated communication involves the encoding of a communicative act 

into some representation (text, audio) and this representation is interpreted by the 

remote participant in addiction to the content of the communication.  

So, the representation works on multiple levels, and so interactive systems need to 

allow people to operate on them at multiple levels: in different contexts, the same 

entity may be an object of action or a means by which some action is achieved. 

2.5.4.6. Embodied interaction turn action into meaning 

The relationship between action and meaning is central to the idea of embodiment. 

The core idea of and embodied interface is the ability to turn action into meaning. 

Meaning does not reside in the system itself, but in the ways in which it is used.  

Features of the design afford particular ways of understanding it. For instance, within 

a community of practice [Wenger, 1998] (groups of people sharing histories, identity 

and meaning through their common orientation toward and participation in practical 

services; the communities of practice are the social grouping within with the meaning 

is formed, negotiated developed, and communicated) the technology does not simply 

afford certain sort of actions, but it also reflects particular sets of assumptions, 

convections and practices.  

2.5.5. Conclusion and directions  
Embodiment is a feature of interaction, not of technology. It is rooted in the ways in 

which people and technologies participate in the world. Embodiment is about engaged 

interaction rather then disembodied cognition; it is about the particular rather then 

the abstract, practice rather than theory, directness rather than disconnection.  

Embodied interaction is not a technology or a set of rules. It is a perspective on the 

relationship between people and systems. The question on how it should be 

developed, explored, and instantiated remains an open research problem.  

2.6. Discussions  

At the end of this excursus I want to analyze how the described methodologies can be 

applied to the evaluation and the development of user modeling and user-adapted 

systems. 
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The exploitation of qualitative methods to the evaluation of user modeling and 

user-adapted systems is not a new idea, even if quantitative methods are largely 

applied. As discussed in 2.4, Grounded Theory, for instance, has been applied to the 

evaluation of a user modeling system and helped to discover new concepts to take into 

account in the user model. Other qualitative methods of research have been 

successfully applied. For instance, see [Oppermann, 1994]. 

Evaluating user in a qualitative way requires a fewer number of users involved 

then in case of quantitative research. However, this has always been one of the critics 

moved to qualitative researchers. Their defense has always been that qualitative 

methods allow to reach a deeper knowledge of the subjects involved that compensate 

the less representative sample involved (see discussion in the final Conclusions of the 

thesis). 

In fact, what this kind of methodologies can offer is a more accurate knowledge of the 

real behavior of a user sitting in front of an interactive system compared to the 

artificial situation of lab environment. This information can be useful i) during the 

development of an adaptive system by singling out, for instance, the dimension for 

modeling the users and ii) for a system revision after the evaluation. The problem 

concerns the difficulty of modeling an interaction by taking into account a situated 

action instead of a plan, for example, predetermined by “search space” of goals and 

actions.  

The two perspectives seem to be opposite, but I want to find some point of 

contact. In particular my question is how an embodied approach can be applied to 

user modeling and user-adapted systems. 

Under a phenomenological point of view, we reach the meaning by acting in the 

world, so in case of user-machine interaction a subject reaches the knowledge about 

the system only by using the system and interacting with and through it. And also for 

“the system”, the subject becomes meaningful only during the interaction.  

Another key point of phenomenological perspective is that experience and interaction 

come before meaning, while the Cartesian view considers action arising from meaning 

as the expression of internal mental states. So, the way things are organized shape 

our understandings of those things.  

A logical conclusion of both these observations could be constructing the 

knowledge base of an adaptive system only during the interaction, by learning from 

the real user behavior since we cannot predict the user behavior until she experienced 

the system. Indeed, this is the point of view of machine learning techniques and 

collaborative filtering system that adapt the interaction without prior knowledge of the 

user. 
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Nevertheless, there are some ways to model the user in advance also under a 

embodied perspective. The user model could be originated, for instance, by the 

observation of real users interacting with similar systems or with the system to model, 

if it is already implemented. Therefore, interpretative techniques such as contextual 

inquiry, cooperative and participative evaluation and ethnography (see 2.1.2.2) can be 

applied to monitor and to have feedback from the user in every design step. 

To extract relevant dimensions we could, for example, analyze work practices and look 

for common patterns emerging from different users’ actions. On the basis of existing 

correlations between users and practices, information on how users understand the 

system can be gained and exploited to model the users.  

To offer personalized recommendations, instead, we could build the knowledge 

base by monitoring the user choices. Then, we could propose the system’s 

recommendations to the users and asking them to evaluate such proposals and 

discussing with them about their choices. Finally, revising the knowledge on the basis 

of user feedback. 

Following Dourish’s advices, the designer should focus on ways the user 

understands the tool and how she uses it in each situation instead of merely designing 

the ways to use the artifact (this is similar to the “tool paradigm” approach for 

interactive systems – the idea that a system should present itself to users as a tool 

without constraining how the tool is to be used [Dourish, 2001b]). Therefore, Dourish 

proposed techniques [Dourish, 2001b] such as visualizing the behavior of software 

systems, visualizing security, populating the social workspace, ad-hoc and emergent 

information structures. All these methodologies are aimed at giving cues, not about 

the low-level software implementations, but about the experience of computation. The 

question is allowing users to see the consequences of their actions, and understand 

how those actions can be transformed to yield different results [Dourish, 2001a]. 
Following this perspective we could link user modeling and adaptive systems to 

technomethodology (see 2.5.2.2), and in particular to the idea of providing facilities to 

interrogate interactive systems to discover their meaning. The consequence in user 

modeling and adaptive systems is making the user aware about how adaptation works 

(this is not a new idea, see [Oppermann, 1994; Höök, 2000) and adapt the ways in 

which these facilities are presented on the basis of user model. 

However, different users probably understand the tool in different ways. So users 

having a background in computer science have a different approach in understanding 

how an adaptive system works, compared, for instance, to users having a background 

in Communication Science. So, also in this case I advocate the need of different 

suggestion tailored on the basis on user profile. 

In conclusion, the most important lessons learned at the end of this excursus are  
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o the importance of user observation in her real context (social, cultural, 

organizational); 

o gathering field data and studying working settings;the importance of 

usage studies that point out the unexpected uses of technology that the 

designers had never intended;the attention to user practices and 

practices shared in the communities; 

o user involvement and user participation in the system design; 

o the link between meaning and experience. 
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3. Evaluation of user-adapted systems in practice 
 

After having described methods and techniques to evaluate interactive software 

systems, I want to propose how these methods can be exploited to evaluate user-

adaptive systems according to the three tasks in which Kobsa, Koenemann and Pohl 

divide personalized hypermedia applications44 (Kobsa et al., 2001). Thus, Section 1 

sketches the three tasks, Section 2 proposes the classification of evaluation 

methodology according to the tasks, and Sections 3, 4, 5 describes evaluation of three 

different adaptive systems.  

3.1. The three tasks characterizing personalized hypermedia 

applications.  

In their review of personalized hypermedia presentation techniques Kobsa, 

Koenemann and Pohl divide the personalization process into these three major tasks.  

o acquisition method and primary inferences, 

o representation and secondary inferences, 

o adaptation production. 

3.1.1. Acquisition Method and Primary Inferences.  
This task is aimed to identify and to gather the information necessary to construct an 

initial user model. This process can be further divided in three steps: 

1. identifying the available information about  

a. user’s characteristics (demographic data, user knowledge, user skills 

and capabilities, user interest and preferences, user goals and plans); 

b. computer usage behavior (selective actions, temporal viewing behavior, 

ratings, purchases and purchases-related actions, usage frequency, 

situation-action correlations, action sequences); 

c. usage environment (software and hardware environment, locale 

information such as user’s location or usage local). 

2. making the collected information available to the adaptation component of the 

application; 

3. constructing initial user model, usage model, and environment model. 

 

The information listed in Point 1 (user/usage/environment) can be obtained either by 

monitoring the user’s behavior or by external sources. For instance, while some user 

 
44 The authors define as personalized hypermedia application a a system which adapts the content, 
structure, and/or presentation of the networked hypermedia objects (web pages) to each individual user’s 
characteristics, usage behaviour and/or usage environment. 
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data can be supplied by the user, most usage data can be inferred from observation. 

The acquisition methods to obtain the data in Point 1 can be divided in: 

§ user model acquisition methods: 

ú user-supplied information (explicit questions, controlled 

queries, tests, exercises, etc), 

ú acquisition rules, which could be, for examples, acquisition 

rules that are typically executed when new information about 

the user is available, such as observed user actions or 

interpretation of user behavior;  

ú plan recognition, which deals with reasoning about the goals 

that the user may pursue and the action sequence (plan) she 

performs to achieve them; 

ú stereotypes reasoning, which consist in classifying people into 

categories and to make predictions about them based on a 

stereotype that is associated with each category;  

§ usage model acquisition methods, which are methods aimed at 

modeling the user behavior as direct basis for system personalization. 

Machine learning algorithms can be applied for these purposes; 

§ environment data acquisition methods, which deal with acquiring 

software environment information (i.e., information about the web 

client obtained from the HTTP headers), hardware constraints (which 

are difficult to asses in a implicit way) and locale information about the 

physical environment (i.e., locality information actively provided by 

mobile devices)  

3.1.2. Representation and Secondary Inferences. 
This task is aimed to represent the acquired user/usage/environment information 

appropriately in a formal system, let them available for further processing and to 

draw further assumptions. Several types of representation approaches and inference 

techniques can be applied: 

o deductive reasoning 

§ logic based representation and inferences: methods based on different 

logic based reasoning such as concept formalism, proportional 

calculus, modal logic, etc; 

§ representation and reasoning with uncertainty: in order to cope with 

the uncertainty present in user modeling, methods that rate the 

validity of user model contents by evidence rules can be applied 

(Bayesian network, fuzzy logic, etc)  
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o inductive reasoning 

§ learning: inductive reasoning about the user involves monitoring users’ 

interaction with the application and drawing general conclusion based 

on a series of observations. Learning algorithms can be employed to 

acquire user profile, such as features-based techniques, neural 

networks, and explicit user ratings.  

o analogical reasoning 

§ clique-based filtering (collaborative filtering): methods that adapt the 

system to the individual user on the basis of the behavior of her 

“interest neighbors”, other users that show similar interaction 

behavior; 

§ clustering user profiles: methods that form explicit user profiles using 

machine learning methods and statistics. Basically, clustering 

algorithms are applied to the available profiles in order to find similar 

users and to form group profiles.  

3.1.3. Adaptation Production.  
This task is oriented to the generation of contents, presentation and structure 

adapted on the basis of a given user, usage, environment model. For details about 

this task, see also [Brusilowsky, 1996]. 

o adaptation of content changes the information that is presented in 

hypermedia pages. Personalized contents can be aimed at offering: 

§ optional explanations, 

§ optional detailed information, 

§ personalized recommendations, 

§ theory-driven presentation, 

§ optional opportunistic hints. 

Possible techniques to adapt contents to different used are: 

§ page variants à are different version of the pages in which adaptation 

occurs; 

§ fragment variants à each adaptive fragment of a static page change at 

runtime; 

§ fragment coloring à the content remains unchanged, while for each 

user certain element of the page may be colored in a different way 

§ adaptive stretchtext à is elastic text that the user (or the system, in 

personalized hypermedia system) can extend or collapse; 
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§ adaptive natural language generation à natural language generation 

techniques are applied to create alternative text description for 

different users. 

o adaptation of presentation and modality changes the way in which 

information is conveyed to the user, while the content stays the same. 

Adaptation concerning multimedia presentation is often based on explicit 

user’s preferences.  

o adaptation of structure refers to changes in the way in which the link 

structure of hypermedia documents or its presentation to users is changed. 

Adaptation of structure can be realized by applying: 

§ collateral structure adaptation à links adaptation present in fragment 

variants; 

§ adaptive link sorting à ranking the link lists on the basis of their 

relevance for each user; 

§ adaptive link annotation à exploitation of different colors and symbol 

codes to annotate links in a personalized way; 

§ adaptive link hiding and unhiding à removing the visible indicator of a 

link in order to reduce the hyperspace (then the cue may be unhidden, 

for instance, when the user has all the necessary prerequisites); 

§ adaptive link disabling and enabling à removing the functionality of a 

link without changing its visual appearance;  

§ adaptive link removal/Additionà deleting the link anchors completely. 

 

Possible personalization functions of adaptation of the structure are concerned 

with the offer of 

§ adaptive recommendations: recommendations concerning products or 

information, navigation recommendations, etc; 

§ adaptive orientation and guidance: adapting the navigation style by 

offering different links to each user (e.g., personalized next buttons in 

educational systems); 

§ personal view and spaces: supporting users in creating personalized 

views and personalized “information spaces”, based mostly on usage 

data (e.g., adaptive short list of recent URLs; personalizes spaces on 

portal sites). 
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3.2. Evaluation methods according to Kobsa’s tasks 

In Table 3.1 I propose how the evaluation techniques described in the first two 

Chapters can be used during the three personalization tasks singled out by Kobsa et 

al. 

First of all, I advocate a layered approach, since, as described in 1.4.1, user-

adapted systems need a evaluation that differentiates, at least, problems concerning 

content adaptation and interface adaptation. 

Then, I want to underline that evaluation methods for user-adapted systems 

result well suited not only for the mere evaluation, as in regular HCI applications, but 

also as knowledge sources for the development of the adaptive application.  

So, for instance, task analysis can be used to analyze not only the way people perform 

their jobs, but also how different kinds of users perform their jobs and then modeling 

the interaction on the basis of these different models.  

In case of heuristic evaluation, what we need to know is if an interface works not for a 

generic user, but how can work for different users. Then, we can project the interface 

on the basis of the experts’ suggestions.  

Evaluations performed when the system is complete, instead, can lead to refinement 

and updating of the user model. And so on. 

This is of course not a new idea. A similar approach has been already proposed by 

Paramithys, Totter and Stephanidis [Paramithys et al., 2001] as outlined in 1.4.1. The 

difference is that i) I propose the exploitation of evaluation techniques taking into 

account different layers of adaptation (the Kobsa’s tasks) compared to those ones 

taken into account by Paramithys et al.; ii) the techniques here proposed encompass a 

wider range of evaluation methods. 

In addition, as Paramithys et al. already noticed [Paramithys et al., 2001], since 

the concept of the typical user of a system cannot be applied in adaptive systems, each 

individual evaluation task has to take into account a particular user having 

characteristics encoded in some type of user profile and in a particular context of use. 

Dix [Dix et al. 1998] listed the following factors distinguishing evaluation 

techniques:  

o the stage in the cycle at which the evaluation is carried out, 

o the style of evaluation, 

o the level of subjectivity or objectivity of the technique, 

o the type of measures provided, 

o the information provided, 

o the immediacy of the response, 

o the level of interference implied, 

o the resources required. 
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In the following Table I will try to pinpoint some more factors distinguishing the 

evaluation techniques exploited in the evaluation of user modeling and user-adapted 

systems.  
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Evaluation methods Acquisition Method And 

Primary Inferences 
Representation And Secondary 

Inferences 
Adaptation Production 
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Interviews, Questionnaires, Existing 

Users Surveys 

o To know which user’s 
dimensions acquiring 

o To collect user’s opinions 
useful to define primary 
inferences 

o To analyze correlations 
between user’s dimensions 
and opinions, tastes, 
behaviors, etc 

o … 
 

o To set the user model 
dimensions on the basis of 
collected information 

o … 
 

o To collect information on 
how the system works 
(useful also on the final 
phase of an experiment) 

o To collect user’s suggestions 
o To collect real user’s 

preferences 
o … 

Focus group Focus group with real users can offer information useful to every personalization tasks. The advantage is 
that the focus group can be oriented by the evaluator on the basis of the evaluation goals. This method can 
be applied in participative design evaluation and used to gain user’s feedback for every design phase 

Having user evaluating items  o To refine and update the 
user model 

o To check the correctness of 
recommendations 

U
se

r o
bs

er
va

tio
n 

Think aloud protocols Think aloud protocols involving real users can offer information useful to every personalization tasks. It has 
to be performed when the system (or a prototype) is running. This method can be applied in co-operative 
design and co-operative evaluation  

Task analysis o Useful to goal and plan 
recognition methods 

o To set cognitive dimensions of 
the user model  

o … 

o To adapt the interface to 
user’s tasks and goals 

o … 

Cognitive and socio-technical models o  o To model the user on the basis 
of the adopted model 

o To adapt the interface on the 
basis of the goals set by the 
model 

o … 
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Observing users in context   (see ethnographic studies, contextual inquiry, sequential analysis) 

Logging use It can be considered as a summative method and can offer clues for every design phases 

Pr
ed

ic
tiv

e 
ev

al
ua

tio
n 

Heuristic evaluation   o To establish interface 
adaptations 

o To check the correctness of 
interface adaptations 

Domain expert appraisals To get suggestions useful for the generation of inferences and recommendations and content adaptation 

Parallel  
Design 

  o To develop different interface 
solutions for different users 

Cognitive walkthroughs   o To observe how users 
exploit the interface and get 
clues on how interface 
adaptations work 

o … 

Fo
rm

at
iv

e 
Ev

al
ua

tio
n  

Wizard of Oz simulation To evaluate the adaptations without implementations 
 

Mock-ups   o To test the interface 
adaptations in the early 
phase of the design 

Scenario- based design   o To test the interface 
adaptations on the basis of 
proposed scenarios 

Prototypes For a first testing phase. On the basis of the implemented features, one (or all) the tasks can be evaluated 
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Usability testing – Acceptance test   o To check the usability of the 

(adapted) interface and the 
system’s performance 

Controlled experiment o For a complete (quantitative) evaluation of the system.  
o To refine and update the user model 

Ethnographic studies  o For a complete (qualitative) evaluation of the system.  
o For the individuation of the categories of the user model. 
o To refine and update the user model 

Contextual inquiry  o For a complete (qualitative) evaluation of the system 
o For the individuation of the categories of the user model 

Se
le

ct
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n 
pr
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es

s 
ev

al
ua

tio
n 

m
et

ho
do

lo
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Precision and recall, Training set and 
test set, Evaluation of the ordering, 
MAE and RMSE, Reversal rate, 
Sensitivity measures, Utility metrics, 
Simulation 

  o To test recommendations. It 
can be performed also in the 
first stage of the design 

o To refine and update the 
model 

 Grounded theory o For a complete (qualitative) evaluation of the system.  
o For the individuation of the categories of the user model. 
o To refine and update the user model 

 Sequential analysis o For a complete (quantitative) evaluation of the system 
o To refine and update the user model 

 

Table 3.1. Evaluation methods according to Kobsa’s tasks 
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3.3. Evaluating an electronic program guide 

In this Section and the following ones I describe four different evaluations I carried out 

during these last two years. This section describes the evaluation of an Electronic 

Program Guide. 

3.3.1. Introduction 
With satellite and cable TV, the convergence of TV and Internet and the advent of 

digital networks, the offer of TV channels will increase in the near future. 

Consequently, it will be very difficult for the users to find their favorite programs. They 

will be exposed to an information overload similar to those known in the World Wide 

Web. On one hand, in such a scenario personalized filtering techniques will become 

fundamental to reduce the huge amount of broadcasted programs. On the other hand, 

the growth of the TV-offer will allow users to differentiate their own choices. In this 

way the users will be able to impose them in a world that has seldom paid attention to 

personal preferences. Thus, the knowledge of individual tastes and habits will take an 

importance just unknown in the past. Therefore, it will be necessary the presence of 

an intermediary between the TV broadcasters and the viewers, such as a personalized 

electronic programs guide (EPG), in order to lighten the user from the burden of 

search. The purpose of an EPG, actually, is to recommend in a timely fashion the 

programs which best match the individual viewing preferences. 

3.3.2. The Personal Program Guide45 
The Personal Program Guide (Ardissono et al., 2001; Difino et al, 2002) is a user-

adaptive Electronic Program Guide that tailors the recommendation of TV programs to 

the viewer’s interests, taking several factors into account, such as her viewing habits 

during the different times of day. This system captures an individual model for each 

registered user and employs it to generate an EPG whose contents and layout are 

tailored to the user watching TV46. Moreover, the system automatically records the 

supposed preferred TV programs or suggests them to the user. The system is aimed at 

supporting the personalization of the interaction since the first time a user views the 

EPG and at achieving precise descriptions of the user’s preferences in the long term. 

To this purpose, the system integrates user modeling techniques based on explicit 

preferences (elicited by questioning the user), stereotypical information about classes 

of TV viewers, and unobtrusive user modeling techniques aimed at determining the 

 
45 This work has been developed at the Dipartimento di Informatica – Università di Torino in cooperation 
with TI LABS within the project “Modellizzazione automatica dell'utente nell’interazione su Web”. 
46 At the current stage, we have focused on the personalization of the EPG to individual TV viewers. The 
management of household viewing preferences is part of our future work. 
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user’s preferences on the basis of the observation of her viewing behavior. The system 

is based on a multi-agent architecture and is designed to run on the user’s Set Top 

Box, where it maintains the user models of individual TV viewers and generates the 

EPG. The decentralization has clear advantages in the preservation of the viewers’ 

privacy, as the user model is stored locally to the Set-top box. Moreover, the 

continuous analysis of the user’s actions on the TV is possible, therefore supporting 

the revision of the user model based on a complete picture of her viewing behavior. 

The User Modeling Component (UMC) is the core element for the personalization 

task. This agent maintains the whole information about socio-demographic data and 

preferences of the registered users. The UMC is composed of four modules:  

o the UMC Manager that manages the user model exploited within the system 

for generating the personalized EPG. This module infers the user’s preferences 

by relying on a set of user modeling modules (UM Experts, see the following 

points) that apply different user modeling techniques for the estimation of such 

preferences. The UMC Manager combines the experts’ predictions, which could 

be conflicting, into a Main User Model that represents the integration of the 

different points of view on the user’s preferences; 

o the Explicit Preferences Expert that infers the user’s preferences on the basis 

of her general interests and her declared preferences for broad program 

categories; 

o the Stereotypical UM Expert that exploits stereotypical information about 

viewing behavior to predict the user’s preferences, given her socio-demographic 

data and her declared hobbies and interests; 

o the Dynamic UM Expert, which infers the user’s preferences by unobtrusively 

monitoring her viewing behavior, i.e., the actions performed while she consults 

the EPG or she watches TV programs. 

 

The UMC Manager integrates the experts’ points of view on the user’s preferences by 

merging their predictions in a weighted way, depending on the presumed reliability of 

the predictions, and caching the resulting estimates into the Main User Model. To 

describe the reliability of a prediction, the expert’s confidence in the prediction itself 

has been employed. This confidence is a subjective evaluation, performed by the 

expert without taking user feedback into account, and depends on the estimation of 

the quality of the data used to generate the prediction. 

In the following, I will focus on the component of the system useful to clarify the 

formative evaluation i) of the PPG selection process and ii) of the three interface 

prototypes described in 3.3.4. For more details about the other components of the 

systems see [Ardissono et al., 2001; Difino et al, 2002].  
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3.3.2.1. The Stereotypical UM Expert 

The exploitation of sociological stereotypes seems to be usual in the mass-media 

world. Thus, we decided to generate our user modeling knowledge base starting from 

an analysis of existing surveys about TV viewers. Particularly, we examined the 

lifestyles surveys that cluster the population into groups according to consumers’ 

preferences, socio-cultural trends, and homogeneous behaviors. Especially, we 

concentrated on a lifestyles' study, Sinottica, conducted by Eurisko data analyzers 

[Calvi, 1986]. Given the completeness of the considered viewpoints and the reliability 

of collected data, we decided to build the stereotypes knowledge base starting from the 

Eurisko lifestyles. However, the information regarding the lifestyles is not defined in a 

formalized way. Thus, we exploited a formalism to structure the information 

characterizing each user class in order to represent in a formalized way the lifestyles 

descriptions [Torasso and Console, 1989]. Moreover, we structured the stereotypes in 

two main parts, assuming a plausible correlation among homogeneous user groups 

and their preferences:  

o a profile, containing the classification data of individuals belonging to the 

represented stereotype;  

o a prediction part, containing the preferences typical of such individuals.   

 

A similar approach has been adopted in SETA, a prototype toolkit for the construction 

of adaptive Web stores [Ardissono and Goy, 2000]. While the classification data are 

used to evaluate how close the individual viewer using the EPG matches a 

stereotypical description, the preferences are used to enable the user modeling system 

to make initial predictions by exploiting stereotypical information. The Eurisko 

lifestyles description has been used for the profile of the stereotypes, which has been 

further split into two main parts: personal data (age, gender, education level, type of 

job, geographic zone); interests. 

Regarding the prediction part of stereotypes, we initially analyzed a survey on the 

exposure to the TV, made by Eurisko in collaboration with Auditel, the “super partes” 

company which daily picks up information about TV audience [Auditel, 2000]. We 

analyzed these information items considering the average audience reception rating 

(number of average viewers in every minute of a program) and the share (percentage of 

viewers of a program compared to the overall audience in the same time slot) [Casetti 

and Di Chio, 1998]. To obtain more detailed information, we decided to merge the 

Eurisko/Auditel audience data and the information about interests. We assumed an 

existing correlation between the user’s interests and the programs concerning his 

interests. Moreover, we refined such collected data by comparing it with the audience 

data of Eurisko Big Map [Casetti and Di Chio, 1998], a sociographic analysis of Italian 
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society. Finally, we included in the prediction part two temporal dimensions: the 

watching frequency and the viewing time. 

For more details concerning the Stereotypical Expert see [Gena, 2001; Gena and 

Ardissono, 2001; Ardissono and Goy, 2000] 

3.3.3. Overview of the functionalities offered by the system 

This section describes the functional specification of the Personal Program Guide, 

which is perceived by the user as a personal assistant offering advanced TV services 

and helping her to easily manage the record/memo actions. The Personal Program 

Guide supports multilingual access and the current prototype is accessible in Italian 

and in English.  

In the following subsections, the main facilities offered by the system are discussed, by 

using as an example the GUI of the prototype developed for demonstrating the 

Personal Program Guide on desktop environments. While this description is aimed at 

explaining the main facilities offered by the EPG, the proposed TV interface, to be 

developed for the TV-Set environment, is discussed in section 3.3.4.4. 

3.3.3.1. Browsing the Personal Program Guide 

In order to view the EPG, the user has to log on into the system by entering her name 

and her password. The first time she logs in, she has to register and to provide a set of 

optional pieces of information, such as socio-demographic data, interests, TV 

programs preferences, etc.; these data are used to initialize the user model. After the 

login phase, the system shows the main EPG interface that is mainly devoted to the 

list of TV programs (visible on the central portion of Figure 3.1). By default, this list is 

referred to the current time and the TV programs are ranked by taking into account 

the profile of the logged user. 
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Figure 3.1. Personal Program Guide: PC simulator main window. 

 

Apart this list, which occupies the most part of the display, the interface includes 

three command areas.  

The left area shows: 

o six search constraints that can be used to query the program guide 

(Channel, Category, Viewing Time, Day, Language and Cast); 

o a list of buttons that can be used to retrieve the archived programs 

(Memo TV Events, Recorded TV Events, Bought TV Events); 

o a button used to switch between the personalized and the regular 

program guide (Personalization ON/OFF). 

At the top of the interface, from left to right, there are the following buttons: 

o a button to access the user-profile (displaying a “persona” icon); 

o a button to access the session “Look and Feel” (L&F) to set up different 

skins for background and colors; 

o a “Demo” button to get information about the facilities offered by the 

EPG; 

o three standard buttons (help, logout, exit). 
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The bottom bar includes, from left to right, a collection of buttons for requesting the 

main EPG facilities. These buttons are represented by standard icons and are 

associated to the following actions: Play, Record, Memo, More Info, Buy, Evaluate a 

program (Like and Dislike buttons). It should be noticed that, when the action 

associated to a button is not allowed for some reason, the button color is faded. For 

example, the “Play” option, which enables the user to view a broadcast program, can 

only be selected after the program has started.  

3.3.3.2. Recommendation of TV programs  

The user can get the information about TV programs in two modalities. In the default 

mode, the personalization facilities are used (Personalization ON) and the TV programs 

are ranked by taking her profile into account: the less suitable programs are filtered 

out and the most promising ones are shown at the top of the recommendation list (see 

Figures 3.1 and 3.2). The other mode disregards the personalization. In that case, the 

list of TV programs is sorted on the basis of the programs starting time. The user may 

switch from one option to the other by clicking on the left-down button labeled 

“Personalization ON/OFF”.  

The degree of recommendation of a program is displayed by showing a set of 

“smiling faces” close to the main program description. This does not represent an 

objective evaluation of the quality of the program, but the degree of matching between 

the program characteristics and the user’s preferences, estimated by the system. Since 

it is not always so clear that by default the best items are ranked at the top of the list, 

and the user can also sort and filter the programs in different ways [see Section 

3.3.3.3], the exploitation of such icons improves the user understanding of the system 

behavior. 
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Figure 3.1. Personalization ON and highlighted recommended level column. 

 

To view a program, the user has to select the “Play button” (bottom bar of the 

GUI), after having selected the program. Then, the guide is turned off and the screen is 

tuned on the TV mode. If the user selects a pay-per-view program, she also has to 

start the payment procedures by selecting the “Buy button” before having the program 

available. 

3.3.3.3.  Sort and filter 

The available programs can be sorted by starting time, category, title, channel and 

recommendation by selecting the corresponding buttons at the top of the 

recommendation list: see Figures 3.1 and 3.2. By selecting the search constraints 

(shown on the left side bar), the user can filter the whole program guide, focusing on a 

particular channel, category, language, time band (morning, noon, afternoon, evening, 

night), day and cast. The sort and filter facilities are accessible both in the 

“Personalization ON” and in the “Personalization OFF” mode. 
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3.3.3.4. Like, dislike and more information 

The logged user can easily ask for more information about a program. By selecting the 

“More information” button, a pop up window will show details about the highlighted 

program, if they are available to the system. Such details include the title, subtitle, 

year, country of production, language, cast, content description, parental rating 

concerning the program (Figure 3.3). Not all this information is always available, but it 

depends on the category of the individual program and on the information collected by 

the system in its local database.  

The user can also provide the system with feedback about the recommended 

programs by rating them. In particular the user can click on the “Like” or “Dislike” 

buttons after having highlighted a program. 

 

 
Figure 2.3. More Info about a TV program. 

3.3.3.5. Memo and record 

If the user selects the “Memo” button, the system will advice her about the start of the 

highlighted program (see 3.4). By selecting the “Memo TV Events” menu voice, all the 

requested “Memo Events” are listed. Otherwise, if the user wants to record a program 

she has to select the “Record” button after having highlighted the program. By 



3 - Evaluation of user-adapted systems in practice 

 124 

selecting the “Recorded TV Events” voice menu, all the recorded programs are listed. 

No more than one program can be recorded at the same time, but there are no 

constrains about the number of concurrent “Memo Events”. 

 

 
Figure 3.3. Memo suggestion. 

3.3.3.6. Proactivity 

The Personal Program Guides supports the user in the selection of programs and, 

possibly, focuses her attention on incoming programs she has not considered yet. The 

user is required to specify which level of initiative she wants the system to display in 

the recommendations. Three choices for Memo and Record support have been defined: 

disabled, low support, high support. The system analyzes the set of available programs 

and, for each registered user, it retrieves the most interesting programs she has not 

yet considered. When a program is found, depending on the initiative level specified by 

the user and on the ranking of the program, the system can either autonomously 

record it or include the program in the user’s “memo list”. If the user is logged in, the 

memo and record suggestions are notified by means of an alert window. Otherwise, 

the memo suggestion is ignored and the record suggestion starts the automatic 
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recording of the program. In this last case, as soon as the user logs in, an alert 

message is shown to advise her about the newly recorded program. 

3.3.4. Experiments 

3.3.4.1. The evaluation of the system’s recommendation capability 

Since in our system the final recommendation of TV programs is based on the 

contribution of three different UM Experts, an evaluation of the system 

recommendation capability has to take into account the different contributions of 

these three modules. As the complete evaluation of the system is possible only with 

the system running on a TV box, the evaluation of the Dynamic UM Expert’s 

predictions is not available at moment. Thus, in this formative evaluation, the 

attention has been focused on testing the Stereotypical UM Expert predictions because 

the Explicit UM Expert translates in a direct way the explicit user’s preferences (and 

interests) into preferences of the categories introduced in the General Ontology. 

The first part of the Stereotypical UM Expert evaluation concerns its capability of 

properly classifying subjects into the right stereotypes, while the second one concerns 

its recommendation capability. 

Subjects. 62 subjects, 22-62 aged, with different education and different social level. 

They were all target users of the PPG. 

Procedure. The subjects have been interviewed in order to collect their socio-

demographic data, their interests and their preferences for TV programs. Then, the 

gathered information has been entered into the system to evaluate the degree of users 

classification and the accuracy of the recommendations. The survey was conducted in 

October-November 2001 and the participants were Italian citizen living in - or in the 

suburbs of - the city of Turin, in the North of Italy. 

Questionnaire. Three main topic areas were identified in the questionnaire: general 

question, information about general user’s interest (books, music, sport, religion, etc) 

and preferences for categories (Movies, News, etc) and subcategories (Action Movies, 

Cooking Programs, etc) of TV programs. The final questionnaire was made up of 4 

questions where both the questions and the answers were fixed. The questionnaires 

were auto-filled by the users to avoid any possible interviewer’s interferences and 

gained a week after the distribution. The questionnaire was anonymous and 

introduced by a written presentation explaining the general research aims. For the 

items concerning general data participants were required to thick the appropriate 

answer from a set of gives answers. In the other questions, users had to express their 

level of agreement with the options concerning the given questions by choosing an 

item of a 3-point Likert scale.  
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Measures. Concerning the evaluation of the effectiveness of the stereotypical 

classification, we have compared the system classification with the classification of an 

Eurisko lifestyles specialist.  

To evaluate the distance between the system predictions and the users' preferences we 

have calculated the MAE, RMSE. In general, a lower value of MAE means better 

results in recommendations (see 1.2.5). While to test the accuracy of the selection 

process we have measured the precision of the collected data (ratio between the user-

relevant contents and the contents presented to the user, see 1.2.1). 

3.3.4.2. The evaluation of stereotypical classification 

The comparison between system classification and the lifestyle specialist the shows 

that 70% of the users have been correctly classified by the system, while the 

remaining 30% have been incorrectly classified for two main reasons: 

o the system classification fails when the user’s interests are different from 

those evaluated according her socio-demographic data. For example, if a user 

a has socio-demographic data typical of stereotype A, but interests typical of 

stereotype B, she will be classified as belonging to stereotype A. Then, the 

prediction will be incorrect because a will prefer programs recommended for 

users belonging to stereotype B. In order to balance the contributions of the 

two sets of classification data, the interests are also considered as explicit 

preferences and managed by the Explicit Preference Expert. However, since in 

the FACTS project [Bellifemine et al, 1999], by analyzing viewing histories 

noticed that the explicit preferences declared by users are often inconsistent 

with their own viewing behavior, the system classification (and the derived 

predictions) are taken into account until new real user data are collected by 

the Dynamic UM Expert; 

o the data provided by the Eurisko survey does not cover the whole Italian 

population. For instance the “retired” stereotype is merely referred to low-

income users and therefore all the remaining retired users (e.g., retired 

managers) are not considered. On the contrary, only high-income teenagers 

(high school/college students) are classified and all the remaining ones are 

ignored. Therefore this lack of information has to be filled to improve the 

coverage of the stereotypical KB and the consequent correctness of the system 

classification. 

3.3.4.3. The evaluation of system’s recommendations 

The TV program predictions generated by the Stereotypical UM Expert have been then 

compared to the explicit preferences expressed by the users.  
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In order to compare the Stereotypical UM Expert predictions and the users’ 

preferences, the preferences values generated by the Explicit Preferences Expert have 

been exploited instead of the mere collected qualitative values (low, medium high). The 

preferences values generated by the Explicit Preferences Expert are reliable measure of 

users’ preferences because the system does not incorporate further inferences during 

the generation of these values, but it simply propagates the explicit user preferences in 

the General Ontology. Moreover, the Stereotypical UM Expert does not take into 

account the user explicit preferences to generate its own suggestions. Therefore, after 

having entered the user’s socio-demographic data and the interests (exploited by the 

Stereotypical UM Expert) and her preferences values in the User Explicit Profile, the 

differences between the values generated by the Explicit Preferences Expert and those 

ones generated by the Stereotypical UM Expert have been calculated. In this way, MAE 

is obtained using similar measures. 

68 different TV program category predictions have been compared with the 

corresponding users explicit preferences, with possible values ranging between 0 and 

1. The obtained mean absolute error value is 0,26 with a standard deviation of 0,17 

(see Table 3.2). This result cannot be considered satisfactory and also the precision is 

quite low. Probably the MAE value has been strongly influenced by the percentage of 

subjects (about 30%) incorrectly classified in the stereotypes as described above.  

 

 
Stereotypical UM expert vs. explicit 
users preferences 

 
MAE = 0,26 
Precision=0.40 

 
SD = 0,17 

 
Number of programs 
compared = 68 per each 
subject 

 
Main User Model (Stereotypical UM 
E. + Explicit UM Expert) vs. explicit 
users preferences 

 
MAE = 0,10 
Precision=0.51 

 
SD = 0, 071 

 
Number of programs 
compared = 112 per 
each subject 

Table 3.2. The evaluation of system’s recommendations 

 

Since the final recommendations of the system are generated by the integration of the 

three UM Expert, the distance between the Main User Model recommendations, which 

incorporates the three Experts’ predictions, has been calculated. Again, as explicit 

users’ preferences the values generated by the Explicit Preferences Expert have been 

considered. Since at the moment are not available sufficient data about the real 

behavior of the subjects in a sufficiently long time window, the Dynamic UM Expert 

returns an empty list of preferences. Therefore, the predictions integration has been 

only provided by the Explicit Preferences Expert and the Stereotypical UM Expert. As 

in the evaluation described above, the system’s predictions are expressed in a value 

ranging between 0 and 1 and, this time, 112 different TV programs categories 

predictions have been compared with the corresponding users explicit preferences (the 
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integration of two experts increases the number possible comparison since more 

General Ontology’s categories can be taken into account).  

In this second stage, the obtained mean absolute error value is 0,10 with a 

standard deviation of 0,071 (see Table 3.2) and the precision value is o,51. The 

improvement of the MAE confirms our hypothesis about the validity of the integration 

of different source of information. The main reason of this improvement is due to the 

management of the incorrect stereotypical classification. As described above, 30% of 

evaluated subjects have been incorrectly classified into stereotypical descriptions. 

Most of them have been classified almost in all the stereotypes and therefore the 

Stereotypical UM Expert has a very low confidence in its predictions, which are too 

general and too approximately corresponding to the real user’s preferences. On the 

contrary, since the Explicit UM Expert is more confident, its predictions have been 

more weighted during the final integration. Thus, the final Main User Model’s 

predictions have been closer to the user’s preferences than those ones suggested by 

the Stereotypical UM Expert and this explains the different values of MAE (see Table 

3.2). However, the precision value has to be still improved, since the percentage of 

user-relevant contents does not match our expectations. 

Both the contribution of the Dynamic UM Expert and a broader coverage of the 

stereotypical KB can still decrease the difference between the predictions generated by 

the system and the user’s preferences. Moreover, by adding the Dynamic UM Expert’s 

predictions, a list of real TV programs can be produced and evaluated by the users in 

order to discover if they really would watch the suggested programs (in the currents 

experiments only the distance between categories and sub-categories of TV programs 

evaluated by the users and their corresponding system recommendations have been 

calculated).  

In conclusion, this first formative evaluation has given interesting contribution for 

a refinement and updating of the system. A broader evaluation will carried out taking 

into account also the contribution of the Dynamic Um Expert and after having 

implemented the suggested corrections. 

3.3.4.4. The TV interface design 

In the initial stage of the system, to test the main functionalities of the EPG, the 

system was implemented in a PC set environment. In order to transfer the system in a 

TV set environment, the current computer based interface had been modified 

according to the constraints of the new device and the different kind of interaction. 

However, the functionalities offered by the EPG are the same, likewise the users events 

captured by the system.  
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Following a user centered approach to the interface design we decide to carry out 

a formative evaluation also for the interface. Three different interfaces prototypes (see 

1.1.4) have been designed and these static prototypes have been tested with 24 

subjects. 

 

Issue on TV-based interfaces. The interaction within the multimedia world is now so 

inclusive and sophisticated that the TV interfaces, even the most elaborated ones, 

cannot compete with the computer based ones. The TV based interactive applications 

are very different from the computer based ones. The interaction techniques are 

different: there is no mouse and no object direct manipulation. The users target is 

wider and less homogeneous: the potential users could be either people that seldom 

use the computer or do not use the computer at all. Therefore, the computer 

metaphors should be avoided, since not all the target users are familiar with windows, 

desktop and menus. Moreover, the context and the focus of the interaction are 

completely different. The TV is often located in a living room and its social role in the 

family and its influence in the contemporary society are well known phenomena in 

sociology, mass-communication, psychology, and so forth.  

Until now the research trends in the TV-based interaction have been focused on 

the integration by simplification and the major efforts have been directed towards the 

access personalization and the interaction reduction [Visciola, 2001]. Concerning the 

users’ expectations, test carried out highlighted a strong easy-to-use request [Buczak 

et al, 2002] and expectation of print-like functionality [Baudish and Brueckner, 2002].  

Moreover, the user engagement in the interaction with the TV has always been 

poor, because it has always required not too much initiative: the users are in the 

“receive mode” and they prefer receiving information than provide it [Norman, 2001]; 

therefore the interface should not to offer too much functionalities. The ideal interface 

should be a self-evident interface requiring a moderate user effort to be learned, 

hopefully without need of printed help.  

Following the Mohageg’s and Wagner’s definition of information appliance [2000], 

an EPG can be described as a computer enhanced consumer device dedicated to a 

restricted cluster of tasks. The main differences between these kinds of devices and 

the PC based ones are the less elaborated interface solutions, the wider audience, the 

lower users’ expectations, the request for an easier learning level and the limited 

purposes of the appliance. Moreover, when an information appliance is designed for an 

entertainment environment further considerations have to be taken into account: i) 

users are more relaxed; ii) experience is more pleasant; iii) tasks are less structured; iv) 

users’ attention is lower; v) interface should not be too much invasive since the 

interaction with the content is more important then any other factors. 
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As far as more practical suggestions for the EPG interface design are concerned, 

Web TV design rules [Nielsen, 1997a-b] can be borrowed in addition to more general 

usability guidelines. 

However, the Web TV has a set of serious design constraints that, can guarantee a 

good level of usability [Nielsen, 1997b] by limiting the possible (bad) choices in 

interface design. For instance: i) the screen resolution is low and therefore the choices 

of background colors are limited, ii) the movements allowed by the input devices are 

slow and limited, iii) the interaction is more distant, iv) the cursor key button are 

largely exploited as basic tool for the interaction, and so on. 

Focusing on the EPG usability issues, a set of useful guidelines arose from the 

evaluations carried out by the Serco Usability Services [Serco, 2000] and from the 

analysis of some existing EPGs [Barbieri et al., 2001; Mc Donald et al., 2001].  

The interface prototypes. Three interface prototypes have been designed and 

implemented on a computer screen with low resolution (640 x 480 pixel). The 

proposed layout is quite similar to that one described in 3.3.3 and modified following 

the constraints and the design guidelines for TV based interfaces. 

Prototype A [Figure 3.5] has been designed as the most complex one. The screen 

has been divided in five frames:  

o a left frame containing the search constraints and the list of menu voices;  

o a top central frame grouping the general utilities (user profile, help, exit, 

logout, etc);  

o a main central frame containing the programs list (time, channel, theme, title, 

suggestion rate);  

o a bottom central frame containing a set of buttons for the main EPG 

functionalities;  

o a bottom frame for the paging buttons and for a title bar displaying the 

purpose of the selected functionality. 

 

The goal of the interface is to collect in a single display both the information about 

the programs and the main functionalities of the EPG in order to avoid multiple 

switching. 

In prototype B [3.6] the central part of the screen has been completely devoted to 

the programs list. Compared to prototype A, there is no left frame and therefore the 

access to the search functionalities and to the main menu voices is available in the top 

frame. A “Search” and a “Menu” buttons have been added to connect other screenshots 

dedicated to these tasks. For example, after having selected the “Research” icon a 

screenshot dedicated to the advanced research will show the possible research options 

[Figure 3.8].  
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In prototype C [Figure 3.7] the strongly recommended programs are emphasized 

using a larger font size and different colors to make them more visible than the less 

promising ones. This last solution has been designed to test the effect of adaptation 

presentation techniques for the personalized version of the EPG [Brusilovsky, 1996].  

As described in section 3.3.3.2, in all the considered interfaces the degree of 

recommendation of a program is depicted by a set of “smiling faces” closed to the main 

program description and showing the degree of matching between the characteristics 

of the program and the preferences of the user. 
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Figure 3.4. Interface prototype A 

 

 
Figure 3.5. Interface prototype B 
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Figure 3.6. Interface prototype C 

 

 
Figure 3.7. Prototypes B-C: the search screenshot 

 

3.3.4.5. Evaluation of the proposed user interfaces 

Evaluating prototypes can be particularly effective at solving problems such as 

developing menu hierarchies that users can understand and grouping and labeling 
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information. Moreover, these tests allow designers to make changes before it is too late 

and they make it possible to incorporate user feedback into the early design process. 

Since benefits can be gained from a user-centered approach, an early and continuous 

evaluation of the Personal Program Guide system has been planned. 

 

Subjects. 24 subjects, 22-62 aged (a subset of those ones interviewed in the former 

test) 

Procedure. Since the prototypes were static only qualitative evaluations were possible. 

During the test, after a general explanation of the system, the users were guided to the 

exploration of the interface through simulated scenarios (a number of paths through 

the interfaces had been realized to simulate some possible scenarios), then they had to 

answer questions about the meaning of the icons, buttons and the labels, the 

grouping choices and their preferences for the prototypes [Figures 3.18-3.20]. 

Results. The collected results showed that most subjects preferred prototype C 

(45.45%), followed by prototype A (40.9%), while 13.6% of the subjects preferred 

prototype B. Since the third and second prototypes have the same basic layout, most 

subjects (59.05%) preferred the less advanced version of the EPG, which is mostly 

dedicated to the program list.  

Concerning the appraisal of the adaptivity choices, 55% of subjects preferred 

prototype A [Figure 3.4] and suggested the application of prototype C adaptation 

techniques [Figure 3.6] to A interface. Therefore, considering this rate and the strong 

preference for prototype C (45.45%), most users appreciated the proposed adaptation 

techniques (using higher contrast colors and larger font size to emphasize the most 

suggested TV programs).  

The meaning of the icons has also been evaluated and the less comprehensible 

ones have been changed following the users advises.  

Concerning the users satisfaction and their suggestions, most users were 

enthusiastic about the EPG functionalities and the main suggestions were: to improve 

the ease of use; the importance of “More Information” availability about programs; the 

possibility to have favorite channels list; a clear distinction between “Pay per View” 

programs and not; the visual icons for categories and subcategories of programs; the 

possibility to make comparisons among different channels during the same time slot; 

the audio version of the EPG for blind people; the possibility to have correlated 

information about the program by means of links (e.g. information about the 

soundtrack of a movie); the list of the scheduled time slots of a repeated program; the 

possibility to set transparent and background colors; the possibility to recover the last 

search results after having selected a program by the “Play” functionality; the 

availability of different kinds of information for different types of TV programs.  
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This first prototypes evaluation underlined a request of simplicity (most users 

preferred the simplest interface) and ease of use. Moreover, the visual cues and the 

color solutions have been highly preferred to the textual ones. These suggestions are 

useful to proceed in the development of TV interfaces. Then, a complete usability 

evaluation should be planned with the system running in a TV-Box and participants 

interacting with a remote control (or a wireless keyboard) and watching a TV screen. 

Moreover, to improve the usability of the system and to speed the interaction with 

PPG, the main functionalities (play, record, more info, paging, home, back, recent etc.) 

will be also accessible from a remote control, together with the four-cursor keys, as 

several studies suggested [Nielsen, 1997a-b; Norman, 2001].  

Following the suggestion of the above results, our current interface choices are 

addressed to the further development of prototypes B and C (less complex interface 

with and without adaptation solutions). Moreover, to offer different background and 

different style choices to the users, interface skins47 will be available in the session 

“Look and Feel” to set up personalized backgrounds and colors. In order to exploit the 

stereotypical information also for this kind of suggestion, after the first login the 

system will try to guess a particular skin on the basis of the user classification in the 

classes of TV viewers. As other studies [Fucs, 2001] already suggested, to provide a 

more intuitive system interaction, personality styles can be taken into account to 

satisfy internal needs in addition to functional needs. Since the survey exploited for 

stereotypes KB [see 3.3.2.1] provides psychological and behavioral descriptions about 

the lifestyles groups, this information can be used to infer preferences for graphics 

and styles. Therefore, general statements about stereotypical personalities have been 

translated into concrete issues that could be relevant to the EPG interface design. By 

exploiting the two dimensions (doing vs. thinking, strength vs. smoothness, personal 

goals vs. social interest) used in the Eurisko Big Map [Eurisko, 2000], where the 

lifestyles groups are placed in a bi-dimensional space, the PPG stereotypes have been 

grouped into broader classes. For each class a basic skin has been defined, also taking 

into account other information such as age, social status and gender. For instance, a 

more colored and modern layout is proposed to younger and personal goal-directed 

users, while a clearer and classic interface is proposed to older and more reflexive 

users. However, these are only rough suggestions and the user will be able to change 

the skin following her personal tastes by accessing the “Look and Feel” session. 

 
47 A skin is a graphic file used to change the appearance of the user interface but not the offered 
functionalities. 
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3.3.5. Related work 
Several information filtering tools are used to recommend items in Web-based services 

such as Web stores, electronic libraries and TV listings services; e.g., [Resnick and 

Varian, 1997], [Greening, 2000], [NetPerceptions, 2002] and (Fink et al., 1998) for an 

overview. Several examples can be found in the TV programs recommendations field. 

For instance, MovieLens [MovieLens, 2002] is a research site run by the GroupLens 

Research group at the University of Minnesota that uses collaborative filtering 

technology to make recommendations of movies/videos that the user might enjoy. The 

predictions the user gets are personalized to her tastes, which are learned by asking 

her to rate at least 10 movies that she have seen before. The core feature of the system 

is the GroupLens [GroupLens, 2002] recommendation engine that is able to suggest 

items on the basis of explicit evaluations provided by the user and implicit information 

gained by the observation of the user’s behavior.  

However, these systems, based on techniques such as collaborative and content-

based filtering for personalizing the suggestion of items, are typically designed as 

monolithic architectures, which can hardly be modified, or integrated with new 

modules to enhance their functionalities. Although this is not a problem for the Web 

search applications they have been designed for, it limits their applicability to other 

domains. For instance, these systems run on central servers and store the information 

about users and products in their own databases. Some activities, e.g., collaborative 

filtering, can currently be performed only in a centralized way, but the decentralization 

of tasks is essential to the TV world, which imposes privacy issues on the treatment of 

the users' data and severe constraints on the time needed to download information. 

For instance, the PTV Listings Service system [Cotter and Smyth, 2000] is a 

commercial system that generates personalized EPGs accessed by browsers and WAP 

phones. The system is based on a centralized architecture and uses collaborative and 

content-based filtering techniques to select programs for the EPG. A profiler agent 

maintains information about the user's preferences for programs and other, more 

general preferences, concerning channels, watching time, etc.; as the profiler agent 

continuously tracks the user's behavior, real-time personalization of the EPG is 

supported. To overcome the central server problem and the lack of connection with the 

TV, Smith et al. proposed the integration of PTVplus (the current evolution of PTV 

available through PC, PDA and WAP phones) and GuideRemote [Smyth et al., 2002a], 

an interactive universal remote control that integrates Internet and the LCD 

technology. From PTVplus the user can download the personalized guides into the 

GuideRemote, which combines the facility of a handheld EPG and a remote control. 

On the return path, the GuideRemote can capture the user’s selection and PTVPlus 

can use this information as grading source. On the recommendation quality point of 
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view, another interesting feature offered by PTVPlus [Smyth et al. 2002b] is the 

exploitation of data mining techniques to extract hidden relationships between 

programmes in PTVplus user-profile cases.  

Further specific commercial systems have been developed for digital TV. The 

Singularis S.3P system [Singularis, 2000] generates personalized EPGs that can be 

accessed both on the Web and from the TV device. Moreover, it offers a personalized 

video recording facility to autonomously download on digital VCR the programs 

assumed to be of interest to the user. TiVo [Tivo, 2000] and Replay TV [SONICBlue, 

2002] support a personalized management of digital VCRs, however, they differ in the 

type of preferences used for selecting programs. TiVo generates customized listings 

and automatically records programs, on the basis of the user's choices and explicit 

feedback, but it also tries to reason about the user feedback to produce better 

suggestions. In contrast, Replay records TV programs on the sole basis of the user's 

explicit choices. 

On the side of different user modeling techniques integration in the TV domain, 

Buczak et al. [2002] combined recommendations from various constituent 

recommendation algorithms to improve the user’s trust in their TV show 

recommender. They fused the implicit recommenders (based on individual and 

household viewing history) and the explicit one (based on explicit users’ preferences) 

using a neural network. The final results showed that such a fusion network performs 

well for users it has not yet encountered. Van Setten et al. [2002] combine prediction 

techniques to optimize the personalization of TV programs. Their system chooses a 

techniques taking into account three factors that can cause the dynamic of 

personalization: the usage lifecycle, the information lifecycle and the system lifecycle. 

Their test results indicated that the prediction strategies improve prediction quality by 

using that best combination of techniques in a particular situation.  

The exploitation of stereotypes-based techniques is not new in the user modeling 

field [rich] and it seems to be particularly suitable to address the cold start problem by 

achieving a quick and effective way of initialize a user modeling system. Concerning 

the use of TV viewer stereotypes, Kurapati and Gutta [2002] proposed the exploitation 

of stereotypical patterns of TV shows derived from a sample set of users observed for a 

period ranging from 5 months to 2 years. They derived stereotypes by applying 

clustering techniques to the view history data set. A new user has to choose her 

closest stereotypes to start her profile, which will evolve during the time towards a 

specific profile. To avoid users having to set up their profiles by going trough all the 

programs genres, Barbieri et al. [2001] let the users select a predefined stereotype 

such as Movie Lover, Film Freak, and Documentary Buff. Goren-Bar and Glinansky 

[2002] proposes the Family Interactive TV system that filters TV programs on the basis 
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of stereotype groups. Their stereotypes are classified according to age and occupation 

groups. During the first login phase, the user has to grade the programs categories 

and to tell what is her probability to be in front of the TV in any given 2-hour slot to 

generate a preferences/hour vector. In order to not annoying the user with the need to 

identify each time she wishes to watch TV and to manage the problem of multiple 

users at once, the system tries to guess the current user(s) and suggests several 

programs on the basis of the preferences/hour vectors generated by the system. 

Another system [Pearson, 2001] tries to address the problem of the mandatory login 

phase proposing a speech interface solution by a close-talking microphone to 

recognize the user. 
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3.4. Evaluating an adaptive web site 

This section describes an adaptive web site [Gena et al., 2001a] and the results of its 

two different evaluations. Indeed, after having performed the first empirical evaluation 

[Gena et al. 2001a; Gena, 2002], we decided to implement a team of presentation 

agents to support the adaptivity [Gena et al., 2002]. This choice was led by the fact 

that most of the users we tested had detected the difficulty to recognize some adaptive 

behavior, if nobody explained it before. But when they were informed by the 

experimenters about the adaptive features of the site, they found them very useful. 

Therefore, we thought to substitute the human presentation by a team of agents and 

then test the new components of the adaptive site.  

3.4.1. Introduction  
On the one hand, the advent of high-speed Net access in the offices and industries, 

due to the broadband diffusion, makes the web-based applications an effective 

alternative not only to traditional software applications but also to standard office 

tools. Free email, scheduling software, address databases, calendars and other web-

based utilities are often used instead of standard desktop applications. Moreover, 

these tools have the advantage of being accessible from any computer with Internet 

connection. It is now a long time since the major portals like Netscape, AOL, Yahoo, 

Excite, Lycos started to offer to the users this kind of free services because they early 

understood the potential of such an important competitive advantage.  

On the other hand, the big amount of information presented in a large number of 

web sites let often the users “lost in the hyperspace” [Conklin, 1987] and unable to 

quickly find the relevant information. In these cases the exploitation of personalization 

techniques can help the users to filter out the information on the basis of their needs 

and preferences. Most of the commercial web sites that offer some kind of 

personalization are called adaptable: the user is in control of initiation, proposal, 

selection and production of adaptation [Kobsa et al., 2001]. For instance, MyYahoo, 

MyExcite, MyLycos gives the chance to set the basic site layout by letting choose to the 

user the preferred items in the preferred order. Another way to personalize is to 

examine the behavior of the user visiting a web site and autonomously adapt the 

interaction on the basis of her inferred interests. These system are called adaptive. 

Adaptivity and adaptability often co-exist in the same application in order to allow the 

user correcting or adding the adaptive feature and checking her interest profile. On 

the web, not many example of these systems are now available. For instance, the 

UM2001 web site [Schwarzkopf, 2001] attempts to recognize the various visitors' 

interests and offers shortcuts to potentially relevant documents, reminders to 
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important deadlines etc. Due to the complexity of the system it is probably slow for 

most applications and because of its structure the user must interact quite a while 

before appreciating the adaptivity. 

It is well known that the adaptable sites require an additional user effort that can 

cause the paradox of the active user [Carroll and Rosson, 1987]. Users often refuse to 

visit the sites that impose to respond to an interview first because they would save 

time getting their immediate task done. Moreover, users are usually uncomfortable in 

answering to personal questions and Manber et al [2000] observed that the majority of 

users do not customize the web pages when they have the possibility to do it. On the 

contrary, users require quick answer to their questions that only a tailored solution 

can give. Unfortunately, the most of adaptive sites require a period of interaction 

before being able to show the personalization to the users. 

This paper describes the development and the preliminary evaluation of an 

adaptive commercial web site offering a wide range of services and tools commonly 

exploited by whoever uses a computer for professional purposes. Because of this large 

amount of different web-based applications supplied by the system, we decided to 

personalize the interaction with the user in order to tailor services to the individual 

user’s needs. Thus, we designed our system as a personalized hypermedia application, 

a system which adapts the content, structure, and/or presentation of the networked 

hypermedia objects (web pages) to each individual user’s characteristics, usage 

behavior and/or usage environment [Kobsa et al., 2001]. The system is a rule based 

adaptations system mainly based on usage frequency data of the user. In order to 

evaluate how the adaptivity increases the success in retrieving information and 

reduces the amount of actions needed to solve the tasks we have made a test 

comparing the site with and without adaptivity.  

3.4.2. The services 
After a preliminary questionnaire given to fifty people to know the real needs of 

potential users, we developed E-tool48, a commercial web site offering a wide range of 

tools for working users. The aim of the system is to catalogue in a homogeneous 

environment, a web site, a set of working tools that are often available in different part 

of World Wide Web. As in the computer desktop, all the most used applications are 

always available to the user, also in our system all the tools are always present as 

menu items in a “speedbar” [Debevc, 1993]. Thus, the user could save time having an 

easy access to all the necessary working tools using the site as a dynamic web-based 

desktop.  

 
48 http://www.e-tool.it. 
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The site is targeted to a specific type of users, particularly for professional users 

who seek for services and tools now available on the web but usually exploited in non 

computer-based applications. For instance, instead of searching an unknown foreign 

word on a traditional dictionary, the user can find meaning and translation directly at 

a mouse click distance.  

The main classes of potential users are: employees, secretaries, managers, 

lawyers, and business consultant. Anyway, everyone can find some useful tool to 

improve her work and study or to organize her free time.  

In the English version, we classified the offered tools into fifteen general categories 

on the basis of their explicit function: 

 

o Utilities: to gather information about the European low, the council union, etc; 

o Calculators: to calculate km, loans; 

o Telephone: to find phone number, names, business address; 

o Traveling: to find addresses, maps, departures, arrivals; 

o Business: marketplace, search job, euro pages;  

o Translations: to translate words, expressions and sites in different languages; 

o Converter: to convert currency, measures, etc 

o Diary: an electronic scheduler for appointments, meetings, etc..; 

o Reminder: to remind automatically by e-mail important dates, appointments, 

etc; 

o Search engine: to search the web; 

o News: on line newspapers collection; 

o Stock market: quotations and financial news; 

o Weather forecast; 

o Links: a list of useful web sites. 

 

The site is engineered to be used like a basic tool for general purposes 

automatically tailored for each individual user. We decided to exploit personalization 

techniques in order to provide value to the customers and therefore create long-term 

relationships with repeat users.  

3.4.3. The development of the system 
Following Kobsa’s classification of personalized hypermedia application (Kobsa et al., 

2001), we divided our personalization process into these three major tasks.  

3.4.3.1. Acquisition Method and Primary Inferences.  

This task is aimed to identify and to gather the information necessary to construct an 

initial user model. In order to accomplish this purposes, we decided not to force the 
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user to enter information as interest, preferences, and knowledge about the domain, 

etc… Therefore, we have chosen to show immediately all the contents. If the user 

decides to create and maintain her personal version of E-tool she has only to provide 

some demographic data (name, surname), her e-mail and username and password for 

the login. If she want set by herself the preferences she can do by accessing to the 

session “Your profile” which permits to add bookmarks. It is important to underline 

that in our system the user cannot manage personalized site views [Brusylovsky, 

2001] as commonly in the adaptable sites, but she can only add bookmark which will 

be highlighted by applying adaptation presentation techniques as described in the 

session “Adaptation Production”. In fact, the system is mainly a browsing oriented 

adaptive annotation system that attacks visual cues to the link in order to help the 

users to select the most relevant one [Brusylovsky, 2001]. 

In any case, the system gathers the usage information necessary to the user 

model by observing the user behavior. Thus, the user model is mainly based on usage 

data instead user data. The system also uses heuristics to determine positive and 

negative evidence of user’s interest [Mladenic, 1999]. We assume that the information 

items can be divided in two different classes: interesting and non- interesting. The 

links selection is considered as positive example, while the non-selected pages are 

considered as negative example in the sense of user disinterest [Kobsa et al., 2001]. 

The system also keeps track of the origin of the link selection (speedbar, left menu, 

main page, secondary pages) to have an automatic evaluation of the system usability 

and to make more refined inferences regarding the user model. This collected data are 

stored in a database and accessible to the system in order to be processed to 

construct the secondary inferences.  

3.4.3.2. Representation and Secondary Inferences. 

This task is aimed to represent the acquired user information appropriately in a 

formal system, let them available for further processing and draw further assumptions 

about the user. In our system this process is generated every time the user log on into 

the system and the user model is consequently runtime built. We decided not to make 

immediate changes during the same user session, but refresh the user model only 

once per session. This choice is led by the fact that we didn’t want to confuse the user 

by adapting the site during the same session.  

The usage statistics are transformed into explicit assumptions and the system 

learns about the user by processing them, and after a given period of time makes 

adaptations based on the inferred assumptions. This process is carried on by 

combining a set of inference rules and a set of selective queries on the collected data. 

The system extracts from the interaction history the recently most frequently used 
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pages and the possible explicit user’s preferences. While the links selection is medium 

indicator of interest reinforced by the usage frequency, the user’s explicit preferences 

are a strong indicator of interest. On the basis of the inferences, the system assigns 

the corresponding priority value to the selected pages and creates an adaptive short 

list of bookmarks sorted by these indications. This priority value corresponds to a 

confidence value assigned by the system. Moreover, if the user uses the bookmarks 

proposed by the system, the interest indicator will grow and consequently the 

confidence value. The bookmark list is comparable to the list of recently used files at 

the end of the “File” menus, in that it provides an automatic shortcut for probable 

actions (Debevc et al., 1997]. 

The bookmarks list will be exploited also to generate personalized messages based 

on the similarity of the features of suggested items and the features of items the user 

liked in the past by applying a feature based filtering technique. We distinguished two 

kinds of personalized messages: commercial suggestions (commercial offers and 

banners) and recommendations that try to anticipate the user’s need. These last one 

are aimed to highlight the links that could interest the user on the basis of her profile. 

The exploitation of recommendation is also a way to partially skip the possible wrong 

assumption generated by not considering the negative examples. In fact, it is common 

to overlook a page and therefore classifying objects not visited as negative examples 

sometimes could led to dangerous assumption [Schwab et al., 2000]. The 

recommendation is randomly selected between a list of tailored suggestion and 

changes every session. 

The bookmarks list is available to the user in the section “Your profile”, which 

allows the user to manually correct and update it, if it is necessary. In this way the 

user always has the control of the system adaptivity. However, the user can also 

ignore the adaptive modifications by choosing to make the interaction anonymous. 

3.4.3.3. Adaptation Production.  

This task is oriented to the generation of contents, presentation and structure adapted 

on the basis of a given user model. Before discussing this session we want to describe 

the layout of the web site in order to introduce the structure of the interface. We 

designed a simple interface [Nielsen, 2000] structured in a set of frames (3. 9).  
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Figure 3.9. The layout of the home page. 

 

o a top frame containing a personalized message box, 

o a left frame containing the list of main categories services, 

o a central frame containing the list of links to the effective services, 

o a right frame containing information about the site and other utilities (the 

search form, the login form, the link to “Your profile”, etc). 

 

The adaptation of the content is realized by presenting personalized messages as 

described above. The messages are shown in the top frame that is handy for the user 

and therefore designed as a speedbar. In this frame are also available 

 

o a set of shortcuts to the most used utilities, 

o the recommended link, 

o a commercial offers tailored on the supposed preferences of the user, 

o the day’s event to remind, 

o a keyword-marketing banner.  

 

Moreover, in the central page we have added a personalized welcome page message. 

The adaptation of the structure is realized 

o by applying the adaptive link annotation [Brusylovsky, 1996] to the 

bookmarks in the central frame : the corresponding links are highlighted 

with different font color and size in the pages that appear in the central 

frames; 
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o by applying the adaptive link sorting [Brusylovsky, 1996] to the left frame 

menu where are gathered the links to the available utilities grouped by 

functions. On the basis of usage frequency and user interest, the links are 

ranked each session in a more refined way. In contrast, the less used or 

unused links will be lightly faded but not disabled.  

 

While the other adaptations are mainly aimed to improve the navigation between 

pages, the adaptive link annotation is aimed to improve the effect of information 

presented within a page. Every adaptation of the site is managed by a set of 

parametric adaptation rules based on the user profile. 

3.4.4. The knowledge base 
The structure of the domain is explicitly described in a knowledge base founded on an 

inheritance net and implemented in a database. This is a conceptual representation of 

the services categories that describes their features and their relations in a inheritance 

net. Figure 3.10 shows a portion of the taxonomy. Every category has as sons the 

respective subcategories of “Suggestions” which have the unique function of grouping 

in a more refined way the services of a category in order to generate more precise 

recommendations. In fact, the suggestions groups don’t appear to the user, which see 

the site organized in groups of categories and their respective services. For instance, 

the category traveling has these services: Find Address, Maps, Itinerary, Train, 

Airports in Europe, Turin Airport, Malpensa Airport, Frankfurt Airport, London 

Airport, Paris Airport. In the taxonomy, these services are grouped in three more 

precise subcategories (Cities, Airports, Alternative traveling) to make more refined 

inferences on the user preferences, but the user is unaware of this classification. 

Every node of the net is conceptually a frame: every feature of the node is 

represented by a set of slot. For instance, the final node, which always represents the 

description of the effective service, is characterized by these slot: service name, its own 

category, its own suggestion groups, the file path, the description of the service. 

This taxonomy is easily re-usable in other domains which can be described as a 

inheritance net and which could easily take advantage from a similar system. For 

instance, a portal is usually organized in different sections containing, services, tools, 

etc. On line newspaper are characterized by a set of standard sections containing 

different kinds of news. Moreover, the inferences rules applied to generate the user 

model are parametric. Thus, the system could be easily “adapted” to other domain 

without strong efforts. 
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Figure 3.10. A view of the services taxonomy. 

3.4.5. The test 
While most evaluations of adaptive systems are comparisons of the system with and 

without adaptivity, where the last one has often not been designed optimally for the 

task [Höök, 1997; Espinoza and Höök, 1996], the two versions of E-tool are quite 

similar. As described above, the most relevant changes in the adaptive version are in 

the top frame (personalized messages) and in the left frame (sorted menu items). Our 

choices have been also led by the fact that we want to leave the interface predictable 

after the adaptations. The surprising changes and the unpredictable behavior of the 

system disorient the users and cause the negative effects that could compromise the 

effectiveness of adaptive systems [Shneiderman, 1997].  

Anyway, to demonstrate that adaptive system can improve usability it can be 

shown that without the adaptive capability the system would have performed less 

effectively (Benyon, 1993]. Therefore, our test is aimed to measure the task completion 

time, the amount of within page navigation and finally the satisfaction of the users. 

Since our system shows the adaptation after a certain number of interactions in a 

given period of time, we decided to simulate this scenario instructing the users in a 

pre-test phase and let them just “click around” to make the interaction more natural. 

Moreover, we structured our test by a repeating task: at the beginning of the test the 

user has to accomplish a task in the non-adaptive version (NAV) and at the end of the 

test she has to repeat the same task in the adaptive version (AV) to test the 

effectiveness of the adaptive changes.  

Subjects. 14 subjects, 24-35 aged, all with high knowledge of the Internet and web 

browsers and all using the Internet during job time. These subjects are the kind of 

users that the site was projected for. 

E-tool 

Traveling 

Cities Airports Alternative 

traveling 

Malpensa London Paris Frankfurt 

Telephone Utilities Business 
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Procedure. The subjects were split in two groups (seven subjects each) and randomly 

assigned to one of the two groups. Everyone had to solve eight tasks by exploiting 

utilities given by the site (for e.g. “Look for the telephone number of John Red” or 

“Translate this word.” , and so on). 

Experimental tasks. Group 1 had to solve four tasks in the NAV and four tasks in the 

AV. On the contrary, Group 2 had to solve the last four tasks of Group 1 in the NAV 

and the first four tasks in AV in order to compare the results of the two versions.  

The solutions of the four tasks in the AV could be reached by exploiting the 

supposed facilities offered by one of the applied adaptation techniques (see Figure 3.9):  

 

o a sorted menu-item (left frame) or a annotated link (central),  

o a annotated link (central frame),  

o a recommendation (top frame),  

o a bookmark (top frame).  

 

Every group had a repeated task: the first task in NAV was repeated at the end in the 

AV (bookmark) to simulate the real running of the system. After the test, we asked the 

subject eight question about their viewpoint of the system. 

Measures. Task completion time and subjects’ satisfaction (questionnaire responses). 

Experimental design. Crossed 2 x 4 factorial design with factor A (the 

presence/absence of the adaptation) represented as between-subjects variable and 

factor B (the 4 different tasks to carry out) as a within subjects variable (“crossed” 

mixed within-subjects factorials design, see 1.1.5.5).  

Therefore, the result can be analyzed as two separated mixed within-subjects 

factorials design by considering two crossed groups (Table 3.3): 

o the former one, where the four tasks (Tasks b1-b4) in the AV are 

completed by subjects of Group 1 and then compared with the same tasks 

completed in the NAV by subjects of Group 2 (see the thicker arrow of 

Table 3.3); 

o the latter one, where the four tasks (Tasks b1-b4) in the AV are completed 

by subjects of Group 2 and then compared with the same tasks completed 

in the NAV by subjects of Group 1 (se the dashed arrow of Table 3.3), 
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 Task b1 Task b2 Task b3 Task b4  Task b1 Task b2 Task b3 Task b4 

Adaptive 
(a1) 

S1 – G1 S1 – G1 S1 – G1 S1 – G1  S1 – G2 S1 – G2 S1 – G2 S1 – G2 

S2– G1 S2– G1 S2– G1 S2– G1  S2 – G2 S2 – G2 S2 – G2 S2 – G2 

S3– G1 S3– G1 S3– G1 S3– G1  S3 – G2 S3 – G2 S3 – G2 S3 – G2 

 … … … …  … … … … 

Non 
Adaptive 

(a2) 

S1 – G2 S1 – G2 S1 – G2 S1 – G2  S1 – G1 S1 – G1 S1 – G1 S1 – G1 

S2 – G2 S2 – G2 S2 – G2 S2 – G2  S2– G1 S2– G1 S2– G1 S2– G1 

S3 – G2 S3 – G2 S3 – G2 S3 – G2  S3– G1 S3– G1 S3– G1 S3– G1 

 … … … …  … … … … 

 

Table 3.3. “Crossed” mixed within-subjects factorials design. 

 

Before this test, we had made a preliminary evaluation with another 14 subjects 

that showed some errors in the first design of the interface and in the first choices of 

adaptation. Particularly, the adaptive link annotation was only applied to the general 

categories of most used items (e.g., the system annotated “Telephone” instead of “Find 

number”) and the items of the speedbar were not enough visible (too little font size, not 

high contrast between background and foreground). Moreover, the different color of 

the annotation often resulted less visible compared to the standard links color.  

For these reasons, the results of this first test didn’t show relevant differences between 

the AV and the NAV. Therefore, we decided to highlight every single most used link 

with a higher contrast color and to emphasize the and re-design the speedbar. After 

these changes we made the test described before of which the results are shown in the 

next session. 
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3.4.6. Results 

 
Figure 3.11. The test results (average seconds per task). 

 

The results of the test are shown in Figure 3.11 (n. 1 means that Group 1 used the 

AV, n. 2 means that Group 2 used the AV) and analyzed in the following Section.  

3.4.6.1. Adaptation in Group A 

ANOVA 

FA(3,36) = 2.05 

The main effect of factor A is not significant, and we have retained the null hypothesis. 

So, the presence/absence of adaptations does not change the subjects’ performance. 

 

FB(3,36) = 1.60 

The main effect of factor B is not significant, and we have retained the null hypothesis. 

So, the effect of different tasks does not change the subjects’ performance. 

 

FAXB(3,66) = 0.06 

The obtained value of F does not exceed the critical value, so we can conclude that 

statistically significant interaction effects are not present in the data. The presence of 

adaptations in the different tasks does not affect the completion times. Since the 

interaction is not significant, main effects (see 1.1.5.4) have to be investigated. 

 

MAIN COMPARISONS 

FAcomp(1,12) = 2.05 

The difference between the average ratings given by the presence or not of adaptations 

is not significant. 

 

00.00,0

00.04,3

00.08,6

00.13,0

00.17,3

00.21,6

00.25,9

00.30,2

b1 a1 a1 r1 b2 a2 a2 r2

AV

NAV



3 - Evaluation of user-adapted systems in practice 

 150 

FBcomp(1,36) =12.14, p<0.01 

In this case, I compared the different average values obtained by tasks b2 and b3 and 

tasks b1 b4 in both level of A. I grouped the tasks in this way since in the adaptive 

version tasks b2 and b3 could be completed by means of annotations techniques, 

while tasks b1 and b4 (bookmark and recommendation) by means of facility displayed 

in the top frame. In this case the differences are significant. Therefore, the tasks b2 

and b3 obtained significant different results compared to the other ones because of 

the nature of the tasks. In conclusion, the presence of annotation techniques (b2 and 

b3) is not responsible of the different results, but the nature of the tasks affects the 

subjects’ performances. 

3.4.6.2. Adaptation in group B 

ANOVA 

FA(3,36) = 1.14 

The main effect of factor A is not significant and we have retained the null hypothesis. 

So, the presence/absence of adaptations does not change the subjects’ performance. 

 

FB(3,36) = 2.70 

The main effect of factor B is not significant and we have retained the null hypothesis. 

So, the effects of different tasks do not change the subjects’ performance. 

 

FAXB(3,66) = 3.11, p<0.05 

The obtained value of F exceeds the critical value, so we can conclude that statistically 

significant interaction effects are present in the data. So, in this case, the presence of 

adaptations together with the different tasks affects the completion times. Therefore, 

in this second comparison both the presence of adaptation and the different tasks 

affect the completion time and simple effect and simple comparisons (1.1.5.4) have 

to be investigated. 

 

SIMPLE EFFECTS 

FA at b1 (1,48) = 3.01 

FA at b2 (1,48) = 226.68, p<0.01 

FA at b3 (1,48) = 8.92, p<0.01 

FA at b4 (1,48) = 21.69, p<0.01 

The between-subjects simple effects show that there are significant differences 

between the performances of the two groups in tasks b2, b3, and b4. So the presence 

of adaptation techniques changes the subjects’ performance for these tasks. However, 

in case b4 the completion time in AV is higher, so the positive contribution of 
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adaptation techniques is only present for task b2 and b3 (where annotation technique 

is exploited). 

  

FB at a1 (3,36) = 7.70, p<0.01 

FB at a2 (3,36) = 68.32, p<0.01 

The within-subjects simple effects show significant variability between the different 

tasks at both levels of A. 

 

SIMPLE COMPARISONS 

FA comp. at b1 (1,48) = 3.01 

FA comp. at b2 (1,48) = 226.68, p<0.01 

FA comp. at b3 (1,48) = 8.92, p<0.01 

FA comp. at b4 (1,48) = 21.69, p<0.01 

As in case of simple effect, the between-subjects simple comparisons show that the 

presence of adaptation produces significant differences between the performances of 

the two groups in tasks b2, b3, and b4. 

 

Fb1-b2 comp. at a1 (1,36) = 0.03 

Fb1-b3 comp. at a1 (1,36) = 0.73 

Fb1-b4 comp. at a1 (1,36) = 0.25 

Fb2-b3 comp. at a1 (1,36) = 0.47 

Fb2-b4 comp. at a1 (1,36) = 0.45 

Fb3-b4 comp. at a1 (1,36) = 1.85 

 

Fb1-b2 comp. at a2 (1,36) = 10.07, p<0.01 

Fb1-b3 comp. at a2 (1,36) = 0.06 

Fb1-b4 comp. at a2 (1,36) = 0.03 

Fb2-b3 comp. at a2 (1,36) = 9.55, p<0.01 

Fb2-b4 comp. at a2 (1,36) = 11.36, p<0.01 

Fb3-b4 comp. at a2 (1,36) = 0.07 

 

The within-subjects simple comparisons show that the significant difference within 

tasks are only present at level A2 and concerns the differences among task b2 and the 

other ones (b1, b3, b4).  

3.4.6.3. Conclusion 

The calculation of ANOVA in the two groups sketched in Table 3.3 shows contradictory 

results. The results calculated in 3.4.6.1 show no significance interactions, while the 
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results calculated in 3.4.6.2 highlight significant interaction effetcs between the two 

factors (in particular due to annotation techniques). Moreover, in this latter case, the 

adaptivity reduces the difference among different tasks within the same group. 

To solve the contradiction a further evaluation is required, involving an higher number 

of subjects.  

However, after having observed the users and having discussed with them about 

their experience with the adaptive site, we believe that link annotation (a) is more 

effective than the other techniques here presented. The users scan the page content 

and if some chunk of information is highlighted the attention is focused on it. This 

technique is also effective because when users often exploit a utility they tend to 

remember the general collocation of the link and by emphasizing it improve the 

retrieval of its position. By observing the users we noticed that the link annotation 

decreases the within page navigation since the user learns the meaning of the 

annotation. 

The exploitation of bookmarks (b) was related to the repeated task. At the end of 

the test the users repeated the first task with a difference: the task began from the last 

viewed page (the other start from Home). This change is due to the fact that the 

expected utility of bookmarks increases when the user is in another page and instead 

of going back Home she can click on the bookmark in the top frame. Five users of 

Group 1 used the bookmarks and the other two went back Home. Instead, two users 

of Group 2 exploited the bookmarks, the other four went back Home and only one 

clicked on the left menu. In fact, Group 1 had better results then Group 2.  

Only one user per group used the recommendations to solve the third task and 

therefore the differences are not relevant.  
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Subjects Which version 
would you use on 
line? 

Which adaptation 
is it more 
effective ? 

Is it personalization 
useful? 

1 personalized annotation yes 

2 personalized annotation yes 

3 personalized annotation yes 

4 personalized bookmarks yes 

5 personalized annotation yes 

6 personalized annotation yes 

7 personalized annotation yes 

8 personalized bookmarks yes 

9 non-personalized bookmarks no 

10 personalized bookmarks yes 

11 non-personalized annotation no 

12 personalized annotation yes 

13 personalized annotation yes 

14 personalized bookmarks yes 

Table 3.4. The final interview of the test. 

 

The final interview showed that the most of the users were satisfied with the site 

and preferred the AV (only two didn’t like it). They found adaptation useful to 

accomplish repeated tasks and to avoid information overload. They mainly preferred 

the link annotation and only four voted for the bookmarks that are generally not 

immediately perceived, as recommendations. All of them but one found the left menu 

extraneous to the rest of the site (never used in the required AV tasks) and suggested 

adding icons and stretch-text containing the subcategory links, and removing the fade 

and the sorting techniques. 
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Figure 3.12. The new version of the site. 

3.4.7. Discussions 
These indications are useful but not exhaustive. We have made the changes suggested 

by the users trying to cover the lack of our design (see Figure 3.12). Particularly, 

 

o concerning the left frame, we have removed the fading and the sorting 

techniques. We have added stretch text to every categories link containing the 

list of subcategories items. Moreover, we have annotated the link to the most 

used categories and subcategories by applying the same kind of annotation 

used in the central frame in order to keep the consistence; 

o concerning the speedbar, by using different colors we distinguished the 

bookmarks, the recommendations, the reminder and the offers. We also 

reduce the number of possible presented bookmarks near to the Miller’s 

number 7 ±2 [Miller, 1956] in order to reduce cognitive overload of the users; 

o concerning the central frame, after the welcome message, we added the 

bookmarks list and the link to the user profile in order to give to the user the 

possibility to immediately change the list. We repeated the list because the 

test showed that the user attention is initially focused on the central zone of 

the page. Moreover we extended the link annotation technique to all the pages 

describing the subcategories.  
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We are also studying new possibilities to improve the adaptation perception of the 

current version of the site. In addition, we want to test the role and the effectiveness of 

the commercial suggestion and their impact on the users. Therefore, we decided to 

continue to evaluate the site also by analyzing the on line behavior of its real users to 

prove its utility in a longer period of time.  

In addition, we decided to implement and to test the introduction of a team of interface 

agents that could help the user in the recognition of the adaptive behavior of the 

system. This new features of the site and its evaluation is described in the following 

paragraph.  
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3.4.8. The second evaluation  

3.4.8.1. Introduction 

The exploitation of interface agents is a controversial issue both in HCI [Norman, 

1998; Shneiderman, 1998] and in AI [Maes, 1994; Lieberman, 1997]. Following the 

assumption that humans treat computer socially [Reeves and Nass, 1996] the main 

goal of developing interface agents has been the replication of human-human 

communication. Several types of interface agents have been developed. These agents 

can be either human-like [Cassel, 2000] or more cartoon-like [Lester et al, 2000] and 

they can have a full body or only a face.  

On the one hand, the failure of both “Microsoft Persona Project” and the “Microsoft 

Office Assistant” has probably shown the unsuccessful exploitation of some of these 

interaction techniques. Moreover, the management of agents instead of the direct 

manipulation of objects is a question still unsolved in HCI [Kay, 1990]. 

On the other hand, studies have shown that using personas can improve the users’ 

satisfaction with the system providing a more personal and social interaction [Maes, 

1994; Vassileva and Okonkwo, 2001].  

While the traditional interface agents’ design is oriented toward conversational 

interfaces, where the user and the agent “take turns” acting, a new trend of research 

has been focused on the development of presentation agents. André and Rist [2000] 

introduced the notion of presentation teams. They proposed performances given by a 

team of characters as a new form of presentation. The basic idea is to communicate 

information by means of simulated dialogues that are observed by an audience. 

Descamps, Ishizuka et al. [Ishizuka et al, 2001] created a language called Multimodal 

Presentation Mark-up Language (MPML) to command interface agents to do 

presentation so that users can easily add such attractive presenters on their web 

pages.  

Previous evaluations of the site [see 3.4.6] had shown that most users did not 

immediately perceive some of the core adaptation components (shortcut to the most 

used utilities, content-based recommendations, personalized commercial offers), 

probably due to the more complex learning of the system behavior. However, after a 

human presentation given to the subjects at the end of the test, they found these 

components useful to their browsing goal. Therefore, we decided to replace the human 

presentation with an agent presentation in order to increase the short term learning 

of the site. Then, we tested the site with this new component and the results are here 

described. 
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3.4.8.2. Character Behavior 

Since we wanted both users to learn more about the system and they enjoy their visit 

to the site, we decided to exploit a team of agents. Moreover, as André’s and Rist’s 

[2000] study suggested, we also believe that people can learn more about a subject 

matter if they are willing to spend more time with a system. 

We exploited the Microsoft AgentÔ package [Microsoft, 1999] that includes a 

programmable interface to predefined characters. We chose the wizard Merlin and the 

parrot Peedy. These characters are able to move on the computer screen focusing the 

user’s attention on a particular point and to talk aloud using a Text-To-Speech 

engines (TTS engines). In addition, all the words appear in a word balloon [Figure 

3.13]. We characterized them with different personalities in order to create more 

brilliant dialogues and to have more defined roles. We exploited the different 

personality traits deriving from the opposition “adulthood/youth”. Merlin is older and 

therefore is wiser, more serious and rational. He behaves like a real wizard using a 

magic wand and talking in a magician way. Peedy is a parrot that needs to be taught. 

Since he is young, he is curious but also inexpert. 

 

 
Figure 3.13. A screenshot of the general presentation. 

 

To give him a stronger characterization, we portrayed him as a pirate’s parrot lost 

after a sinking, now surfing in the Internet Sea. Suddenly, he meets Merlin that will 

be guiding him in the site exploration. This fantastic script is aimed to improve the 

emotional experience making these virtual agents a psychological entity that should 

support and guide users in a real experience. This could be considered as an example 

of affective computing, where the agents’ performance is realized in an emotional 

virtual world [20]. 

3.4.8.3. The Agents’ Performance 

The agents’ performance has been divided in i) a general presentation of the site and 

its adaptive features and ii) a personalized presentation. The former presentation is 
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aimed to focus on the adaptive features that are probably not so usual and familiar to 

the users. Moreover, letting users know about the adaptive changes could be a way to 

avoid possible disorientation. This general presentation is coded in a fixed script and 

is optional. The user can voluntary decide to watch it and he is always in the control 

of the agent’s behavior [Norman, 1998] because he can easily switch them off. The 

presentation is organized as follow: i) a brief description of the site structure, ii) an 

explanation of adaptivity and iii) a detailed explanation of the adaptive changes of the 

site.   

On the opposite, the personalized presentation is shown only after the login and it is a 

free optional choice for the user. Merlin manages this performance when some 

adaptive feature appears. For this second part we decided to exploit only one 

character, because no explanations are needed. After a personalized welcome 

message, he advises the user about the adaptive changes, also showing their position 

in the page layout and particularly focusing on the top frame, where most adaptations 

are concentrated. This script is not fixed but is managed by the same set of inference 

rules exploited to generate the adaptive behavior of the system. For instance, after a 

given number of interactions in a given period of time a link is added to the user 

bookmarks list. As consequence, the link will appear in the bookmarks list at the top 

of the page and will be highlighted with different font color and size both in the 

central and in the left frame. In addiction, a content-based suggestion will appear at 

the top of the page along with content-based commercial messages (offers and 

banners). The first time a bookmark is added, the user is unaware of this process. 

Thus, Merlin will describe all these adaptive changes. However, since the complete 

presentation is quite long, we hypothesized that after a couple of times the user will 

know the adaptive behavior of the site. Moreover, a long presentation could be a waste 

of time for the user. Therefore, after a while Merlin will perform only the welcome 

message and the eventual daily appointments to remind without showing the adaptive 

features described above. If some other adaptive change occurs (e.g., the addition of a 

new bookmark), the user will be able to notice the new adaptive features. Anyway, in 

every moment the user can switch off the agent option by accessing to the session 

“Your profile”. 
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3.4.8.4. Evaluation of Presentation Agents 

 
 

Figure 3.14. The non-adaptive web site. 

 

Subjects. We evaluated 24 subjects, 20-26 aged, with a medium-high knowledge of 

Internet and web browsers and good computer skills. 

Procedure. The study was conducted in the Computer Science lab of the 

Communication Science building, Turin University. The experiment ran on high-end 

Pentium PC’s with color monitors. The subjects were randomly assigned to the 

experimental and the control group. The first group ran the experiment using the 

presentation agents (Group A), the second one without (Group NA). 

Experimental tasks. During the first part of the test Group A saw the general 

presentation performed by Merlin and Peedy. Then, after a couple of minutes of letting 

them just “click around”, they were introduced by the Merlin’s personalized 

presentation in an adapted version of the site. The adaptive changes of the site were 

correlated to the four tasks the users had to accomplish during the second phase of 

the test. After that, they had to accomplish four tasks in another non-adaptive site 

called Xtorino, a portal web site about the city of Turin. Before carrying out the task, 

the main features of the site were introduced by a Merlin and Peedy performance. 

Finally, they had to fill in a questionnaire regarding their experience. The users of 

Group NA had to solve the same set of tasks with the same site except the agents’ 

presentation was turned off. They had more time to become familiar with the site and 

Quick 
Links 
Menu 
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to simulate a real condition and they were asked to carefully read the on line 

explanations about the site. 

As in the first experiment described in 3.4.5 the four tasks in the adaptive site 

were related to the exploitation of supposed facilities offered by one of the applied 

adaptation techniques (see Figure 3.9):  

o a annotated link (central frame),  

o a recommendation (top frame),  

o a bookmark (top frame), 

o the presence of a commercial offer (top frame). 

 

Measures. Task completion time, number of clicks to complete a task, the link source 

to reach the goal and subjects’ satisfaction (questionnaire responses). 

Experimental design: 2 x 4 factorial design with factor A (the presence/absence of 

the presentation agents) represented as between-subjects variable and factor B (the 

four different tasks to carry out) as a within subjects variable (mixed within-subjects 

factorials design, see 1.1.5.6).  

3.4.8.5. Adaptive site results 

 
Figure 3.15. E-tool test results (average seconds per tasks). 

 

ANOVA 

FA(3,66) = 0.25 

The main effect of factor A is not significant, so we have retained the null hypothesis. 

The presence/absence of the agents does not change the subjects’ performance. 

 

FB(3,66) = 4.67, p<0.01 

The main effect of factor B is significant, so we have rejected the null hypothesis. The 

effects of different tasks change the subjects’ performance. 
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FAXB(3,66) = 1.25 

The obtained value of F does not exceed the critical value, so we can conclude that 

statistically significant interaction effects are not present in the data. So, the presence 

of agents in the different tasks does not affect the completion of the tasks. Since the 

interaction is not significant, main effects (see Chapter 1.1.5.4) have to be 

investigated. However, as shown in 3.15, since the task concerning the commercial 

offer has obtained slightly different average times, we were curious to know if this 

difference were significant. So, we decide to investigate also simple effect and simple 

comparisons (see 1.1.5.4). 

 

MAIN COMPARISONS 

FAcomp(1,22) = 0.36  

The difference between the average ratings given by the presence/absence of the 

agents is not significant. 

 

FBcomp(1,66) = 3.43 

In this case, I compared the different average values obtained by the annotation 

technique (first task) and the other three techniques applied (bookmarks, 

recommendations and offer) that are all displayed in the top frame. The differences are 

not significant.  

 

SIMPLE EFFECTS 

FA at b1 (1,88) = 1.44 

FA at b2 (1,88) = 0.05 

FA at b3 (1,88) = 1.77 

FA at b4 (1,88) = 23.97, p<0.01 

The between-subjects simple effects show that the unique significant difference 

between the performances of the two groups concerns the forth task (commercial 

offer). Therefore, only in this case the agents produce significant differences.  

  

FB at a1 (3,66) = 25.32, p<0.01 

FB at a2 (3,66) = 15.63, p<0.01 

The within-subjects simple effects show significant variability between the different 

tasks at both levels of A (presence/absence of the agents). 

 

SIMPLE COMPARISONS  

FA comp. at b1 (1,88) = 2.07 
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FA comp. at b2 (1,88) = 0.07 

FA comp. at b3 (1,88) = 2.5 

FA comp. at b4 (1,88) = 34.52, p<0.01  

The between-subjects simple comparisons show that the presence of the agents 

produce simple significant differences only in case of task b4 (the offer task). 

 

Fb1-b2 comp. at a1 (1,66) = 0.50 

Fb1-b3 comp. at a1 (1,66) = 0.59 

Fb1-b4 comp. at a1 (1,66) = 1.29 

Fb2-b3 comp. at a1 (1,66) = 2.02 

Fb2-b4 comp. at a1 (1,66) = 3.42 

Fb3-b4 comp. at a1 (1,66) = 0.18 

 

Fb1-b2 comp. at a2 (1,66) = 0.003 

Fb1-b3 comp. at a2 (1,66) = 0.42 

Fb1-b4 comp. at a2 (1,66) = 15.55, , p<0.1 

Fb2-b3 comp. at a2 (1,66) = 0.49 

Fb2-b4 comp. at a2 (1,66) = 15.98, p<0.1 

Fb3-b4 comp. at a2 (1,66) = 10.85, p<0.1 

 

The within-subjects simple comparisons show that there are significant differences 

among different tasks (B) only at level a2. All the significant results concern the 

differences between b4 (the offer task) and the other tasks, while in a1 the presence of 

agents reduce these differences.  
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3.4.8.6. Non-adaptive site results 

 
Figure 3.16. Xtorino test results (average seconds per tasks). 

 

ANOVA 

FA(3,66) = 0.13 

The main effect of factor A is not significant, so we have retained the null hypothesis. 

The presence of the agents does not change the subjects’ performance. 

 

FB(3,66) = 9.61, p<0.01 

The main effect of factor B is significant, so we rejected the null hypothesis. The 

overall effects of different tasks change the subjects performance. 

 

FAXB(3,66) = 1.07 

The obtained value of F does not exceed the critical value, so we can conclude that 

statistically significant interaction effects are not present in the data. The presence of 

agents in the different tasks does not affect the completion of the tasks. 

Since the interaction is not significant, main effects (see 1.1.5.4) have to be 

investigated. 

 

MAIN COMPARISONS 

FAcomp(1,22) = 0.56 

The difference between the average ratings given by the presence or not of the agents 

is not significant. 

 

FBcomp(1,66) = 34.33, p<0.01 
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In this case, I compared the different average values obtained by the first task and the 

other three tasks. The particularity is that only the first task is placed in a list of quick 

links on the left side of the home page (see Figure 3.14). The difference is significant, 

so we can conclude that links placed on the Quick Links Menu can contribute to 

obtain significantly faster results.  

3.4.8.7. Conclusions 

Concerning the completion time, there were no significant different results between 

the performance of Group A and Group NA both in the adaptive and in the non-

adaptive site [Figure 3.15 and 3.16]. The only exception was for the last task regarding 

the commercial offer in the adaptive site. The subjects were asked to find the offer, 

which was collocated in the top frame, and the Group A was significantly faster then 

Group NA.  

Moreover, before filling in the questionnaire, we checked their information retaining 

about the top frame asking them the content of the daily event to remind which is 

collocated close to the commercial offer. 50% of the subjects in the experimental group 

remembered it against the 17% of those ones of the control group. 

Regarding the exploitation of adaptive techniques to reach their goals, we were 

particularly interested in the influence of the agents on the users’ browsing behavior. 

The results showed that: 

o 92% of users in Group A used the suggested annotation in the central frame 

and 67% of the Group NA; 

o 50% of users of Group A skip the regular collocation of the link and exploited 

the bookmarks collocated in the top frame. Only 16% of control group used 

this utility; 

o no users of both groups used the content based recommendation; 

 

As our first test partially demonstrated [see 3.4.6], the annotation technique quite 

effective. However, this technique only highlight the links in their regular collocation 

while the bookmarks and the recommendations are collocated in the top frame of the 

page layout dedicated to the personalized messages.  

The results showed that a good number of users of the experimental group exploited 

the suggested bookmarks, but no one used the recommendation. A reason could be 

the higher familiarity of Internet users with the exploitation of bookmarks. 

Concerning the results of post-test questions, 75% of the subjects judged the agents 

helpful, and 50% of them wanted to have the agents in the site. Most complaints 

regarded the too long agents’ performance. 
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The comparison between the two sites showed that 42% of the users preferred the 

agents in the adaptive site, 16% in the non-adaptive, 33% would have the agents on 

both sites and 8% neither.  

3.4.8.8. Discussions 

The final results of the test showed that the exploitation of presentation agents 

partially modified the users’ browsing behavior. 50% of users in the experimental 

group noticed the bookmarks, but they completely skip the content-based 

recommendation. Their recollection about the event to remind and the commercial 

offer of the top frame was quite good. This means that probably the agents’ 

presentation reinforced the users’ attention on this part of the page layout.  

In conclusion, our results proved that the exploitation of agents’ presentation could 

be qualitatively successful in more complex systems where a longer training phase is 

required to learn how to use them (e.g., an adaptive web site vs. a regular web site). 

Furthermore, the agents’ presence has not to be invasive and time-consuming for the 

users and their exploitation must always be optional.  

Moreover, we believe that this kind of technique could also be successful both in 

entertainment and in educational web sites where younger users are involved as other 

studies have already demonstrated [Vassileva and Okonkwo, 2001]. 
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3.5. Evaluation of an on-vehicle adaptive tourist service  

This last Section is dedicated to the description of an on-vehicle adaptive tourist 

service and the evaluation exercise we performed [Console et al., 2003]. 

3.5.1. Introduction  
The goal of providing large amounts of information at the driver’s fingertips is 

becoming more and more important in the last decade. The dashboards of modern 

cars include, and in some cases integrate, an on-board computer, a GSM telephone, 

possibly with GPS, a navigation systems, besides more common devices such as radio, 

CD/DVD player, etc. The presence of these electronic systems, and the fact that 

people are spending more and more time on cars, suggested car manufacturers the 

design of new systems for providing to the various types of services on board the car 

(news, information about facilities and tourist locations, etc). The availability of these 

kinds of systems represents an opportunity but could also become a problem for the 

driver: the services may be very useful or even necessary, but the use of the systems 

may distract the driver causing serious dangers for active and passive safety. This led 

car manufactures and providers of these systems to study the design of the systems 

from the point of view of ergonomics and human computer interaction. In the last few 

years some researchers suggested that adaptation and personalization techniques can 

play a very important role in vehicle on-board applications and can significantly 

contribute to solve the problems previously mentioned. Believing in the potentials of 

such techniques applied to this area, in the 2000 we started the study of a framework 

for on-board adaptive systems and implemented a prototype, MASTROCARONTE, which 

exploits adaptation and personalization techniques to provide tourist information to a 

driver (see [Console et al. 2001], [Console et al. 2002] for a discussion on the 

framework and a description of the system). 

Given the complexity of adaptive systems, due also to the discretionary choices 

they unavoidably carry out, evaluation is considered a very important subject in the 

user modeling and adaptive systems community (see [Chin 2001], [Chin and Crosby 

2002]). As recommended by the paradigm of user-centered design [Norman et al. 

1986], it should be performed already in the design phases to get immediate feedbacks 

from users. For such a reason we started an evaluation exercise of the first prototype 

of MASTROCARONTE. As a specific objective of our evaluation, we aimed at showing that 

indeed adaptation and personalization can contribute to the achievement of two major 

goals: i) checking whether the first items suggested by the system are indeed in 

accordance with the user’s preferences and needs and ii) whether the mode and format 

of the presentation is in accordance with the user’s features and contextual situation. 
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3.5.2. The system under evaluation 
In the past two years we defined a framework and architecture for on-board 

adaptive systems, implementing a prototype application MASTROCARONTE, for providing 

tourist information to the driver [Console et al 2002]. In the following we analyze the 

principles of the framework and architecture, providing concrete examples taken from 

MASTROCARONTE. 

On board adaptation is based on explicit models of the user and of the context. 

The former includes some features that are application independent (e.g., general 

preferences but also cognitive characteristics such as visual capabilities, ability to 

capture information on a screen) and some that are application dependent (e.g., 

interests or propensity to consume are relevant for the tourist services domain). The 

context model includes many pieces of information such as the location of the car 

(from a GPS) as well as driving conditions and context (e.g., type of road, traffic, speed, 

weather, time of the day, presence of passengers; travel information such as duration, 

distance from home, direction, …). These pieces of information can be obtained from 

sensors available on the car (e.g., speed or travel information) or inferred (e.g., the 

presence of passengers can be inferred from the seat belts sensors; the traffic 

conditions can be estimated from the position, the date and time of the day and the 

speed). 

All three forms of adaptation (content, interface, behavior) are equally important 

and the system should infer as much information as possible about the user 

autonomously, without requiring a lot of interaction. This means that the model must 

be refined or revised continuously according to the user’s behavior. We decided to base 

the initial model on stereotypical information and then track the user’s behavior to 

collect data for revising the model. In the case of MASTROCARONTE the stereotypes have 

been derived from a psychographic research about the cultural behavior of the Italian 

population, while the possibility of learning from the user’s behavior is based on a log 

of the interactions with the system (specifically, of the tourist facilities on which the 

user requested details or which she called or for which she required information about 

the route or which she visited). Statistics derived from this log are used by a set of 

rules that refines the user model accordingly. 

The same system must support multiple users of a car and the same user can use 

the system on multiple cars. Therefore, we decided to store all information about a 

user (and in particular the user model) on a smart card that can be inserted in the 

dashboard on any car on which the system is installed. 

An on-board adaptive system should be based on a distributed architecture with a 

client on the car and servers accessed via a GSM or GPRS connection. This means 

that exchange of information should be minimized. In the case of MASTROCARONTE, the 
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tourist databases are located on the server but are also replicated on the car on a 

CD/DVD. Since in this way the information on the car may be out of date, we devised 

a protocol such that only the pieces of information that are out of date are transferred 

from the server to the car. The tourist database contains information about hotels, 

restaurants and tourist locations; each item is annotated with extra information to be 

used for personalized selection. 

The intelligence is distributed among several agents, some of which are on-board 

the car and some of which are on the server; in particular: 

1) The agent that is in charge of “behavior” adaptation is on-board and is mainly 

in charge of deciding if and when the system must activate autonomously and the type 

of service/request that is most useful to the user at each activation. MASTROCARONTE 

activates in special conditions, according to the user’s preferences; for example it may 

suggest an hotel suitable for the user if it is late at night, the user is traveling since 

many hours and is not directed toward home. 

2) The agents for “content” adaptation are distributed. One is located on-board 

and is in charge of (i) contacting the server, sending relevant portions of the user and 

context model and (ii) once a response from the server is received, filtering out or 

ranking the information/services to be displayed to the user, given the full user and 

instantaneous context models. Another agent is located on the server and receives 

requests from the car, performing a first filtering and ranking of the 

services/information to be sent to the car. 

3) The agent for “mode of interaction and interface” adaptation is located on the 

car and selects the most appropriate mode of interaction, given the user model and 

the context and driving conditions. In MASTROCARONTE the alternatives are the 

following: a vocal interface (to be used in situations when the driver is alone and 

cannot be distracted) a graphical interface, with five different styles, ranging from a 

very simple one in which the items in the reply are presented one at a time, to more 

complex ones. Also the number of extra functions (automatic connection to the phone, 

connection to the route planner, bookmarking) is adapted to the user preferences and 

context. 3.15 contains a scheme with the main components of our architecture, 

instantiated on the MASTROCARONTE application. 



3 - Evaluation of user-adapted systems in practice 

 169 

Figure 3.17. Architecture of MASTROCARONTE 

MASTROCARONTE has been implemented under the VxWorks real time operating 

system running on Magneti Marelli car navigation systems. In particular, it runs on a 

laptop simulator of this operating system. The agents and server components are 

implemented using the CLIPS rule-based system and the exchange of information is 

based on XML. The service database is a multipurpose relational one and, for the 

evaluation, it has been populated with tourist information about the Turin area. It 

contains about 400 restaurants and 150 hotel, and also information about places of 

interest, which, however, have not been involved in this preliminary evaluation. 

For the purpose of the evaluation exercise in the next sections, it is worth 

spending a few more words on the user model, the interface and on the rules used by 

the content adaptation agent and interface agent to rank items (hotels and 

restaurants) and to decide the presentation format. 

The USER MODEL, implemented as a Bayesian Network, contains several pieces of 

information about the user and is initialized starting from stereotypes about the 

behavior of the Italian population49, which provide probabilistic information about the 

level of interest of classes of users for aspects such as: traveling, art, history, nature, 

visiting museums. They also provide information about the propensity to spend and 

consume, whose values highly contribute in the recommendation of hotels and 

restaurants. Finally, the user model contains information regarding the user’s 

receptivity (i.e., the ability to capture information, estimated from parameters such as 

the user’s age, her stereotypical classification, familiarity with electronic devices and 

interfaces and visual problems). The initialization is performed off-line, e.g., at the dealer, 

 
49 We defined the stereotypes starting from a psychographic study (Sinottica Eurisko) about the Italian population. 

Examples of descriptive features are: age, school degree, job, geographic area, etc. 
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storing the result on the user’s personal smart card. These initial estimates are then 

revised by the system by performing analyses on the actual behavior of a specific user: 

MASTROCARONTE tracks the actions of the user and updates her model based on 

statistic taken from this log of actions. This process may also produce more detailed 

information that cannot be estimated in general, such as the preferences as regards 

the type of food or the habits regarding hotels and restaurants. 

The INTERFACE for presenting information to the user includes two media: audio 

speakers and a screen. As regards the screen we defined a number (five in the 

prototypes) of presentation styles. Each style defines a format (number of items to be 

displayed, fonts, colors) as well as the number of extra services that the user can 

access; these services include the possibility of calling a restaurant/hotel, the 

possibility of getting detailed information about it, the possibility of asking for the 

route to reach it, the possibility of bookmarking the item (these services are very 

useful for getting feedback about the user’s behavior). 

The RANKING OF ITEMS provided by the server is based on a set of rules that make 

two kinds of evaluation. The first one provides a score to each hotel or restaurant, 

according to the user’s characteristics, namely, her propensity to spend (coming from 

the predictions in her model) and an estimation of her preferences, such as preference 

for a type of food or a type of place (computed with another set of rules). The second 

evaluation regards the contextual information (time of the day, distance, type of area – 

metropolitan, extra urban, etc.) and is used to weight the previously selected items. 

The SELECTION OF THE INTERFACE, medium and format, is more complex as it involves 

several parameters, such as the user receptivity and preferences (but also estimates of 

the user tiredness), the driving conditions (e.g., speed, traffic), contextual information 

(e.g., time of the day, weather, etc.). This is achieved by means of a set of rules that 

operate in steps, first deciding the medium, then the format. 

In order to make the process clearer, let us consider an example of interaction. In 

case of a query concerning restaurants, the agent on the car sends information about 

the location of the car and about some of the user's features and preferences 

(preferences about food, propensity to spend). The agent on the server retrieves the 

restaurants that may be of interest, sending a list of references to the car. The agent 

on the car asks for up-to-date information for those restaurants whose reference is 

unknown. Then it ranks the list according to the complete user model and to the 

instantaneous context conditions. Finally, it passes the ranked list to the interface 

agent. 

In the following we show, as an example, the layouts loaded by the system with 

three different users/contexts: 
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o a university student with high level of receptivity (young, familiar with 

electronic devices, no visual problems, etc.), medium/low propensity to spend, 

while driving at a low speed with no traffic ( Figure 3. 18) 

o the same student, while driving at a high speed, but with non traffic and in a 

straight way (Figure 3.19), 

o a middle age lady with high propensity to spend (Figure 3.20). 

In all the case, the screenshots on the left show the ranked list of selections, 

displayed according to the selected format and style; the screenshots on the right 

show the details of a restaurant, using again the selected format and thus activating 

different sets of services. The screenshots are exactly as shown on the dashboard’s 

display of the car. 

 

 

 

 

Figure 3.18 – Recommendations for the user 1 (university student) in context 1 (low risk level) 

 

 

 

Figure 3.19 – Recommendations for the user 1 (university student) in context 2 (medium risk 

level) 

 

 

 

Figure 3.20 – Recommendations for the user 2 (middle age lady) in context 1 (low risk level) 
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3.5.3. The evaluation and its methodology 
In the UM community the importance of systems evaluation has been strongly 

advocated (see [Chin 2001], [Chin and Crosby 2002], [Petrelli et al. 1999]) and now it 

is a shared principle. As regards the automotive environment, in our opinion, it 

requires considering several aspects: first of all, of course, the matching between the 

real users preferences and the features of the items suggested by the system. Second, 

the correct weight to external conditions, like distance, time pressure, etc., in the 

selection of the items. Finally and most important, the analysis must evaluate if the 

system adapts its content, presentation and behavior in order to, and respecting the 

requirement of, being safe and not intrusive. Since the system is still under 

development, we performed i) a formative evaluation, which is aimed at checking the 

initial choices and getting clues for future revision, concerning the knowledge base 

implementation and the correctness of adaptation rule; ii) a predictive evaluation, 

based on HCI experts estimation, concerning the interface design choices. 

To obtain reliable users’ data we needed an accurate and quick way to collect self-

reported information from target users. Thus we decided to exploit a questionnaire we 

personally distributed to  

Subjects and sampling procedure. 107 users identified following a proportional 

layered sampling strategy, where the population is divided into layers, related to the 

variables that have to be estimated, and containing each one a number of individuals 

proportional to its distribution in the target population. We identified eight groups 

characterized by different age, sex, education, job, technology expertise, geographic 

area, etc. (that are the same descriptive data used by the system to classify each user). 

Every group identifies a potential user of the system. For instance group s1 (the 5% of 

our sample) is characterized by age: 26-35, sex: male, education: high school, job: 

autonomous workers, technology expertise: medium, etc.; while group s8 (the 23% of 

our sample) is characterized by age: 36-45, sex: male and female, education: high 

school/degree, job: manager/ professionals, etc..  

The questionnaire. To obtain the desired information the questionnaire collected two 

sets of data: (a) information useful to the system to classify users and to generate 

recommendations and interfaces adaptations; (b) information about the real users’ 

preferences useful to calculate the distance between system’s recommendations and 

real users preferences. Six main topic areas were identified in the questionnaire: 

personal data, information about visual problems, familiarity towards computer and 

interfaces, food and restaurant preferences, restaurant prices preferences, hotel prices 
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preferences. The final questionnaire was made up of 14 questions where both the 

questions and the answers were fixed.  

Procedure. The questionnaires were auto-filled by the users to avoid any possible 

interviewer’s interferences and gained a week after the distribution. The questionnaire 

was anonymous and introduced by a written presentation explaining the general 

research aims. For the items concerning personal data, visual diseases, computer and 

interfaces, the participants were required to thick the appropriate answer from a set of 

gives answers. In the other questions, users had to express their level of agreement 

with the options concerning the given questions by choosing an item of a 5-point 

Likert scale. The survey was conducted in September-October 2002 and the 

participants were Italian citizen living in - or in the suburbs of - the city of Genoa and 

Turin, in the North of Italy. 

We entered the data set (a) in a PC simulator version of the system to generate the 

system responses. This version contains a service database that is multipurpose 

relational one and, for the evaluation, it has been populated with tourist information 

about the Turin area.  

Measures. We analyzed the correctness of recommendations by the exploitation of two 

statistical accuracy metrics (Sarwar et al, 1998), MAE (Mean Absolute Error) and 

RMSE (Root Mean Squared Error) that are aimed at evaluating the closeness between 

the numerical recommendations provided by the system and the numerical ratings 

entered by the users for the same items. More precisely, MAE (Mean Absolute Error) 

and RMSE evaluate the distance between the system predictions and the collected 

users opinions -set (b)- by means of rate vectors (both user’s and system’s items were 

expressed on a scale ranging from 0 to 5). Obviously, higher values mean worst 

recommendations. To test the accuracy of the selection process we have also 

measured the precision of the collected data (ratio between the user-relevant contents 

and the contents presented to the user, see 1.2.1). 

We used a similar approach also for evaluating the accordance of the proposed layout 

with contextual conditions and user’s cognitive capabilities. On the simulator we set 

two contexts (different for speed and traffic level). The layout loaded by the system was 

then compared with that ones chosen by two HCI experts (again the distance is on a 

scale from 0 to 5). 

3.5.4. Results of the evaluation  
First of all, we observed that in all cases the system was able to select facilities close to 

the user’s location, giving priority to the closest ones at specific times (e.g., closest 

hotels at night). We can say that the requirement for MASTROCARONTE of giving a 

correct weight to external conditions, like distance, time pressure, etc., in the selection 
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of the items, is satisfied. As regards the content of the recommendation, namely the 

requirement of correspondence between the user’s preferences and the features of the 

items selected, the obtained results are here summarized: 

 

Restaurants Hotels 

MAE RMSE MAE* RMSE* MAE RMSE 

1,44 1,75 1,05 1,49 1,87 2,08 

Precision = 0.41 Precision = 0.2 

Table 3.5. Experimental results. (*) means without the restaurant prices 

predictions 

 

As it can be seen, the results are not so satisfactory. Concerning restaurants, we 

noticed that the most of the distance was due to the price. The recommendations 

concerning prices were too optimistic: most participants chose lower price levels 

(notice in Table 3.5 the better results obtained without calculating price prediction). 

The price problem also explains the higher values concerning Hotels that are 

recommended mainly following price estimations. As we will see, one of the possible 

reasons could be due to the current economic situation, which is probably different 

compared to that one considered by the psycho-graphic study used to build 

stereotypes and we have to adapt the price recommendations to the current propensity 

to spend. Thus, 3.5 gives a snapshot of the results and provides the important 

information regarding prices. However, such a piece of information and others, not 

represented in the table, come from a complex analysis aimed at explaining the reason 

of that 1,44 or also 1,05 distance. 

Several are the ways that can be followed to investigate the cause, or causes, of 

the distance to finally finding out where the system has to be modified. In particular 

we have identified two types of approaches, which could be defined, for simplicity, as 

backward and forward or, also, as bottom-up and top-down. What do they mean? The 

first one begins the investigation from the data, looking for cases, or group of cases, 

with anomalous statistics. The second type of approach starts the investigation with 

no knowledge about the collected data, makes hypothesis and tests the component of 

the system that can produce errors of adaptation. 

We investigated exclusively the results concerning MAE and RMSE, since the 

overall contents of the database are not exhaustive and the calculated precision is 

merely indicative.  
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3.5.4.1. The bottom-up approach 

We started with the first type of approach and, in order to perform this analysis, we 

disaggregated the results by considering different groupings of the users. First of all, 

we considered three ways to group the subjects involved in the test: 

o Sampling Groups = classes of subjects with common socio-demographic 

features (in our case we singled out eight groups labeled as s1, s2, s3, ……., 

s8) 

o Profile Groups = classes of subjects having the same predicted profile. In other 

words, classes of subjects having the same antecedents used in the adaptation 

rules. The profiles are transversal respect to the stereotypes. A profile includes 

i) similar predictions of stereotypes concerning the propensity to spend, 

technology expertise, receptivity; ii) similar rules which estimates the 

receptivity of the driver; iii) socio-demographic features (age). We singled out 

fifteen groups labeled as pf1, pf2… pf18) 

o Prediction Groups = classes of profiles, namely subjects belonging to some 

profiles, for which the system produced the same recommendations (in our 

case we singled out five groups labeled as pr1, pr2, pr3, pr4, pr5). These are 

clearly related to the previous ones, in the sense that each prediction group 

includes a set of profile groups, in our case, for example we have that pr2 = 

pf3 È pf6 È pf10 

 

By comparing the behavior of the systems for these different groups, it is possible to 

get hints to understand for which reasons the system does not provide a good advice 

on some users. As a first result of this deeper evaluation, we noticed that the 

recommendations changed significantly according to the different predictions groups 

of users: some groups received better recommendations than others (see Table 3.6). As 

noticed above, the five prediction groups cluster participants with different socio-

demographic features (they crossed the initial sampling groups) but common 

recommendations. For instance people belonging to group pr2 are 26-35 years old and 

have e medium propensity to spend, while people belonging to group pr4 are 46-65 

years old and have a high propensity to spend. Within group pr2 there are males and 

females, with different education level and different professions (employees, 

autonomous workers, managers) and within group pr4 there are males and females, 

with different education level and different professions (employees, managers, 

teachers). The results in the table suggest that either the accuracy of classification or 

the prediction for pr4 is more problematic than for pr2.  
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groups Restaurants Hotels 

 MAE RMSE MAE RMSE 

group pr1 1,46 1,78 2,05 2,27 

group pr2 1,08 1,40 1,00 1,27 

group pr3 1,29 1,53 1,85 2,05 

group pr4 1,54 1,85 1,92 2,11 

group pr5 1,72 2,05 2,02 2,24 

Table 3.6. Prediction groups’ results 

 

In order to have a better evaluation of these results, we wanted to understand if 

these differences were uniform among all the Profile groups that belong to the same 

Predictions group or not. The idea was that, in case we observed some Profile groups 

with very high MAE with respect to the belonging Prediction group, we could 

hypothesize that the negative result of the Prediction group is due to one only Profile 

group. As noticed above, given this acquisition, it becomes possible to limit the 

probable causes of error: it can be a classification problem or a personalization 

problem regarding only the specific values of that Profile. The results of this evaluation 

are reported in Table 3.7. As you can see, we have computed the distances MAE and 

RMSE between each Profile Group and the belonging Prediction Group, and then we 

calculated the Standard Deviation (SD) inside each Profile Group. We decided to 

exclude (also in the following table), from such a computation, Profile Groups with less 

then five subjects. But the result was that many groups could not be classified, 

making all the remaining statistics not significant.  

 

Predictions 
groups 

Profile 
groups 

Restaurants Hotels 

  MAE SD RMSE MAE SD RMSE 

group pr1 Group pf1 1,662 0,408 1,904 2,133 0,149 2,315 

group pr1 Group pf2 1,434 0,292 1,749 1,990 0,235 2,238 

group pr1 Group pf4 1,397 0,212 1,767 2,067 0,893 2,408 

group pr2 Group pf3 0,980 0,164 1,370 0,900 0,150 1,139 

group pr2 group pf6 0,829 0,136 1,260 1,029 0,167 1,302 

group pr3 group pf7 0,86 0,212 1,17 2,05 0,229 2,19 

group pr3 group pf8 0,82 0,10 1,13 1,45 0,21 1,64 

group pr4 group pf13 1,14 0,27 1,63 1,94 0,34 2,13 

group pr5 group pf17 1,27 0,21 1,74 1,97 0,19 2,22 

Table 3.7. Prediction and Profile groups’ results 

 

If we consider the Standard Deviation of pf1, we see that it is 0,408 while the 

Standard Deviation of all the subjects is 0,3. It means that the group is not very 
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homogeneous or that it is homogeneous with a medium-low deviation. The value of the 

SD is important because it allows to understand if the deviation of the group is due to 

a single isolated case or not. Once we have seen that it is not an isolated case to 

determine the deviation, the problem becomes understanding the cause of the 

deviation of the Profile group, i.e. if it is for a problem of classification or of 

personalization. This second evaluation can be done easily, because we know exactly 

the values of the dimension used by the system to classify (the values that identify the 

Profile). For example, for the group pf1 we judged that adaptation rules were right 

defined. So we were reasonably sure that it was a classification problem. 

Finally it is even possible to identify the exact component in charge of the bad 

classification, just calculating the MAE for the different features of the advice. For 

example, for restaurants, the features prices, kind of food, type of places, etc. are 

correlated with specific user model dimensions, which can be computed using the 

stereotypes (e.g., propensity to spend and thus price) or the rules (type of food and of 

places). For pf1 we discovered a problem in the propensity to spend (stereotypes). 

We now move to the last analyses regarding the bottom-up approach. Let us 

consider the Sampling groups. Also in this case we have different results for different 

groups (see Table 3.8). 

 

 

 

 

 

groups restaurants Hotels 

 MAE RMSE MAE RMSE 

group s1 1,39 1,67 1,64 1,75 

group s2 1,41 1,69 1,81 2,08 

group s3 1,36 1,71 1,00 1,18 

group s4 1,59 1,92 2,06 2,28 

group s5 1,18 1,55 1,31 1,58 

group s6 1,49 1,78 2,05 2,23 

group s7 1,22 1,51 1,85 2,06 

group s8 1,42 1,73 1,70 1,88 

not-classified 1,50 1,81 1,93 2,11 

Table 3.8. Sampling groups’ results 

 

The Sampling groups are the initial 8 groups collected by the sampling strategy. It 

happens that 5 subjects result as not classifiable in any group. Also in this case there 

are differences between groups: for instance group s6 receives the best restaurant 

recommendations while group s3 receives the worst recommendations.  
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Finally, we compared these results with those obtained for the prediction groups. 

First of all an ANOVA comparing the groups’ results showed that the different results 

are due to a significant correlation between the kind of group taken into account 

(independent variable) and its related recommendations (dependent variable).  

Predictions groups (103 subjects for 5 groups): restaurants MAE: F(4, 98)= 9,27, 

p<0,01; restaurants MAE no prices: F(4, 98)= 5,33, p<0,01; hotels MAE, F(4, 98)= 

26,83, p<0,01.  

Sampling groups (107 subjects for 9 groups): restaurants MAE: F(8, 98)= 2,74, 

p<0,01; restaurants MAE no prices: F(8, 98)= 1,71 p<0,01; hotels MAE, F(8, 98)=9,40, 

p<0,01. 

All these results (expect for restaurants MAE no prices for Sampling groups ) 

show significant dependencies. In summary, by analyzing the groups precisely, we can 

thus get clues on the parts of the Knowledge Base that have to be revised. A part from 

the specific changes to the Knowledge Base that were suggested by the tests (which 

are not relevant for a reader), it is worth noting that this methodology of aggregation of 

the evaluation was very interesting, providing interesting insights on the system’s 

knowledge bases and behavior.  

3.5.4.2. The top-down approach 

Given the problems with not comparable Profile groups, and anyway to extend our 

analysis, we also followed this approach and obtained meaningful results. 

Test of the correctness of the KB. Our starting hypothesis was that each stereotype 

shares homogeneous preferences, behaviors and lifestyles. The inexistence of this 

supposed correlation could be due to these factors: i) the stereotypes are too generic 

and therefore they cannot be used for a specific domain; ii) the entered data are too 

old and do not reflect the current situation.  

We could accomplish this test using the questionnaire and comparing the 

answers with the Eurisko classes. The answers in the questionnaire showed that 

users almost always selected ranges of prices lower than those predicted by the Life 

Styles. This finding was also confirmed by the computation of the MAE and RMSE (see 

Table 3.8). Therefore the need of updating our Knowledge Base, concerning the 

supposed propensity to spend emerged clearly. The other dimensions (technology 

expertise, receptivity) derived from the stereotypical knowledge seemed to be well 

suited for the system’s purposes, and therefore non-generic.  

Test of possible errors in the KB implementation. The research we exploited 

describes the lifestyles in a qualitative way and thus we had to translate them in 

probabilistic values. Errors are frequent in processes like this, due to a 

misunderstanding in tuning the estimates. For instance we found that working young 
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people are described as having a high propensity to spend. However, the test 

demonstrated that their propensity to spend is related to their current situations, so 

they generally prefer non-expensive restaurants even if they like to go out for dinner. 

As a consequence, we concluded that there is the need of splitting the propensity to 

spend in frequency and value, but Eurisko does not have this distinction and we have 

no means to know its interpretation of the dimension. A confirmation of this problem 

comes from the MAE calculated with respect to students. A possibility could be to 

define a new Knowledge Base, exploiting a domain specific survey to the target 

population. 

Test of the Rules in charge of the personalization. In the system, a set of rules 

associates user features (age, propensity to spend) to hotels/restaurants features 

(price, kind of restaurant, kind of food, etc..). The test showed some problems, for 

instance, that restaurant suggestions for 25-36 years old are better than restaurants 

suggestions for 20-25 years old. Then, within the first group the suggestions are better 

suited for people characterized by a medium propensity to spend. From this analysis, 

now we know the associations that have to be revised.  

 

Finally, let us move to the evaluation of the personalization choices as regards the 

format and layout of the presentation. As regards layouts, the evaluation was made as 

follows. We interviewed two HCI experts, asking them to suggest, for each one of the 

profiles the best interface choice. We then compared these “gold standards” with the 

personalized layout selected by the system. We used the following procedure: the two 

experts proposed the better interface for groups of subjects sharing the same features 

used by the system to generate layout recommendations (age, technology expertise, 

receptivity) in a given contexts. Then we calculated the distance (MAE and RMSE) 

between the real system’s proposals and experts’ suggestions. Here the results: 

 
Layout Context 1 Layout Context 2 

MAE RMSE MAE RMSE 

0,18 0,18 0,09 0,09 

Table 3.9. Layout prediction’ results 

 

The closeness between the system’s proposed layout and the HCI experts’ 

suggestions confirmed the appropriateness of layout adaptations choices. 

3.5.5.  Conclusions 
In their review of personalized hypermedia presentation techniques Kobsa et al. [2001] 

divide the personalization process into these three major tasks: i) acquisition method 
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and primary inferences, ii) representation and secondary inferences, iii) adaptation 

production. In this evaluation exercise we take into account this process by 

performing a layered evaluation where the evaluation is decomposed into different 

layers corresponding to the high layers described above. We performed a formative 

evaluation for the points i and ii and a both a formative and predictive evaluation for 

point iii (which includes both content and interface adaptations). The final results 

suggest and give clues for a revision of the current knowledge base and adaptation 

rules concerning the final contents recommendations, while the interface adaptations 

obtained good evaluation results. The next step in this user-centered iterative 

evaluation process will be a testing with subjects interacting with a version of 

MASTROCARONTE currently running on a Fiat Punto to have both users rating the 

predictions generated by the system and interacting with the on-board car system. 

3.5.6.  Post test considerations  
At the beginning of the paper, we stated that the goal of this work was to present a 

first evaluation of MASTROCARONTE, showing the advantages and the potentials of 

adaptation and personalization techniques in the provision of on-board applications. 

To achieve that, we have reviewed the main principles and works in the field of User 

Modeling and Adaptive Hypermedia, from the Web applications to mobile and on-

board ones. Then we have enlighten the main points of interest of the field, showing 

constraints and new opportunities, noticing also the contrast between the large 

interest for the field and the lack of scientific literature about that. Afterwards, we 

have presented our proposal of architecture for on-board adaptive services and finally 

we have illustrated methodology, results and future steps of a preliminary evaluation 

of the different aspects of a tourist prototype of MASTROCARONTE.  

The results of the evaluation exercise demonstrate that these claims can be 

accomplished in practice. The best way to draw a conclusion is to consider some of the 

guidelines for the design of on-board HMI, noticing that most of them are 

accomplished by adaptation and personalization: 

Paying attention to the risk of interference with the main task of driving by 

causing a dual-tasks [Green, 2000]. 

Choosing the modality of interaction. The kinds of interaction in HMI can vary 

from hand-held remote control to voice control, from controls and buttons near to the 

display or touch-screen interfaces to advanced HMI exploiting the potential of 

multimodal interaction such as haptic (tactile and kinaesthetic) and acoustic 

interaction [Mariani, 2002]. Multimodal interaction in particular has been found as 

positively affecting driver’s safety, resulting in faster reaction times and fewer errors 

for emergency response displays when compared with simple visual or auditory 
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display [Liu et al, 1999]. Indeed, the exploitation of non-visual interactions can lighten 

the driver’s overload and can be effective for attracting driver’ s attention (e.g. auditory 

interaction for alerts, warning). However, these kinds of interaction can be chosen only 

in particular situations (e.g., auditory modality is effective if output is simple) and for 

located actions [Summerskill et al., 2002].  

Readability of the content to be displayed must be taken into account. Besides the 

usability of controls and display, the items presented on the screen have to be easily 

readable and immediate. For instance, a study [Burnett and Porter, 2002] showed that 

the exploitation of landmarks vs. distance cues in vehicle navigation systems 

decreases the number of glances and workload was perceived to be lower.  

Tuning the interaction. At the beginning the interaction should be easier since the 

unexpected system responses are handled in a more problematic way and the user 

workload could increase with undesired effects. Then, more experienced the user 

becomes less decision she has to take about the next actions to perform since she 

developed an interaction strategy [Jahn, et al. 2002]. In MASTROCARONTE the layout is 

selected on the basis of the user’s receptivity and familiarity with technological 

devices. But, as a set of rules periodically revises and updates the User Model, after a 

number of interactions (which change according with the level of receptivity itself) the 

layout selected becomes richer in amount of information and services. 

The interface must be adequate to each specific user. Even if interfaces that make 

the choice of responses as obvious as possible are beneficial [Norman, 1998], in this 

particular context also individual differences concerning receptivity and cognitive load 

should be taken into account. For instance, the maximum quantity of information to 

be presented to old and young drivers should be differing. Empirical studies [Labiale 

and Galliano, 2002] showed that by increasing the number of pictograms displayed on 

an in-car system the number and the duration of visual fixation increase for both old 

and young people. However, older drivers require longer visual fixation than young 

drivers according to the explanatory hypothesis of a perceptual and cognitive slowing 

down of elderly subjects. Labiale and Galliano proposed no more than 9 pictograms for 

young drivers and no more than 6 for older drivers. However, the exploitation of 

Intelligent User Interface taking into account other factors can modify the complexity 

of each in car display. For instance, people having more familiarity towards technology 

and computers seem to be faster at learning new interfaces. Visual diseases can affect 

the amount of information to be read particularly in a visual-centered task such as 

driving. The speed of the car, the type of the roads, the traffic and the driving 

experience may change the way in which drivers manage the switching between 

primary and secondary task.  
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The last dimension (driving experience) has not been considered in 

MASTROCARONTE (it could be added in the next release) but all the other ones are 

exactly the features taken in consideration by the system for loading the right 

stylesheet. 
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Conclusions 
To conclude, I advocate, of course, the importance of a correct evaluation methodology 

during the development and the testing of a user-adapted system. Significant testing 

results can lead to more suitable and successful systems. According to my point of 

view, both in case of qualitative and quantitative methods of research can gain fruitful 

contributions.  

First of all, I want reaffirm the importance of a “correctly-carried-out” evaluation 

of user-adapted systems, as sustained in Chapter 1. In fact, the problem of most 

evaluation is the non-significance of the results and therefore the absence of 

generalisations. Moreover, I want to underline again the importance of considering the 

other evaluation techniques derived from HCI during the development of adaptive 

systems, as depicted in Table 3.1, in addiction to empirical evaluation. Moreover, I 

advocate the involvement of the users in every design phases and the importance of an 

embodied perspective in the development of user-adapted systems. 

Concerning the choice between quantitative and qualitative methodologies, I 

advocate the importance of both techniques in evaluation of adaptive systems. This 

implies a different point of view in the evaluation: while the quantitative research tries 

to explain the variance of the dependent variable generated through the manipulation 

of independent variables (variable-based), in qualitative research the object of study 

becomes the individual subjects (case-based). Qualitative researchers sustain that a 

subject cannot be reduced to a sum of variables and therefore a deeper knowledge of a 

fewer group of subjects is more fruitful than an empirical experiment with a 

representative sample.  

The goals of the analyses are also different: while quantitative researchers try to 

explain the cause-effect relationships, qualitative researchers want to comprehend the 

subjects under study by interpreting their point of views. While quantitative research 

tries to explain why subjects behave in a particular way, qualitative research tries to 

explain how subjects behave in that particular way. 

Concerning the methodologies of analysis, quantitative researchers try to validate 

a theory by falsification, while qualitative researchers try to individuate the so-called 

ideal types through the description and the classification of the collected empirical 

data and the individuation of typology dimensions. The ideal types are conceptual 

categories useful to interpret the reality under observation. In case of user modeling 

systems, these categories can be used or can offer suggestions to model the features of 

the users and then adapt the system to these features.  

The choice between quantitative and qualitative methodologies is not trivial and 

depends from the aims and the purpose of the evaluation.  
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For instance, if we want to test the impact of the exploitation of different adaptation 

techniques in a given interface, a controlled experiment can gain useful results. If we 

want to discover the aspects of an interaction that we have to take into account to 

model this interaction, observing users in context and interview them can offer 

material useful to build the user model categories.  

In general, if we want to discover new categories useful to model the interaction, a 

qualitative approach can gain more fruitful results, while if we want to investigate the 

impact of already known variables a quantitative approach can be preferred. However, 

this is not a rule and both methods can take interesting results.  

From a methodological point of view, at the moment my interest is directed 

towards qualitative evaluations, in particular ethnographic studies, since I have 

always carried out quantitative evaluations. In my future activity I hope to carry out 

qualitative analyses in order to put in practice the ideas I have developed during 

writing of the thesis. However, I will go on also with quantitative research and I will try 

to follow the rules I have here described in order to contribute, by means of both the 

methodologies, to the construction of a corpus of guidelines from which other 

researchers can obtain insightful information as Weibelzahl and Lauer sustain [1.5].  
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