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#### Abstract

The Cherenkov Telescope Array (CTA) is a next-generation ground-based observatory for gamma-ray astronomy at very high energies. The Large-Sized Telescope prototype (LST-1) is located at the CTA-North site, on the Canary Island of La Palma. LSTs are designed to provide optimal performance in the lowest part of the energy
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range covered by CTA, down to $\simeq 20 \mathrm{GeV}$. LST-1 started performing astronomical observations in 2019 November, during its commissioning phase, and it has been taking data ever since. We present the first LST-1 observations of the Crab Nebula, the standard candle of very-high-energy gamma-ray astronomy, and use them, together with simulations, to assess the performance of the telescope. LST-1 has reached the expected performance during its commissioning period-only a minor adjustment of the preexisting simulations was needed to match the telescope's behavior. The energy threshold at trigger level is around 20 GeV , rising to $\simeq 30 \mathrm{GeV}$ after data analysis. Performance parameters depend strongly on energy, and on the strength of the gamma-ray selection cuts in the analysis: angular resolution ranges from $0^{\circ} .12-0^{\circ} .40$, and energy resolution from $15 \%-50 \%$. Flux sensitivity is around $1.1 \%$ of the Crab Nebula flux above 250 GeV for a 50 hr observation ( $12 \%$ for 30 minutes). The spectral energy distribution (in the $0.03-30 \mathrm{TeV}$ range) and the light curve obtained for the Crab Nebula agree with previous measurements, considering statistical and systematic uncertainties. A clear periodic signal is also detected from the pulsar at the center of the Nebula.
Unified Astronomy Thesaurus concepts: Gamma-ray astronomy (628); Gamma-ray sources (633); Astronomy data analysis (1858); Pulsar wind nebulae (2215); Pulsars (1306)

## 1. Introduction

Astronomical observations across the electromagnetic spectrum span more than 20 decades in photon energy, requiring the use of a wide range of instrumental techniques. At the highenergy end of the spectrum, in the so-called very-high-energy (VHE) gamma-ray band and above ( $E_{\gamma} \gtrsim 50 \mathrm{GeV}$ ), photons are scarce, and the performance of space-borne facilities is limited by their modest photon collection areas. Ground-based instruments (Sitarek 2022), on the other hand, can achieve much larger effective areas by exploiting the effects of the absorption in the atmosphere of a VHE photon: the development of an extensive air shower (EAS) of secondary particles. Imaging Atmospheric Cherenkov Telescopes (IACTs) collect the Cherenkov light produced by the ultrarelativistic EAS particles (mostly electrons and positrons), and form an image of the shower, from which the direction and energy of the primary photon can be estimated.

The Crab Nebula was the first source detected in the VHE sky (Weekes et al. 1989), now featuring around 250 known objects (Sitarek 2022). The Crab Pulsar Wind Nebula is the remnant of a supernova explosion observed in 1054 A.D. It is one of the most studied objects in the sky (Hester 2008; Bühler \& Blandford 2014), and its spectrum extends from radio up to petaelectronvolt gamma rays (LHAASO Collaboration et al. 2021). Flaring or flickering behavior has been reported below a few gigaelectronvolts (Abdo et al. 2011), but in the VHE band it remains a steady source (Aliu et al. 2014; H.E.S.S. Collaboration et al. 2014), and is currently the standard candle used by different instruments (Aharonian et al. 2006; Aleksić et al. 2015).

The Cherenkov Telescope Array ${ }^{76}$ (CTA) is a nextgeneration ground-based observatory for VHE gamma-ray astronomy. CTA will consist of two arrays of IACTs of different sizes deployed on two sites: one in the Northern Hemisphere, in the Roque de los Muchachos Observatory (ORM) in the Canary Island of La Palma, and another one in the Southern Hemisphere, in the Atacama desert in Chile. The largest among the CTA telescopes are the Large-Sized Telescopes ${ }^{77}$ (LSTs; Cortina 2019), four of which will be part of the CTA-North array. LSTs are equipped with 23 m diameter mirror dishes, which enable them to detect the faint Cherenkov flashes from showers initiated by gamma rays down to $\simeq 20 \mathrm{GeV}$. The lightweight LST structure is designed to allow

[^1]for fast slewing, and hence facilitate follow-up observations of transients. LST-1, the prototype of the LST, was inaugurated at the ORM in 2018 October and has been taking science data since 2019 November.

This paper presents observations of the Crab Nebula performed with LST-1 between 2020 November and 2022 March, while the telescope was still in its commissioning phase. These observations are used to characterize the performance of the instrument, and to validate the Monte Carlo (MC) simulations needed for the data analysis. Section 2 describes the MC simulations. The data analysis pipeline is summarized in Section 3, which also presents some key LST-1 performance parameters (energy and angular resolution) as determined from the MC. Section 4 introduces the Crab Nebula data sample, which in Section 5 is used to verify the validity of the simulations. Section 6 presents the results on the Crab Nebula spectrum and light curve, and an estimate of the LST-1 sensitivity, and finally we provide conclusions in Section 7

## 2. Monte Carlo Simulations

An IACT uses the atmosphere as a key element in the detection process; hence, there is obviously no way to characterize its end-to-end response in a controlled setup (unlike space-borne gamma-ray telescopes, which can be beam-tested in the lab prior to launch). The analysis of IACT images to reconstruct the properties of the shower primary (particle identity, energy, and direction) relies heavily on detailed MC simulations both of the shower development and of the telescope. The simulated events, for which we know the true attributes of the primary particle, will allow us to train the event reconstruction algorithms to be used on the real data. The same algorithms are also applied to an independent MC sample ("test" sample), from which the instrument response functions (IRFs) can be derived.

### 2.1. General Description

We simulate the shower development in the atmosphere, and the Cherenkov light emission and propagation, using CORSIKA v7.7100 (Heck et al. 1998). For the telescope simulation, we use sim_telarray v2020-06-28 (Bernlöhr 2008). The telescope simulation includes the reflection of the Cherenkov light on the mirror dish, its passage through the camera entrance window, and its detection on the focal plane equipped with light concentrators and photomultiplier tubes (PMTs). All of the stages are simulated taking into account the
lab-measured performance of the different telescope elements as a function of the photon wavelength and, when relevant, its incident direction. The camera trigger system, the electronic chain for the signal processing, and the digitization of the analog signals are also simulated in detail to obtain digital waveforms (two per pixel, from a high- and a low-gain branch) completely equivalent to those present in the real LST-1 data after the correction of low-level features of the data acquisition electronics (see Section 3.1). From this point onward, the same analysis pipeline, described in Section 3, can be applied to simulated and observed data.

To train the event reconstruction algorithms (training MC sample), we use simulations of two types of primary particles: gamma rays and protons. To evaluate the response of the telescope (test MC sample), we only simulate gamma rays. For the analysis of gamma-ray observations, it is not strictly necessary to obtain from MC simulations the response of the telescope to background events (showers initiated by electrons, protons, and heavier cosmic-ray nuclei). The precise simulation of the background of an IACT is challenging, due to the uncertainties in the hadronic interaction models (see, e.g., Ohishi et al. 2021) and in the cosmic-ray composition, but, as we will see, a reliable estimation of the background event rates recorded from the direction of the source of interest can be obtained using a control (off-source) sky region, i.e., using simple aperture photometry. Finally, we also produce simulations of single muons, which are helpful to evaluate the overall optical efficiency of the telescope (Gaug et al. 2019). The main simulation parameters for the production of each type of primary are presented below.

### 2.2. MC Generation Limits

### 2.2.1. Gamma Rays

Gamma rays are simulated with a differential energy spectrum $d N / d E \propto E^{-2}$. For vertical incidence, the energy range was set to $5 \mathrm{GeV}-50 \mathrm{TeV}$. In order to account for the variation of the telescope energy threshold with the zenith distance (ZD), these energy limits are then modified as $E_{\min , \max } \propto \cos ^{-2.5}(\mathrm{ZD})$, with a maximum value of 200 TeV .

In the training sample, the directions of the gamma rays are distributed isotropically around the telescope pointing up to an offset angle of 2.5 , such that the event reconstruction algorithms can be trained (see Section 3.3) to perform well for sources anywhere in the field of view. In order to speed up the simulations, and considering the low global trigger efficiency, each generated shower is used 10 times, placing the telescope at 10 different random locations around the shower axis, out to a maximum impact parameter of 900 m for $\mathrm{ZD}=0$. This value is scaled as $\cos ^{-0.5}(\mathrm{ZD})$ for larger ZDs.

The gamma-ray test sample is produced in a similar way; although, for the analysis of standard observations of pointlike sources, in which the telescope is pointed at a sky position 0.4 away from the source (see Section 4), the gamma-ray directions are all generated with that precise offset from the telescope pointing (in random orientations). The small offset angle allows us to reduce the maximum impact to 700 m for vertical incidence, which is then scaled as $\cos ^{-1}(\mathrm{ZD})$.
From the dependence of the air mass as $\cos ^{-1}(\mathrm{ZD})$ in the plane-parallel approximation, one would naively expect (for electromagnetic showers and in absence of atmospheric absorption) the same evolution of the distance to the shower
maximum, and hence of the radius of the Cherenkov light pool. The photon density reaching the mirror dish would change as $\cos ^{2}(\mathrm{ZD})$ under the same assumptions. This would suggest using $\cos ^{-2}(\mathrm{ZD})$ and $\cos ^{-1}(\mathrm{ZD})$ scalings for the energy generation limits and the maximum impact parameter, respectively. These simple zenith-scaling laws were reevaluated empirically using an earlier simulation library with protons and gamma rays simulated at ZDs of $20^{\circ}, 40^{\circ}$, and $60^{\circ}$. The power index for the energy generation limits was corrected to -2.5 (a faster increase with zenith) to keep the fraction of triggers (and hence the computational cost of producing triggered events) closer to the one at zenith. As for the maximum impact parameter, the $\cos ^{-1}(\mathrm{ZD})$ dependence worked well for the gamma-ray test sample, whereas $\cos ^{-0.5}$ (ZD) (a slower increase) was chosen for the diffuse gamma simulations (training sample), to moderate the drop in the production efficiency.

### 2.2.2. Protons

Protons for the training sample are generated following the same scaling of maximum impact parameter and energy range as for diffuse gamma rays. The energy range for vertical incidence is $10 \mathrm{GeV}-100 \mathrm{TeV}$ (taking into account their lower Cherenkov light yield compared to gamma rays of the same energy), and the maximum energy is also capped at 200 TeV . The maximum impact parameter is 1500 m for vertical showers, and the number of shower reuses is also set at 10 . Directions are isotropically distributed within $8^{\circ}$ of the telescope pointing, with that maximum offset changing as $\cos ^{0.5}(\mathrm{ZD})$-once again, a dependence obtained empirically to maintain a production efficiency similar to that at zenith. For hadronic showers, as compared to electromagnetic ones, it is harder to estimate zenith-dependent optimal production ranges from simple arguments, due to the production of electromagnetic subshowers and muons at large angles relative to the primary particle.

The MC production ranges and zenith-scaling laws above may be revised in the near future to further reduce the computational cost of the MC generation. Note that we do not need a "complete" MC proton training sample, in the sense of containing all (or a very large fraction of all) of the protons that would trigger the telescope. Its only purpose is to be used in the training of the particle classification algorithm together with the gamma rays, and this can be achieved as long as the simulated protons produce a sufficiently representative sample of the hadronic shower images that the real background (protons and other nuclei) will generate. On the other hand, we cannot exclude that a more complete training sample (more computationally expensive) could bring some improvement to the performance we present in this paper.

### 2.2.3. Muons

Single muons are simulated with a power-law differential energy spectrum with index -2.0 , between 8.4 GeV and 1 TeV . The maximum impact parameter is 9.8 m , corresponding to $80 \%$ of the mirror radius, since we are interested in muons that produce large rings on the camera. The maximum off-axis angle is $0^{\circ} 9$, which means the rings would be fully contained on the camera. Muons are simulated with vertical incidence. The amount of Cherenkov light produced by a single muon and collected by the telescope correlates very well with its impact


Figure 1. Pointing directions of the nodes. The training nodes are used to train the shower reconstruction algorithms. The testing nodes are used to compute the IRFs from point-source gamma-ray simulations. The nodes that have the same altitude and symmetrical azimuths with respect to the magnetic north are combined (by color here) to compute the IRFs in Figure 7.
parameter, direction of incidence, and Cherenkov emission angle (which in turn depends on its energy). All of these parameters can be reconstructed from the ring-shaped image formed on the camera, which makes isolated muons a perfect tool for the calibration of the total light throughput of the telescope (Gaug et al. 2019). This is achieved through comparison of the actual observations with muon simulations performed with different global optical efficiency of the telescope. For the present work, we simulated $10^{4}$ muons per optical efficiency, which we vary in steps of $10 \%$.

### 2.3. MC Pointing Grids

Simulations of gamma rays and protons were performed in a wide range of telescope pointing directions, up to $\simeq 70^{\circ} \mathrm{ZD}$. These directions were chosen in two different grids of pointings, one for the training MC and one for the test MC .

### 2.3.1. Training $M C$

The training MC is simulated using pointings along "decl. lines," i.e., following the trajectory in horizontal (Alt-Az) coordinates that all sources at a given decl. follow as viewed from the LST-1 site. We simulated 15 different decl. lines (from $-29^{\circ}$ to $+67^{\circ}$, distributed in steps of $\cos \left(\mathrm{ZD}_{\min }\right)$, where $\mathrm{ZD}_{\text {min }}$ is the zenith angle at culmination. In each line, around 20 different pointings equally spaced in hour angle are defined, with the limits being determined as: $\mathrm{ZD}<70^{\circ}$ and $\pm 6 \mathrm{hr}$ around culmination. For the analysis of the Crab Nebula observations presented here, we used the closest decl. line, which corresponds to culmination at $\mathrm{ZD}=6^{\circ}$ (i.e., $\delta=22^{\circ} .76$ ), and has a total of 19 pointings; see Figure 1. The rationale behind this grid design is to train the algorithms with the MC from all directions along the chosen decl. line, including the telescope (Alt-Az) pointing coordinates among the parameters made available as input to the reconstruction (see Section 3.3).

In this way, the algorithms can automatically learn how image parameters vary with the incidence direction of the shower primary (mainly through the variations of air mass with ZD). In principle, one could also train the algorithms with "all-sky" simulations, i.e., the full grid of pointings, and obtain algorithms that would be able to reconstruct events from any direction, regardless of the sky coordinates of the observed source. However, this would result in algorithms with significantly higher memory needs (for our decl.-wise approach, the size of the four random forests is already 18.1 GB, which have to be kept in memory during the analysis), and no improvement in performance, since the analysis of any given source would only make use of the pointings along the source path.

### 2.3.2. Test MC

The test MC is simulated in a grid of zenith and azimuth values. For a single IACT, the relevant direction-dependent quantities that affect the performance are the air mass (which increases like $1 / \cos (\mathrm{ZD})$ in the planar atmosphere approximation) and the component of the geomagnetic field orthogonal to the shower axis (which is the relevant one affecting the shower shape, via the Lorentz force acting on the secondary charged particles). We therefore produced a regular triangular grid in $\cos (\mathrm{ZD})$ and $\mathrm{B}_{\perp} / \mathrm{B}$. Eventually we will use this test MC grid to calculate the IRFs in each node, and then interpolate them to obtain the IRFs for any arbitrary telescope pointing, but this procedure is still in development; for the present analysis, we will simply use for each data run the IRFs obtained with the closest test MC grid node. Two nodes at $\mathrm{ZD}=10^{\circ}$ and two nodes at $\mathrm{ZD}=32^{\circ}$ from the regular grid have been used in this work for the analysis of observations within $35^{\circ}$ of zenith. Additionally, we also used an MC generated for two additional pointings at $\mathrm{ZD}=23.6$ (along the Crab path, on both sides of culmination) to improve the precision of the IRFs, considering that we are using no interpolation to the actual telescope orientation. Figure 1 shows all pointing directions in our test MC sample.

### 2.4. Adjustments of the MC Telescope Simulation

The MC simulation of the Cherenkov light detection is initially based on lab measurements of the individual response of the different telescope elements (e.g., the reflectivity of the mirrors, or the photon detection efficiency of the PMTs). Typically, the simulation parameters need some tuning in order to match the overall performance of the telescope once deployed on site, where it is subject to various sources of degradation (dirt on mirrors or on the camera window, varying atmospheric conditions, different levels of background light, temporarily misaligned mirror tiles, etc.). Below we describe the adjustments performed on the LST-1 MC simulation for the analysis of the data taken during the commissioning period.

### 2.4.1. Optical Efficiency

The overall optical efficiency of an IACT can be affected by mirror degradation or dust deposit on its surface, which would reduce its reflectivity. The optical efficiency in the MC is tuned to the real optical efficiency of the telescope obtained through the analysis of muon rings (Gaug et al. 2019). We monitor this optical efficiency in the daily data checks to spot possible problems such as misaligned mirrors, or loss of reflectivity. The


Figure 2. Left panel: total light in muon rings detected by LST-1 vs. ring radius. Data from one run is compared to three different simulations, with telescope efficiency changing in steps of $10 \%$. Right panel: run-wise LST-1 optical efficiency derived using muon ring intensity, for the sample of good-quality Crab Nebula observations analyzed in this work. The vertical dashed line separates the runs taken before and after the volcanic eruption in La Palma (which took place between 2021 September 19 and December 13). The observed variations are mostly driven by changes in the number of correctly aligned mirrors, and in their reflectivity. For example, the early post-eruption data indicated a $\simeq 5 \%$ lower efficiency, which partially recovered after some rainfall in 2022 February, which presumably removed dirt from the dish surface.
method works as follows: for muon rings (unlike for shower images; see Section 3.1) we obtain the pixel-wise charges with an unbiased pulse integrator, i.e., one with a common integration time window for all pixels, defined around the camera-averaged peak time of the muon light pulse. Pixels not illuminated by the muon, containing only noise, will on average have zero charge-the unbiased integrator will not pick preferentially positive fluctuations of the night sky background (NSB) light. Then a fit is performed to obtain the geometrical ring parameters (center and radius R). The total light (or muon ring intensity) is obtained by adding up the charges in all pixels whose centers are at a distance between 0.75 R and 1.25 R from the ring center. This integration range is large enough to contain all of the muon light, considering the optical point-spread function (PSF) of the telescope, and the possible inaccuracies of the ring fit. The muon ring intensity is expected to be proportional to the muon ring radius (which is the Cherenkov angle of the muon); see Equation (21) of Gaug et al. (2019). The left panel of Figure 2 shows this approximate behavior for the rings recorded in one LST-1 data run, compared to MC simulations with three different efficiencies.

The optical efficiency of the telescope may fluctuate on a nightly basis at the few percent level, as can be seen in the right panel of Figure 2, which shows its evolution as measured from well-contained muon rings in the sample of 117 good-quality Crab observation runs (of a typical duration of 20 minutes) spanning $\simeq 1.5 \mathrm{yr}$, which will be described in Section 4. Given the small variations of the muon light yield, for the analysis presented in this paper, no run-wise tuning has been introduced; a single optical efficiency (indicated as " $100 \%$ " in Figure 2) was used in the MC simulations used for the analysis of the whole data sample.

### 2.4.2. Optical Point-spread Function

The optical PSF of the LST-1 mirror dish is measured by a dedicated CCD camera located at its center, which records images of stars focused on a special removable screen located between the focal plane and the camera entrance window. The
simulation can be tuned to match the real PSF through two parameters, which determine the spread in the orientations of the individual mirror tiles relative to their ideal alignment. The quality of the PSF of the telescope may fluctuate due to, e.g., sporadic problems in the active mirror control system, but in the period considered in this work, no significant variations were recorded that would require separate MCs with different adjustments. Therefore, for the analysis presented in this paper, the same PSF was used in the MC simulations of the telescope. With the selected settings, $80 \%$ of the PSF is contained in a circle with a diameter of $\simeq 0.06$, i.e., well within one pixel $\left(\oslash=0^{\circ} .1\right)$.

### 2.4.3. Night Sky Background

In the LST-1 simulations with sim_telarray the assumed level of NSB light is that of a "dark" sky field (typical of observations away from the Galactic disk and the zodiacal plane). It results in an average photoelectron (p.e.) rate of 193 MHz per pixel.
LST-1 observations, on the other hand, are performed in a wide range of NSB conditions (even with the Moon above the horizon). Instead of re-running the telescope simulation for different levels of NSB, which would be computationally expensive, we adopt the approach known as "noise padding," which consists of adding some random Poissonian noise during the analysis of the MC events (right before the image cleaning -see Section 3), to match the average NSB level in the data. The level of NSB in a given field of view is measured using the interleaved pedestal events acquired during observations at a rate of 100 Hz (these are events containing only noise). Since all of the data analyzed in this work were recorded in darknight conditions (with the Moon below the horizon), and pointing toward the same sky region, the whole sample can be processed with a single NSB tuning of the MC (which corresponds to an $\simeq 70 \%$ larger NSB p.e. rate than the default in the simulation).

## 3. Pipeline Description

cta-lstchain (Lopez-Coto et al. 2022) is the data analysis pipeline used to process the LST-1 data. It is heavily based on ctapipe (Kosack et al. 2021; Nöthe et al. 2022), the prototype low-level analysis framework of CTA. ctalstchain uses the ctapipe_io_lst ${ }^{78}$ plug-in to read in the raw data files, and to apply a first calibration to the camera signals. cta-lstchain performs the event reconstruction as described below, and outputs files containing lists of gammaray candidate events (including event-wise reconstructed parameters like energy and incoming direction) writing out DL3 data in the format specified by the Data Formats for Gamma-Ray Astronomy (GADR; Deil et al. 2018; Nigro et al. 2019). These files can be further processed with Gammapy (Deil et al. 2017; Donath et al. 2022), the official high-level data analysis framework of CTA, to obtain final analysis products like energy spectra or light curves. The IRFs accompanying the selected gamma-ray candidate events in the DL3 files are produced using pyirf (Nöthe et al. 2022). Most of the data reduction was carried out in an on-site computing infrastructure at La Palma using lstosa (Morcuende et al. 2022; Ruiz et al. 2022), a library that automatizes the processing of the LST-1 data through the cta-lstchain pipeline.

In the rest of this section we provide details on the different stages of the event reconstruction carried out by ctalstchain.

### 3.1. Pixel-wise Charge Integration

For every triggered event, the raw data recorded by the LST1 camera consists of 12 -bit digitized waveforms. Two such waveforms (corresponding to the high- and low-gain branches) are stored per pixel, each having 40 samples taken at 1 ns intervals. The raw waveforms are calibrated as described in Kobayashi et al. (2022). In most cases, the calibrated high-gain waveform is that used for further analysis; only when it has one or more raw samples above 3500 counts is the high gain discarded and the low gain is used instead (the transition occurs at a charge of around 200 p.e. per pixel). Each waveform is then integrated in an 8 -sample range ( 1 sample $\simeq 1 \mathrm{~ns}$ ), using the so-called LocalPeakWindowSum algorithm, in the range $\left[s_{\max }-3, s_{\max }+4\right]$, where $s_{\max }$ is the sample with the highest value in the calibrated waveform. The integrated charge is converted to photoelectrons using conversion factors determined (using the so-called F-factor method) in the analysis of dedicated calibration runs (Kobayashi et al. 2022). The conversion factors include a correction for the (average) pulse tails beyond the integration window, which typically contains around $84 \%$ of the total charge. In addition to the integrated charge, for each pixel we calculate a signal arrival time using a simple charge-weighted average of the sample times.

### 3.2. Image Cleaning and Parameterization

The vast majority of pixels in each camera event contain only noise, fluctuations of the NSB light. A procedure called "image cleaning" is applied to each event to select the pixels that contain a significant amount of Cherenkov light from the shower. Two charge thresholds are defined, with default values 8 and 4 p.e.-known as "picture" and "boundary" thresholds,

[^2]respectively (Lessard et al. 2001). A first pixel selection is performed applying the following algorithm:
(i) increase the picture threshold for pixels that have a large level of noise: we will replace the default value by $\left\langle Q_{\text {ped }}\right\rangle+2.5 \cdot \sigma_{\text {Qped }}$, if that value happens to be larger than the default 8 p.e. The quantities $\left\langle Q_{\mathrm{ped}}\right\rangle$ and $\sigma_{\mathrm{Qped}}$ are the mean and the standard deviation of the reconstructed charge of that specific pixel, as computed from interleaved pedestal events.
(ii) select pixels with charge above the picture threshold, and with at least two neighboring pixels above the picture threshold. The pixels fulfilling this condition form the "core" of the image.
(iii) select pixels with charge above the boundary threshold and at least one core neighbor.

We then apply the following additional conditions to keep a pixel as part of the final image:
(iv) to have at least one neighbor (among the preselected set of pixels described above) with signal arrival time within 2 ns of its own arrival time.
(v) to have a charge above $0.03 \cdot Q_{\text {peak }}$, where $Q_{\text {peak }}$ is the average charge of the three brightest pixels in the image.
A convenient way of assessing the effectiveness of the image cleaning algorithm is to check the probability that a pedestal event survives the procedure (i.e., it has a nonzero number of surviving pixels). That probability will be the same with which spurious islands of noise-only events survive the cleaning in the analysis of genuine shower images. Such noise-only islands have the potential of spoiling the shower reconstruction. Conditions (i)-(iv) are sufficient, for observations with LST-1 in dark conditions (with the Moon below the horizon), to have a fraction $<\mathrm{O}\left(10^{-3}\right)$ of cleaning-surviving pedestal events.

Step (i) is necessary in order to ensure that bright stars in the field of view (which increase in the illuminated pixels the rate of signals above the default picture threshold) do not produce a significant number of spurious islands. The values of $\left\langle Q_{\text {ped }}\right\rangle$ and $\sigma_{\text {Qped }}$ are calculated every few seconds using interleaved pedestal events, to take into account the rotation of the star field during an observation. This "antistar" condition will increase the effective cleaning threshold in the pixels around stars, and in turn produce a deficit of dim images in those areas, i.e., a nonuniformity in the response of the camera at low energies. In order to limit this effect, it is important that the default picture threshold is high enough so that only a small part of the camera pixels get their picture thresholds modified in step (i). In this way we will still be able to use for the subsequent analysis a simplified MC simulation with a uniform NSB level across the field of view (and hence uniform camera response). For the default picture threshold of 8 p.e., and the sample analyzed in this paper, only $4.7 \%$ of the camera pixels (on average) end up with increased values due to the effect of stars (and only $1.2 \%$ have a value above 10 p.e.).

Conditions (ii), (iii), and (iv) are intended to select groups of neighboring pixels with significant signals arriving close in time, as expected for showers (and reject noise fluctuations, which are not correlated in different pixels). Condition (v) is introduced to solve a problem present in some of the LST-1 data taken in the commissioning phase: occasionally some mirror tiles were purposefully misaligned (making them point $\simeq 2^{\circ}$ away from the main spot), whenever they could not be


Figure 3. Definition of basic image parameters.
accurately adjusted. In this way they did not deteriorate the optical PSF of the dish. However, the range of the mirror orientation mechanism is not enough to make those mirrors always point outside of the camera limits, which means that they can produce dimmer "duplicate" images of very bright showers in different positions on the camera. By requiring a minimum pixel charge of $3 \%$ of the peak charge in the event, we removed all such fake images present in the data. This cut also removes some pixels in the actual tails of (very bright) images, but we verified via MC simulation that this had no negative impact on the performance of the standard event reconstruction described in this paper (including the gamma / hadron separation capabilities).

The cleaned images are then parameterized by a modified version of the Hillas parameters, first described in Hillas (1985), and higher-order moments. The complete list of parameters and their description is presented in the Appendix A.1. These parameters are fed to machine-learning algorithms (random forest; Breiman 2001) for the subsequent steps in the event reconstruction.

### 3.3. Random Forest Training

Image parameters are used to train random forests using scikit-learn (Pedregosa et al. 2011) to reconstruct the desired physics parameters: the direction and energy of the primary, and a score (which we call gammaness) indicating how likely it is that the primary is a gamma ray, rather than a proton or other cosmic-ray particle. The hyperparameters of the models are presented in the Appendix A. 2 for complete reproducibility.

### 3.3.1. Direction Reconstruction

To reconstruct the incoming direction of shower primaries, we use a version of the disp method presented in Lessard et al. (2001). We assume that the point that corresponds to the event direction is located along the main image axis (as expected, within statistical fluctuations, for gamma-ray initiated showers). Two random forests models are trained using gamma MC as input: a regressor for disp_norm and a classifier for disp_sign, where disp_norm is the distance between the image centroid $(x, y)$ and the point along the axis that is closest to the true gamma-ray direction, and disp_sign represents on which side of the centroid, along the major axis, the true direction lies (see Figures 3 and 4). The image parameters used as input for the models are log_intensity, width, length, wl, skewness, kurtosis, time_gradient, leakage_intensity_width_2, az_tel, and alt_tel.

### 3.3.2. Energy Reconstruction

For the energy reconstruction, we use a random forest regressor trained to reconstruct the $\log$ of the true energy in teraelectronvolts with the following parameters: log_intensity,


Figure 4. Reconstruction of the source position in the camera frame. The true gamma-ray direction (source position) is shown in green, while in orange are shown the two possible reconstructed source positions determined by disp_norm along the major image axis. The final source position will be determined by disp_sign.
width, length, $x, y, w l$, skewness, kurtosis, time_gradient, leakage_intensity_width_2, az_tel, and alt_tel.

### 3.3.3. Particle Classification

For the particle classification, a random forest classifier is trained with the same parameters as the disp ones, augmented with the output of the first steps: log_reco_energy, reco_disp_norm, and reco_disp_sign.

The relative importance of the training parameters for each model is reported in Figure 5. It is computed using scikit-learn implementation as the mean (and standard deviation for the error bars) of the total reduction of the Gini impurity (Breiman et al. 1984) brought by each feature over all of the trees in the random forest. It is noteworthy that different models preferentially base their decision based on different parameters. We can also recognize the importance of the timing information for a single telescope such as LST-1, in particular to determine the event direction. As a proxy for the impact distance, time_gradient is also of major importance for the energy reconstruction with a single IACT (Aliu et al. 2009). Note that Figure 5 shows the relative importance of the parameters for the full MC training sample, considering events of all energies (and it is therefore dominated by events close to the energy threshold).

The models' hyperparameters (e.g., the number and depth of the trees) have been chosen to achieve good physics performances while keeping the computing footprint manageable, one of the limitations being the memory usage during training. The handling of the models' training and production of the IRFs has been done on the collaboration computing cluster located on-site at La Palma thanks to the library


Figure 5. Relative features importance for the different random forests. The top panel is for the source-independent analysis, while the bottom panel is for the sourcedependent analysis. Note that there are correlations among the parameters, so the true importance of a given parameter may be slightly different to the one shown here. It can also depend on the energy range: the displayed values are for the whole sample of events surviving image cleaning.
lstMCpipe (Garcia et al. 2022; Vuillaume et al. 2022) developed specifically for that purpose.

### 3.4. Instrument Response Functions

After training, the random forest models are applied to the MC in each of the test sample pointing nodes (see Figure 1) to compute the IRFs in those directions. The IRFs are used to assess the performances of the LST-1 as a function of the energy and pointing direction, and later used for data analysis.

### 3.4.1. Effective Collection Area

The effective area is defined as the ratio of reconstructed gamma rays (after event selection cuts) over the number of
simulated ones, multiplied by the area (orthogonal to the incident direction) over which events have been simulated. It is computed as a function of the true energy.

### 3.4.2. Energy and Angular Resolution

With $\theta$ being the angular distance between the true gammaray direction and the reconstructed one, the angular resolution $\theta_{68}$ is typically defined as the angle within which $68 \%$ of the reconstructed $\theta$-values are contained. It is computed as a function of the true energy. The gamma-ray PSF for a single IACT has a central component made of events with properly determined head-tail image orientation (i.e., correctly reconstructed disp_sign; see Figures 3 and 4), and, especially at low energies, a separate tail made up by events with wrong


Figure 6. Number of simulated, triggered, and selected events to compute the effective area and other IRFs presented in the right panel of Figure 8 (gamma efficiency $=0.7$ ).
orientation. Near the threshold, the fraction of correctly oriented images is less than $60 \%$, but it increases quickly with energy (see Section 3.6). In order to characterize the central part of the PSF (which is the relevant one to show, e.g., the capability of the instrument to resolve two nearby pointlike sources), we consider only the population of all well-oriented MC gamma rays in the computation of $\theta_{68}$. Note that in the analysis of the observations of extended sources, or of fields with several sources, the complex shape of the PSF at low E should in principle be taken into account. In practice, however, the LST1 performance in those cases is more strongly limited by the modest background rate suppression characteristic of a monoscopic instrument.
The relative energy resolution is defined as the value of the quantity $\left|E_{R}-E_{T}\right| / E_{T}=|\Delta E| / E_{T}$ within which $68 \%$ of the reconstructed gamma-ray events are contained, where $E_{T}$ is the true energy and $E_{R}$ is the reconstructed energy. The energy bias is computed as the median of $\Delta E / E_{T}$. Both resolution and bias are computed as a function of the true energy.

The IRFs are computed using the pyirf package (Nöthe et al. 2022) after some necessary event selection cuts. A global event selection intensity $>50$ p.e. is applied (see Section 4), followed by an energy-dependent cut in gammaness (a minimum required value), calculated to keep a given fraction of the MC gamma rays in each bin of reconstructed energy $E_{R}$. Finally, for the effective area and energy resolution and bias, we apply an energy-dependent $\theta$ cut, which keeps in each bin of $E_{R} 70 \%$ of the MC gamma rays with best direction reconstruction (among the well-oriented ones; see above). The numbers of simulated, triggered, and selected events to produce the effective area and the other IRFs are presented in Figure 6 for each zenith angle. It can be seen that the statistics per bin after all cuts, up to 20 TeV , are larger than several thousand events (above $10^{4}$ for most of the energy range); hence, we expect the statistical uncertainties in the IRF computation to be
typically below the percent level. Note that even though we reuse the simulated showers by detecting each one from 10 different telescope locations, after all cuts, the average number of times a shower appears in the final sample is $\simeq 1.0,1.4$ and 2.0, below 100 GeV , at 1 TeV , and at 20 TeV , respectively.

The resulting IRFs are presented in Figure 7. The left panels provide them for a zenith angle of $10^{\circ}$ and for several efficiencies of the gammaness cut. As one can expect, the reconstruction performance generally improves (better resolutions and lower bias) with lower efficiencies (due to stricter event selection), at the expense of collection area. An exception to that rule can be seen in the energy resolution near threshold, possibly because in that range, a tighter gamma-ray selection cut may also entail the selection within an $E_{T}$ bin of upfluctuations in terms of, e.g., Cherenkov light yield, leading to a larger energy reconstruction bias.

The best performances at low zenith $\left(10^{\circ}\right)$ are achieved in the teraelectronvolt range, with an angular resolution between 0.1 and 0.2 depending on the gamma-ray selection efficiency, a relative energy resolution down to $15 \%$, and a bias of $5 \%$. Below 100 GeV , performances decrease rapidly but stay relatively constrained at low zenith. The right panels of Figure 7 present IRFs for a fixed gamma-ray selection efficiency of $70 \%$ and for zenith angles between $10^{\circ}$ and $43^{\circ} .2$, close to the zenith angles of the observations presented in the next section. We currently have no explanation for the "bump" in the energy resolution curves (located around 70 GeV for low zenith), but it seems a genuine feature: it has a smooth structure when finer E-binning is used, and it appears, slightly shifted in energy, at different zenith angles.

### 3.5. Source-dependent Analysis

The event reconstruction performance using a single telescope image is expected to be worse than the stereoscopic


Figure 7. IRFs as a function of the true energy. Left panels: fixed zenith $=10^{\circ}$ and several gamma-ray efficiencies; right panels: fixed gamma-ray efficiency $=70 \%$ for several zenith angles. Top panels: the angular resolution; middle panels: the effective area; bottom panels: the energy resolution and bias. Angular and energy resolution are best at intermediate energies, worsening toward high energies due to the truncation of the large-impact shower images, and toward low energies due to the less precise reconstruction of small and dim showers. The performances of MAGIC extracted from Aleksić et al. (2016) are shown for comparison.
reconstruction, especially in the low-energy range. To improve the monoscopic analysis performance, an a priori assumption of the gamma-ray source position may be advantageous. In the case of a single pointlike gamma-ray source in the telescope field of view, all gamma rays are expected to arrive from the same direction. A powerful parameter used in the sourcedependent analysis is dist (see Figure 3), which is the distance between the known source position and the centroid of the shower images. Since dist correlates with the shower impact parameter inside the light pool (Aliu et al. 2009), it improves the energy reconstruction performance.

For source-dependent analysis, the signs of skewness and time_gradient are redefined based on the known source position, and the parameters are renamed skewness_from_source, time_gradient_from_source. Those source-dependent parameters including dist are used as input parameters of the random forest training. For proton MC, we use a single fixed point 0.4 away from the camera center to compute the sourcedependent parameters. Thus, the image centroid coordinates ( $x$, $y$ ) are removed as training input parameters for sourcedependent analysis to avoid bias.

For the particle classification, two extra parameters (reco_disp_norm_diff and reco_disp_sign_correctness) are introduced based on the comparison between the direction
reconstruction and the known source position. The former is the absolute value of the difference between reco_disp_norm and dist, and the latter is the estimated probability (see the Appendix A.1) that the known source position is the correct one for the given image. Both are measures of how consistent the result of the disp method is with the known position of the source. The input parameters used for the source-dependent analysis are also shown in the bottom panel of Figure 5. It can be seen that the four most relevant parameters for image classification use the knowledge of the source position.

In addition to including the additional parameters, in the random forest training we only use gamma-ray simulation events with incident direction within 1.0 of the telescope pointing (a compromise between keeping good training statistics while excluding events with significantly larger offaxis angles than the Crab has in the real observations).

To compute the excess counts, the alpha angle (the angle between shower axis and the line between the known source position and the image centroid, see Figure 3) is used instead of $\theta$ for the source-dependent analysis. The IRFs for sourcedependent analysis are presented in Figure 8, again for several gamma-ray efficiencies and zenith angles. In this case, the angular resolution cannot be computed because the direction of gamma-ray events is assumed to be known. The


Figure 8. Evolution of the source-dependent analysis IRFs as a function of the true energy. Left panel: fixed zenith $=10^{\circ}$ and several gamma-ray efficiencies. Right panel: fixed gamma-ray efficiency $=70 \%$ and several zenith angles. Top panels: the effective area. Bottom panels: the energy resolution and bias. The energy resolution shows the same general trend as for the source-independent analysis, but with a significantly better value in the first bin.


Figure 9. Left: distribution of the true energy of MC gamma-rays observed at $10^{\circ}$ zenith angle, at different stages of the standard source-independent analysis. Energydependent weights are applied to the events to reproduce a Crab-like spectrum (from Aleksić et al. 2015), resulting in the quoted event rates. The peak energy for triggered events (often used as a definition of energy threshold) is at $\simeq 20 \mathrm{GeV}$. The peak shifts to $\simeq 25 \mathrm{GeV}$ after cleaning, and $\simeq 30 \mathrm{GeV}$ when we require a minimum image intensity and exclude events with bad reconstruction of the image axis ("miss" is the distance between the true gamma-ray direction on the camera and the reconstructed axis; see Figure 3). Right: fraction of triggered events that survive the different stages of the analysis, plotted vs. energy. Below 100 GeV , due to the limitations of monoscopic shower reconstruction, a majority of the surviving gamma-ray events have poorly reconstructed direction and/or are hard to distinguish from the background.
applied selection cuts for the IRFs are then: intensity $>50$ p.e., the gamma-ray efficiency, and an additional $\alpha$-cut-efficiency $=70 \%$ (similar to the $\theta$-efficiency) for the effective area, energy resolution, and energy bias. The obtained IRFs are very similar to those of the sourceindependent analysis, the main difference being a visible improvement of the energy reconstruction in the first two energy bins (i.e., true energy below 50 GeV ). There is also an increased effective area at low energies (by around $40 \%$ under 50 GeV )—due to events that in the sourceindependent analysis are reconstructed far away from the source because of wrong head-tail assignment.

### 3.6. Energy Distribution of Gamma Rays in Different Analysis Stages

The energy threshold of an IACT is often defined as the energy at which the distribution of the true energies of the detected events peaks, for a given assumed spectrum (usually that of the Crab Nebula). Figure 9 shows the $E_{\text {True }}$ distributions for low-zenith $\left(10^{\circ}\right)$ MC gamma rays at trigger level and at different stages of the analysis. The simulations are tuned to the current trigger configuration of the telescope (see Section 4). The trigger threshold is about 20 GeV , which rises to $\simeq 30 \mathrm{GeV}$ after selecting the events that survive the cleaning stage, have an image intensity of at least 50 p.e., and have a well-


Figure 10. Left: run-wise image intensity distributions (for shower events). Each curve corresponds to a data run. The large differences seen below 80 p.e. among the selected runs are related to the different trigger settings of the telescope, which did not become stable until 2021 August. The differences in the peak rates among the post-2021 August data are mostly connected to the different ZDs, which span the range $6^{\circ}-35^{\circ}$. Center: rate of cosmics in the intensity range between 80 and 120 p.e. The runs with a value below $800 \mathrm{~s}^{-1}$ are discarded. Right: correlation between the position of the rising edge of the intensity distributions and the camera-averaged trigger threshold setting. The deviation from the linear behavior at low thresholds is related to the image cleaning, which removes the faintest among the triggered events.
reconstructed image axis (closer than 0.3 to the true direction). Naturally, the loss of events in all of the analysis steps is larger near threshold than it is at higher energies. Below 100 GeV , nearly half of the events for which a reasonably well-oriented image main axis has been reconstructed get a poor direction reconstruction because of wrong head-tail assignment (disp_sign), or poor disp_norm reconstruction. This just means that for faint, few-pixel images, determining the plane that contains the shower axis and the telescope location (except at very low impact parameter) is much easier than determining the direction of the axis within that plane. That is the main reason why stereoscopic reconstruction enormously improves the performance of IACTs: additional images of the same shower provide more such planes, from whose intersection a full 3D geometrical reconstruction of the shower axis can be achieved. It is also the reason why source-dependent analysis results in improved energy resolution for a single IACT.

Figure 9 also illustrates the fact that, for a fixed gammaness cut, the loss of gamma-ray events is always larger at lower energies, i.e., the background discrimination power in monoscopic analysis decreases quickly as the images become fainter. As we will see, the lack of stereoscopic reconstruction means that despite its large mirror area and lower-energy threshold, LST-1 operating in monoscopic mode cannot outperform (in the overlapping energy range) the existing arrays of IACTs with significantly smaller mirror dishes.

## 4. The Data Sample

The data used in this study were recorded between 2020 November and 2022 March. We have focused on the analysis of low-zenith Crab observations performed in wobble mode (Fomin et al. 1994), which facilitates the task of estimating the rate of background events recorded together with the signal. The telescope was pointed 0.4 away from the center of the Crab Nebula, alternating between two different sky directions on opposite sides of the source. Each observation run with a given sky pointing lasted typically for 20 minutes. A total of 57.2 hr of observation with the telescope pointing within $35^{\circ}$ of the zenith were collected. Of those, 48.0 hr correspond to darknight observations, i.e., with the Moon below the horizon. This
is our starting sample. The zenith and dark-night constraints are aimed at achieving a low gamma-ray energy threshold of around 20 GeV . The next step was to identify the data taken under good atmospheric conditions. The total shower trigger rates are affected by weather conditions (which modify the atmospheric transmission), but also by variations in the telescope trigger settings. During this period, the telescope was in its commissioning phase, and different trigger settings were tested (including different algorithms for the dynamic modification of the settings during observations, to react to the presence of stars in the field of view). This means that the threshold of LST-1 was not stable (see right panel of Figure 10), and hence the total shower trigger rates are not a good proxy of the quality of the atmospheric conditions during this period. Instead of total rates, we used two quantities that are not affected by the trigger settings, because they are determined by showers well above the threshold: the cameraaveraged rate of pixel pulses with charge above 30 p.e. (pix_rate ${ }_{q>30}$ ), and the rate of shower images with intensity between 80 and 120 p.e. $\left(R_{80-120}\right)$ (see the central panel of Figure 10). We calculated the run-averaged values for those quantities, and removed from our sample runs with pix_rate ${ }_{q>30}<4.5 \mathrm{~s}^{-1}$ or $R_{80-120}<800 \mathrm{~s}^{-1}$. The cuts are just intended to remove outliers, and the specific cut values are to a certain extent arbitrary. The total observation time of the 117 surviving runs amounts to 35.9 hr . Using the distribution of time intervals between consecutive triggered events, we estimated the dead time to be around $4.7 \%$, resulting in an effective observation time (live time) of 34.2 hr .

The left panel of Figure 10 shows the run-averaged distributions of shower image intensities. The gray dotted lines correspond to runs that were rejected by the cut in $R_{80-120}$. The rest of the distributions are those of the selected runs. Above $\simeq 80$ p.e., all of the spectra agree pretty well, with the maximum and the minimum rates differing by less than $20 \%$ (with part of this spread being actually due to the different zenith angles). Below 80 p.e., in contrast, large differences appear, caused by the variations in the trigger settings discussed above. We can characterize the threshold of each of these distributions by the value of $\log _{10}$ (intensity/p.e.) at which $50 \%$ of the peak event rate is reached. The right panel of


Figure 11. Comparison of $\theta^{2}$ distributions, gamma MC simulations vs. Crab Nebula excess events. The observed discrepancies may be partly due to arcminute-scale mispointing of the telescope.

Figure 10 displays that parameter (converted to p.e.) as a function of the camera-averaged trigger threshold setting during the run: the plot clearly shows that the differences among the intensity distributions are indeed mostly due to the different trigger settings. The current configuration of the trigger settings was established in 2021 August. The data taken since then (see orange curves in Figure 10, left) are much more stable and have a lower threshold.

The trigger threshold in the MC simulations has been set to the lowest value found in the data, i.e., it is tuned to the post2021 August situation. This means that in order to achieve a good match between the full data sample and the simulations, we have to apply a "software trigger" to equalize data and MC. In this analysis we apply a simple cut in image intensity. A cut intensity $>80$ p.e. brings all of the data to a common "analysis threshold" and ensures a good match of MC and data. For data taken after 2021 August, a cut intensity $>50$ p.e. is enough to achieve the same goal.

## 5. Validation of the MC Simulation through Comparisons with Data

We have used the observations of the Crab Nebula to validate the MC simulation of the detection of gamma-rays with LST-1. We do this through comparison of the distributions of image parameters for the simulated gamma-ray images, and those obtained for the gamma-ray excess recorded from the direction of the Nebula. For a meaningful comparison, the distribution of the energies of the simulated and observed
gamma rays must be as close as possible. The MC histograms have been filled with event-wise energy-dependent weights calculated to reproduce the log-parabola parameterization of Crab Nebula spectrum reported in Aleksić et al. (2015). For better comparison of the distribution shapes, the overall normalization of the MC histograms is a free parameter, tuned to achieve the best match between the distributions (via a $\chi^{2}$-test). The small extension of the Crab Nebula (H.E.S.S. Collaboration 2020) is also simulated using a Gaussian smearing ( $\sigma_{2 D}=52$ !. 2 ) of the reconstructed directions in the MC sample. The comparisons are presented in four ranges of image intensity, starting at 80 p.e.: 80-200, 200-800, $800-3200$, and $>3200$ p.e. The distributions of true (MC) energy peak, respectively, at $\simeq 30,80,200$, and 700 GeV (see the right panel of Figure 13).

We start by comparing the angular distribution of the events around the center of the Nebula. Figure 11 shows the distribution of the $\theta^{2}$ parameter, the squared angular distance between the reconstructed event directions and the source. The distribution for the gamma rays in the real data is obtained by subtracting the distribution calculated with respect to a control "off-source" direction from the "on-source" distribution in which $\theta$ is computed relative to the Crab. The off-source direction is 0.8 away from the source direction, with the center of the field of view located exactly between them. The acceptance for background events (mostly proton-initiated showers) is the same around both directions at better than the $1 \%$ level, and therefore the subtraction of the two distributions yields the distribution of $\theta^{2}$ for the gamma-ray excess. The


Figure 12. Comparison of gammaness distributions, gamma MC simulations vs. Crab Nebula excess events. The improvement of the background discrimination power with the intensity of the images is clearly seen. Note that in the top panels the background rates are scaled by a factor $1 / 50$ for better visibility.
distributions are obtained with the events that survive a gamma-ray selection (via a gammaness cut), which keeps in each intensity range $\simeq 80 \%$ of the gamma-ray rate. The cut reduces the background rate, and hence the fluctuations in the subtracted histograms.

In the lowest intensity range ( $80-200$ p.e.), the tail of the gamma-ray distribution extends beyond the center of the field of view, and a small correction is necessary to account for the expected gamma-ray contamination in the bins of the offsource histogram. The correction is shown by the black dots on the top-left panel of Figure 11. As expected, the quality of the direction reconstruction improves significantly as we select brighter images. The test also shows that the MC distributions are generally narrower than those of real data. The difference becomes more noticeable as intensity increases and angular resolution improves. This hints at the possibility that the difference between data and MC is mostly due to arcminutescale variable mispointing (note that no offline pointing corrections have been applied in this analysis). We tested this hypothesis by introducing in the MC simulation a Gaussian smearing of the reconstructed directions. Excellent agreement of the $\theta^{2}$ distributions on all four ranges of intensity was achieved for a smearing with standard deviation $\sigma=1.5$ in each axis. This possible mispointing is much smaller than the angular resolution achieved even for the brightest images, and hence poses no major challenge for the higher-level analysis. We expect most of this discrepancy to disappear once we
implement offline pointing corrections based on the observation of stars in the field of view.

For other parameter comparisons, it is important to avoid the bias in the distributions that might be caused by the application of analysis cuts, e.g., the gammaness cut described above. The distribution of any image parameter that is used as an input in the random forest that computes gammaness would be biased (toward looking more MC-gamma-like) if a cut in gammaness was applied to select the events used in the procedure. Obviously, if the parameter is gammaness itself, such a cut would simply clip the distribution. For the following parameter comparisons, we therefore use all events with reconstructed direction within a given angular distance of the source to produce the distribution of the desired parameter ("on-source"). The angular cuts for the four intensity bins $\left(\theta<0.4,0^{\circ} 3,0^{\circ} .25\right.$, and $0^{\circ} .2$ ) integrate over $90 \%$ of the observed excess. Due to the lack of background rejection, the on-source histograms will contain many more background events than gamma-ray events from the source. We then obtain the corresponding distribution for background-only events, using those recorded around the off-source direction, with the same angular cuts. Like in the case of $\theta^{2}$, the subtraction of the off-source distribution from the on-source one yields the distribution of the given parameter for the gamma-ray excess events. The result of this procedure applied to the gammaness parameter is shown in Figure 12. The data and MC distributions agree well in all four intensity bins. The distribution of gammaness for the background events


Figure 13. Left: ROC curves of the signal selection cuts. Right: energy distributions of gamma rays in different ranges of image intensity. The $\theta$ cuts are the same as in Figure 12. Note that the $70 \%$ cut efficiency is computed relative to the total gamma rate in each intensity bin (which is not proportional to the areas under the curves in this representation with logarithmic energy axis).
is also plotted, clearly showing the increasing background discrimination power of the gammaness parameter as image intensity gets larger. This can be better seen in the receiver operating characteristic (ROC) curves shown in the left panel of Figure 13. The curves are produced using real off data as background, and the observed Crab excess (solid lines), or the MC gamma rays (dashed lines), as signal. This shows once more that MC simulations reproduce well the actual behavior of LST-1.

The good data-MC agreement of the gammaness distributions indicates that the distributions of the individual image parameters (and the correlations among them) that are used in the computation of gammaness are also well reproduced by the simulation. We illustrate this in Figure 14, which shows the distribution of four important image parameters obtained in the intensity range $800-3200$ p.e. (in which the distributions of individual parameters for gamma rays and background already differ significantly).

## 6. Results

In this section we present the results obtained from the higher-level analysis of the LST-1 observations of the Crab Nebula and pulsar. These include the spectral energy distribution (SED) and light curve of the Nebula, a phaseogram showing the detection of the pulsar, and an estimate of the LST-1 flux sensitivity for pointlike sources.

### 6.1. Flux Sensitivity

To calculate the sensitivity of LST-1, we follow the definition of detection sensitivity as the minimum flux from a pointlike source that the telescope is able to detect with a $5 \sigma$ statistical significance in 50 hr , calculated in five logarithmic energy bins per decade and using an ON/OFF ratio of 0.2 . Additionally, we require at least 10 detected gamma-rays per energy bin, and a signal-to-background ratio of at least $5 \%$.

The calculation presented here is based on the Crab observations, and hence the result corresponds to the average LST-1 performance at low zenith angles $\left(<35^{\circ}\right)$. We divided the Crab data sample into two subsets of the same size (evenand odd-numbered events), which are completely equivalent in terms of telescope pointings and all other observation
conditions. One of the subsets was used to optimize the gamma-ray selection cuts, by scanning a grid of $\alpha / \theta$ and gammaness cuts, and selecting the cut combination that results in the best sensitivity for each of the energy bins. The optimal cuts were then applied to the other (statistically independent) subset, on which the minimum flux that fulfills all conditions in the definition was computed. This procedure ensures that the sensitivity values are not biased by statistical fluctuations. In the cut scan, only cut combinations that produced at least a $3 \sigma$ excess from the Crab direction in both subsets are considered.

The result, for source-dependent and source-independent analysis, is shown in Figure 15. The fluxes are given in a fraction of the Crab Nebula flux ("Crab units," C.U.). The shaded bands show the total uncertainty of the calculation, assuming $\mathrm{a} \pm 1 \%$ systematic uncertainty in the background normalization: the band edges are obtained by modifying the gamma-ray excess in each bin by $\pm\left(\sigma_{\text {stat }}+0.01 N_{\text {off }}\right)$ where $\mathrm{N}_{\text {off }}$ is the number of events after cuts in the off-source region.

We also calculated the sensitivity using only the condition of $5 \sigma$ statistical significance in 50 hr (re-optimizing the cuts), to show in which energy range (near threshold) the sensitivity is limited by the systematic uncertainty in background normalization. Note that in observations of, e.g., pulsars in which the background can be estimated from the on-source events recorded in the off-pulse phase range (see Section 6.3), we expect negligible background systematics, and hence gammaray excesses of well below 5\% of the background can be robustly detected.

The best integral sensitivity (for a Crab-like spectrum) in 50 hr is obtained for $\mathrm{E}>250 \mathrm{GeV}$, and is $1.1 \%$ C.U. We also computed the integral sensitivity for a 0.5 hr exposure, given the fact that short-time observations of transient events are one of the main goals of LSTs, and we reach an integral sensitivity of $12.4 \%$ C.U. above 250 GeV .

Somewhat surprisingly, the performances of the sourceindependent and source-dependent analyses in terms of flux sensitivity are very similar, with the latter only slightly better at the highest energies. It seems that, with the current analysis, the introduction of the a priori known direction of the pointlike source in the event reconstruction does not significantly improve the background suppression capabilities.


Figure 14. Distribution of several image parameters for events in the intensity range 800-3200 p.e., gamma MC simulations vs. Crab Nebula excess events. The sharp peak at 0 in the time gradient distribution of the background (bottom-right panel) is mostly due to events dominated by single muons. In the bottom plots, the sign of the skewness and time gradient parameters is defined relative to the true source position, to show the asymmetry that allows us to determine the head-tail orientation of the shower images.


Figure 15. Differential sensitivity for source-dependent and source-independent analyses, vs. reconstructed energy, with and without including the condition that the signal-to-background ratio has to be at least 5\%. The MAGIC reference is taken from Aleksić et al. (2016).

The MAGIC sensitivity (Aleksić et al. 2016) is also shown for comparison in Figure 15: as expected, despite the larger mirror area of LST-1 compared to that of the MAGIC telescopes, the advantages of stereoscopic reconstruction can
be clearly seen in the plot. Above 100 GeV , MAGIC has a factor $\sim 1.5$ better sensitivity on average. At lower energies, the difference actually increases, despite the lower LST-1 threshold. The smallest difference is seen at the highest energies, a result of the much larger field of view of LST-1, which provides larger reach in impact parameter.

### 6.2. Crab Nebula Spectrum and Light Curve

Aside from the metrics presented in previous sections, we assess the performance of the telescope by extracting the SED and light curve of the gamma-ray emission from the Crab Nebula, known to be stable in the VHE band, and comparing them with previous measurements reported by other instruments. DL3 data, containing gamma-like event candidates and the IRFs, are further processed using Gammapy v0.20 (Donath et al. 2022) to produce these high-level results for the two analysis approaches mentioned above. The LST-1 SEDs also include a small contribution from the pulsar at the lowest energies (estimated from Ansoldi et al. 2016 to be $\simeq 10 \%$ and $2 \%$ of the total flux at 30 and 100 GeV , respectively), which is smaller than the total uncertainty and has not been subtracted in this analysis.
The event selection starts with an image intensity cut of $>80$ p.e. for the analysis of the entire data set (relaxed to $>50$ p.e. for the separate analysis of the post-2021 August subset), as explained in Section 4. The gamma-ray candidates are then chosen by applying energy-dependent gammaness and angular


Figure 16. SED of the Crab Nebula for the entire LST-1 data set obtained with the source-independent analysis (left panel) and source-dependent analysis (right panel). Flux points (black circles) and best-fit model (solid blue line) correspond to the data set with a cut in image intensity $>80$ p.e., and energy-dependent gammaness and $\theta / a l p h a$ (source-independent/source-dependent) selection cuts with $70 \%$ gamma-ray efficiency. The solid error band illustrates the statistical uncertainty of the fit. Open markers represent the effect of increasing the background normalization by $1 \%$, to show that even such a small systematic error can have a large effect, well beyond the statistical uncertainty, on the flux at the lowest energies. The joint fit of the Fermi-LAT and LST-1 spectra is represented by the dotted line (accompanied by its statistical uncertainty band). The SED model obtained with the source-independent analysis is also shown for comparison in the right panel (red dotted-dashed line).
cuts that keep a given percentage of the MC gamma-ray events in each bin of reconstructed energy. As baseline settings, we decided to use $70 \%$ efficiency for both the gammaness and the $\theta$ cuts. Additionally, we set maximum values 0.95 for the gammaness cut and 0.32 for the $\theta$ cut.

Since the data set fully consists of observations performed in wobble mode, we can estimate the residual background in the signal region by using the event count in a control off-source sky region within the field of view, as explained in Section 5.

We then perform a forward-folding likelihood fit in the energy range $50 \mathrm{GeV}-30 \mathrm{TeV}$ for straightforward comparison with the MAGIC reference (Aleksić et al. 2015) assuming a log-parabola spectral shape for the differential energy spectrum:

$$
\begin{equation*}
d \phi d E=f_{0} \cdot\left(E / E_{0}\right)^{-\alpha-\beta \cdot \log \left(E / E_{0}\right)}\left[\mathrm{cm}^{-2} \mathrm{~s}^{-1} \mathrm{TeV}^{-1}\right] \tag{1}
\end{equation*}
$$

where $E_{0}=400 \mathrm{GeV}$ was chosen close to the decorrelation energy (energy at which the normalization of the spectrum, $f_{0}$, is least correlated with the other spectral parameters), and $\log$ is the natural logarithm. The best-fit model for the entire data set is shown in the left panel of Figure 16, and the resulting spectral parameters are listed in Table 1. Additionally, using the Gammapy utility FluxPointsEstimator, we display the flux points calculated based on this spectral model considering eight bins per decade logarithmically spaced. The procedure followed to obtain the flux normalization in each energy bin is described in Acero et al. (2015). Since the fitting range of the model starts at 50 GeV , lower-energy flux points up to 1 TeV are instead computed taking into account the joint model fit of the Fermi-LAT and LST-1 data sets (see description below).

In order to check that the SED model does not significantly change with the applied gamma-ray efficiencies, we obtained
the SED for different combinations of gammaness and $\theta$ selection cuts, with ( $40,70,90$ )\% gamma-efficiency for gammaness and $(70,90) \%$ in the case of $\theta$. Tighter $\theta$ cuts are not advisable, given the discrepancies shown in Figure 11. The envelope of the resulting SEDs is shown as the hatched area in Figure 16. This area provides us with a rough estimate of the systematic uncertainty we may have from mismatches between the actual telescope performance and the MC simulation (in case of a significant mismatch, tighter signal selection cuts always result in underestimated fluxes).
In view of the behavior of the low-energy spectral points, which lie significantly above the best-fit SED, we also evaluated the effect of a possible systematic error in the background estimation. The baseline assumption in the analysis is that the signal and the control regions have identical acceptance, and hence the event count in the latter is an unbiased estimate of the number of background events in the former. The open markers in Figure 16 show how the spectral points would change when the background estimate is increased by $1 \%$. Such a small increase in the background, which only affects the lowest-energy part of the SED, is enough to bring the anomalous spectral points well below the best-fit SED and the Fermi-LAT measurements in the same energy range. This test highlights the limited background suppression capabilities of a single IACT near its threshold, resulting in gamma-ray excesses of only a few percent of the residual background, even for a source as bright as the Crab Nebula. Note that the large effect in the SED below 100 GeV of the $1 \%$ background modification actually hints at a smaller background systematic error, if we take the Fermi-LAT points as a reference. As a further check, we also compared the background rate after cuts in two off-source regions at the same distance from the center of the field of view ( $0^{\circ} .4$ ), and equidistant from the Crab, and we obtain a difference between

Table 1
Spectral Parameters for the Source-independent and Source-dependent Analyses of the Crab Nebula in the Energy Range 50 GeV - 30 TeV Assuming a Log-parabolic Parameterization

| Analysis Type | $f_{0}\left(\mathrm{TeV}^{-1} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right)$ | $E_{0}(\mathrm{GeV})$ | $\alpha$ | $\beta$ |
| :--- | :---: | :---: | :---: | :---: |
| Source-independent | $(3.05 \pm 0.02) \times 10^{-10}$ | 400 | $\chi^{2} / N_{\mathrm{dof}}$ |  |
| Source-dependent | $(2.87 \pm 0.02) \times 10^{-10}$ | 400 | $2.25 \pm 0.01$ | $48.5 / 18$ |



Figure 17. Comparison of Crab Nebula SED before and after the update of the LST-1 trigger settings in 2021 August, with 70\% efficiency gammaness and $\theta$ selection cuts. The image intensity cut is $>80$ p.e. before 2021 August, and $>50$ p.e. afterward (see the text). Spectral points are shown for the post-August sample only. The best fit to a log-parabola model and the corresponding statistical error bands for both data samples are also displayed. The hatched region represents the effect of varying the efficiency of the signal selection cuts for the data sample taken after 2021 August.
them of $0.5 \% \pm 0.2 \%$ ( $5557 \pm 1534$ events, for an average background of $1.18 \times 10^{6}$ events) for $E_{\text {reco }}<63 \mathrm{GeV}$. We cannot claim this to be the systematic uncertainty of the background estimation at low energies, valid for all LST-1 observations, since this is expected to depend on the camera response homogeneity, and hence on details like the brightness and distribution of stars in the field of view.

The obtained LST-1 Crab spectrum is very close (within $10 \%$ in flux) to the MAGIC reference (Aleksić et al. 2015). Considering the systematic uncertainties in both measurements, no significant discrepancies are seen. The spectrum also connects smoothly with the most energetic part of the FermiLAT spectrum (Arakawa et al. 2020), as illustrated by the joint fit of the Fermi-LAT and LST-1 SEDs to a log-parabola model shown in Figure 16. The observed bump in the SED is commonly explained by the inverse Compton emission. From the joint fit, we estimate the position of the peak to be around 60 GeV . We note that the resulting statistics from this fit would not be meaningful because only statistical uncertainties are considered, whereas the systematic uncertainties, very relevant especially near the threshold, are not taken into account.

Additionally, we evaluated the SEDs obtained with LST-1 before and after setting up the current trigger settings in 2021 August, which resulted in a lower and more stable energy threshold, as explained in Section 4. We split the data set into two samples corresponding to the observations carried out before and after 2021 August. The live times of the data sample until and after 2021 August are 25.4 hr and 8.8 hr , respectively. Both SEDs are compared in Figure 17. As there are fewer data
collected after 2021 August, we use five bins per decade to calculate the flux points. We note that the post-2021 August sample has a slightly lower flux, perhaps related to the lower average light collection efficiency estimated from muons (see Section 5). Moreover, this subset could be affected more significantly by external factors like nonoptimal atmospheric conditions, since its time interval is shorter. The agreement is better when soft cuts are applied (see the upper edge of the hashed blue band on Figure 17), which could point to a slightly worse agreement of data and MC for this data subset.

We remark that the bulk of the post-2021 August sample was recorded after the interruption of LST-1 operations due to the eruption of the Cumbre Vieja volcano in La Palma between 2021 September 19 and December 13.

### 6.2.1. Spectrum Obtained with the Source-dependent Analysis

We also computed the spectrum of the Crab Nebula using the source-dependent analysis to validate this analysis method. For this analysis, energy-dependent $\alpha$ cuts are applied to obtain a given gamma-ray efficiency, instead of the $\theta$ cut used in source-independent analysis. The right panel of Figure 16 shows the Crab Nebula SED obtained with source-dependent analysis for the whole data set, and a cut in intensity $>80$ p.e. The flux points and best-fit models are computed with $70 \%$ efficiency cuts for both gammaness and $\alpha$. The best-fit model parameters are also indicated in Table 1. Although the flux of the best-fit model is statistically incompatible with that derived from the source-independent analysis, we must keep in mind that the uncertainties quoted in the table are just statistical. As in the source-independent analysis, event selection cuts are changed to obtain (40, 70, 90)\% gamma-efficiency for gammaness, and (70, 90 ) \% in the case of $\alpha$, as an estimate of the systematic uncertainty related to data-MC discrepancies. The result is represented as the hatched band in Figure 16. When these bands are considered, the SEDs from the sourcedependent and the source-independent analyses are compatible.

Additionally, in the case of source-dependent analysis, the lowest-energy spectral points deviate significantly from the best-fit SED. But again, a subpercent variation of the background normalization would be enough to make them match the fit. Once more, we emphasize the importance of considering potential background systematic uncertainties in the spectral analysis of IACT data (eventually, this should be included in the likelihood maximization as a nuisance parameter). Note that this is a potential issue not only for single IACTs-even a stereoscopic system, with much stronger background suppression, can face a similar problem with dimmer sources in long-term observations.

### 6.2.2. Light Curve

In order to check the stability of the VHE gamma-ray flux from the Crab Nebula throughout the observations reported in this work ( $\simeq 1.5 \mathrm{yr}$ ), we calculated the daily light curve above 100 GeV , which is a safe minimum energy to avoid threshold


Figure 18. Crab Nebula light curve with 1 day bins above 100 GeV for source-independent (left) and source-dependent analyses (right). The dashed-dotted line is the best fit to a constant flux. We also indicate the integral flux in the same energy range calculated from the log-parabola model reported in Aleksić et al. (2015) with a dashed line. The black error bars correspond to the statistical errors. The gray bars include the systematic uncertainties (added in quadratic sum) assuming they are $6 \%$ and $7 \%$ of the flux values for source-independent and source-dependent analysis, respectively.
effects, and displayed it in Figure 18 for both analysis approaches. We assume a log-parabola spectral model with the corresponding best-fit parameters indicated in Table 1. Flux points are fitted to a constant value of

$$
\begin{aligned}
& F_{>100 \mathrm{GeV}}=(4.95 \pm 0.03) \times 10^{-10} \mathrm{~cm}^{-2} \mathrm{~s}^{-1} \\
& \text { with } \chi^{2} / N_{\mathrm{dof}}=119.2 / 33\left(P-\text { value }=1 \times 10^{-11}\right)
\end{aligned}
$$

for the source-independent analysis, and

$$
\begin{aligned}
& F_{>100 \mathrm{GeV}}=(4.65 \pm 0.03) \times 10^{-10} \mathrm{~cm}^{-2} \mathrm{~s}^{-1} \\
& \text { with } \chi^{2} / N_{\mathrm{dof}}=147.6 / 33\left(P-\text { value }=2 \times 10^{-16}\right)
\end{aligned}
$$

for the source-dependent analysis. Both results are, at face value, strongly incompatible with the (presumably) steady VHE flux of the nebula. However, only statistical uncertainties are considered-and from the tests performed with spectra (varying cut efficiencies and background normalization), it is clear that the total uncertainty must be significantly larger.

In order to obtain a light curve "fully compatible" with a steady flux ( $p$-value $\simeq 0.5$ ), we have to assume, for the sourceindependent analysis, an additional systematic uncertainty of $6 \%$ on the nightly flux values, added in quadrature to the statistical uncertainty (see Figure 18). In the case of the sourcedependent analysis, the value is $7 \%$. This level of systematics seems plausible, considering that no run-wise or night-wise IRFs (to account for variable observation conditions or telescope performance) have been used in the calculations. Obviously, these estimates, computed under the assumption that the Crab Nebula flux is constant at these energies, do not tell us anything about a possible overall systematic error affecting all nights in the sample.

### 6.3. Crab Pulsar Phaseogram

The observations of the Crab Nebula have as byproduct another low-energy source that can be used to study its performance. The Crab pulsar (PSR J0534+220) is a young
neutron star with a rotational period of 33 ms created after the supernova explosion SN1054. It has the second-highest spindown power known $\left(\dot{E}=4.6 \times 10^{38} \mathrm{erg} \mathrm{s}^{-1}\right)$. It was first detected at VHE gamma rays by MAGIC (Aliu et al. 2008), and over the years its spectrum was extended up to teraelectronvolt energies (VERITAS Collaboration et al. 2011; Aleksić et al. 2012; Ansoldi et al. 2016). The data set used to search for pulsations is the same as in the rest of this article. The Crab pulsar phases definition is taken from Aleksić et al. (2012). Both P1 and P2 peaks are significantly detected as it can be seen in Figure 19, produced with the source-dependent analysis and fixed cuts (gammaness $>0.6, \alpha<12^{\circ}$ ). Calculation of the pulsar spectrum will require a more detailed treatment of the runs with nonstandard trigger threshold settings, and is a work in progress that will be the subject of a future publication.

## 7. Summary and Conclusions

We presented in this paper the observations of the Crab Nebula with the CTALST-1 telescope performed during its commissioning period, and used them to evaluate the instrument performance in single-telescope mode.
The optical efficiency of the system, as determined with muon rings, is stable within $\pm 5 \%$ in the $\simeq 1.5 \mathrm{yr}$ span of the data set shown in this paper. The trigger threshold, on the other hand, was not fully stable through this period, and is on average a little higher than its design value (reached only in 2021 August). The trigger threshold for the current configuration is 20 GeV , which increases to $\simeq 30 \mathrm{GeV}$ after analysis cuts.

The standard source-independent analysis can reach an angular resolution better than $0^{\circ} .12$ for $E>1 \mathrm{TeV}$ using hard cuts (low efficiency). For the baseline cuts ( $70 \%$ efficiency) used to derive the spectra and light curves presented in this paper, the angular resolution is $\simeq 0.17$ for $E>1 \mathrm{TeV}$ and $\simeq 0^{\circ} .34$ at $E=100 \mathrm{GeV}$. The energy resolution reaches the level of $20 \%$ for $E>1 \mathrm{TeV}$, and $35 \%$ at $E=100 \mathrm{GeV}$ for low-zenith


Figure 19. Crab pulsar phaseogram. The Crab pulsar phases definition is taken from Aleksić et al. (2012). We use the source-dependent analysis with fixed cuts for the whole energy range of gammaness $>0.6$ and $\alpha<12^{\circ}$ and intensity $>50$ p.e.
observations. Below 50 GeV , the source-dependent analysis provides slightly better energy resolution and smaller bias.

In terms of flux sensitivity, the source-independent and source-dependent analyses provide similar performance, with the latter being slightly better at the highest energies. The 50 hr sensitivity above 100 GeV is about $\sim 1.5$ times worse than that of the MAGIC telescopes that operate in a similar energy range in stereoscopic mode. The advantages of stereoscopic reconstruction are, as expected, not overcome by the larger light collection efficiency of the LST-1 (from its larger dish and more efficient camera). The optimal 50 hr differential sensitivity achieved is $\sim 1.7 \%$ C.U. at 800 GeV using source-independent analysis. The best integral sensitivity of the instrument is $1.1 \%$ C.U. above 250 GeV in $50 \mathrm{hr}(12.4 \% \mathrm{C}$. U . in 0.5 hr ).

We find that the Crab Nebula spectra derived using sourcedependent and source-independent analysis are both very close (within $10 \%$ ) to the spectrum determined with the MAGIC telescopes. The fact that the spectral fit results (obtained using only statistical uncertainties) from the two methods are not statistically compatible clearly indicates that for a bright source like the Crab Nebula, statistical uncertainties are subdominant with respect to systematics uncertainties, like those resulting from small data-MC discrepancies, or from inhomogeneities of the telescope response across the field of view, which may result in a biased background estimation.
We also find a smooth connection between the LST-1 spectrum and the Fermi-LAT one, especially when the possible systematics in the background normalization in the LST-1 nearthreshold analysis are taken into account. The Crab Nebula night-wise light curves above 100 GeV derived using the two analyses are compatible with a steady emission if an additional systematic uncertainty in the flux values of $\simeq 7 \%$ is assumed. Under the assumption that the VHE emission from the Crab Nebula was stable during the LST-1 observations, this again shows that systematic uncertainties in the calculated fluxes are nonnegligible in an observation like the one presented here, and should become the focus of future analysis improvements.
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## Appendix

## A.1. Random Forests Features

The parameters used to train the random forest models are listed below (see also Figure 3):

1. log_intensity: decimal logarithm of intensity, the sum of the charges (in photoelectrons) of the pixels that survive the image cleaning. All other image parameters listed below are calculated using the same set of pixels.
2. width, length: width and length of the ellipsoid, i.e., the second-order moments of the charge distribution along the minor and major axes of the image.
3. $w l$ : width over length ratio
4. $x, y$ : coordinates of the image centroid (first order moments) in the camera frame
5. skewness: skewness of the image
6. kurtosis: kurtosis of the image
7. time_gradient: gradient of the signal arrival times, computed along the main axis of the image
8. leakage_intensity_width_2: fraction of the total charge of the image that is recorded on pixels at the edge of the camera, or their next neighbors.
9. az_tel, alt_tel: telescope pointing direction (azimuth and altitude, respectively)
10. disp_norm: distance between $(x, y)$ and the point along the major image axis that is closest to the true (nominal) source position.
11. disp_sign: indicates on which side of the image centroid $(x, y)$ the true source position lies.
12. dist: distance between $(x, y)$ and the true (nominal) source position on the camera.
13. reco_disp_norm_diff : abs (dist - reco_disp_norm)
14. reco_disp_sign_correctness: estimated probability (obtained from the disp_sign random forest using the predict_proba method of scikit-learn) that the known source position (on either side of the centroid along the major axis) is the correct one for the given image.

## A.2. Random Forest Hyperparameters

The random forest regressors (for the energy and disp. reconstruction) are trained using scikit-learnvl.0 with the following hyperparameters:

1. max_depth $=30$
2. min_sample_leaf $=10$
3. n_estimators $=150$
4. max_depth $=$ true
5. criterion $=$ squared_error
6. max_features = auto
7. max_leaf_nodes = null
8. min_impurity_decrease $=0.0$
9. min_samples_split $=10$
10. min _weight_fraction_leaf $=0.0$.

The classifier uses the same parameters, with the following differences: n_estimators $=100$, criterion $=$ gini. Notably, the max_depth, n_estimators, min_sample_leaf, and min_sample_split parameter values have been optimized using a grid search to minimize computing resources without compromising the models performances.
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