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How do people ascribe humanness to chatbots? An analysis of real-world human-agent interactions 

and a theoretical model of humanness 

 

Abstract: A central problem in text-based chatbot research revolves around humanness: not only chatbots 

may reproduce fundamental aspects of being human, but also users may attribute humanlike features to 

chatbots. Humanness is paramount in human-chatbot conversations because it may profoundly impact the 

quality of the interaction: for example, when users expect that interactions with chatbots are similar to human 

conversations and these expectations are not met by the agent, they may easily become frustrated. This is 

particularly relevant in customer care, where efficient support is essential: here, unmet expectations about the 

chatbot’s humanlike capabilities can undermine customer satisfaction. In this article, we qualitatively 

analyzed 12,477 real-world exchanges with a task-based chatbot in the customer care domain, involving a 

total of 1,060 conversations. We conducted a single case study to define a preliminary theoretical model of 

humanness for chatbot technology. The study findings point to a novel conceptualization of humanness in 

customer-chatbot interaction, highlighting that it is multiple, contextual, modular, and dynamic. Moreover, 

the theoretical model that we propose explains that the kind of humanness attributed to a chatbot depends on 

the context in which people expect to interact, the objectives and needs that they aim to fulfill, and the cues 

that the chatbot exhibits: all these factors may change as the interaction evolves over time, and such changes 

may further affect the users’ ascriptions of humanness. Finally, we propose design implications of the model, 

like the need to create “context” and account for the plurality of humanness. 

Keywords: conversational agents, chatbots, humanness, human-AI interaction, human-agent interaction, 

artificial intelligence, customer care 
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1 Introduction 

Over the last ten years, conversational agents, that is software applications interacting with people through 

natural language (Schuetzler et al., 2020; Rapp et al., 2021), have risen in popularity. In particular, text-based 

chatbots i.e., agents that are designed to converse and interact with users exclusively through natural written 

language (Rapp et al., 2021), have been adopted in a variety of domains, from customer service (Følstad & 

Skjuve, 2019) to mental well-being (Ly et al., 2017), in order to offer people automated support and new 

forms of companionship. In this landscape, the commercial interest in chatbots for customer service has 

substantially increased (Nordheim et al., 2019). Gartner highlighted that, in 2021, 27% of organizations had 

already implemented chatbots, and 70% of customers had tried this technology during their resolution 

journey (Gartner, 2022a). Gartner also predicted that, by the end of 2023, 38% of organizations will 

implement chatbots (Gartner, 2022a), and by 2027, chatbots will become the primary customer service 

channel for roughly a quarter of organizations (Gartner, 2022b). However, despite their increasing spreading, 

conversing with chatbots appears not to be exempt from issues that directly involve how people experience 

this technology. Chatbots may not meet the users’ expectations or elicit biased user perceptions about their 

qualities (e.g., Forrester Research, 2016; Grudin & Jacques, 2019). 

In this sense, a central problem in text-based chatbots revolves around their humanness: users may 

attribute humanlike features to chatbots (e.g., Go & Sundar, 2019) and designers may intentionally reproduce 

fundamental aspects of being human in their design (e.g., Lee et al., 2019). Humanness is central in human-

chatbot interaction because it may deeply affect the quality of the conversation, by encouraging users to feel 

more favorable toward the chatbot (e.g., Mou & Xu, 2017), increasing trust and satisfaction (Rheu et al., 

2021). However, humanness may also lead to social anxiety and reduced cooperation (Schanke et al., 2021), 

or set unrealistic expectations that, if not maintained, may jeopardize the user experience (Jain et al., 2018). 

In this sense, the chatbot’s humanness may impact how the interaction between the user and the agent 

progresses (or non-progresses), leading to either “good” or “bad” conversations (e.g., Luger & Sellen 2016).  
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In particular, humanness may be relevant in the customer care domain, where users may need to 

effectively interact with the chatbot with the main goal of quickly solving an issue, and where expectations 

about its (humanlike) capabilities may heavily affect the interaction (Rapp et al., 2021): for example, 

humanness may have a negative effect on the satisfaction of customers in an angry emotional state, their 

overall evaluation of the firm, and their subsequent intentions of purchasing, as it may inflate expectations of 

chatbot efficacy, which may be subsequently disconfirmed (Crolic et al., 2022). However, in the customer 

care domain there is still a lack of understanding about whether and how users ascribe humanness to 

chatbots, and the influence of humanness on conversational breakdowns or progresses (Law et al., 2022). 

Therefore, in this article we tried to give an answer to the following question: how do people ascribe 

humanness to text-based chatbots in a conversation in the customer care domain? To answer this 

question, we qualitatively analyzed 1,060 real-world conversations with a customer care chatbot endowed 

with a minimum level of humanlike features, for a total of 12,477 exchanges. Differently from the majority 

of previous studies that investigated humanness in conversational agents relying on experiments or users’ ex-

post reports about their conversations with the agent (e.g., Clark et al., 2019; Doyle et al., 2019, 2021), we 

analyze real-world interactions between users and a chatbot. One could argue that it is not possible to 

measure the users’ perceived human-likeness without asking the users about their perceptions. However, we 

do not aim to directly address the users’ mental states, rather focusing on the users’ behavior towards the 

chatbot, that is how users address the chatbot and interact with it during a conversation. In so doing, we 

investigate whether users behave as if the chatbot were either a human or a machine and the impact that such 

behavior has on the interaction. 

With this aim, we conducted a single case study, using Grounded Theory as a coding method (Glaser & 

Strauss, 2017), and eventually defined a preliminary theoretical model of humanness for text-based chatbots 

in customer support that are equipped with a minimum level of humanlike characteristics. A first substantial 

contribution of this article is to offer rich insights and thick descriptions on the situated experience of 
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interacting with a chatbot, as well as an in-depth look into real users’ attributions of humanness. The findings 

point out that users do not ascribe humanness to chatbots as an on/off state. Rather, the ascribed humanness 

presents different shades that span from high (level of) humanness to low (level of) humanness. Second, 

different kinds of humanness may be ascribed depending on the context (what we called the “script”) in 

which users think to interact (e.g., a complaint sent to a company). Third, users’ expectations about the 

interlocutor’s humanness do not address the entire repertoire of human features, rather targeting specific 

modular human abilities. Fourth, the humanness ascribed by users to the chatbot may change as the 

conversation progresses. As a second contribution, we propose a conceptual model emerging from the 

empirical data and further informed by literature, which points out the factors that may influence the users’ 

attributions of humanness to a chatbot in the customer care domain and potentially allows researchers and 

practitioners to design text-based chatbots that better account for such attributions. In this sense, we describe 

three main design implications grounded on the model for creating chatbots that may acknowledge how users 

ascribe humanness to them. 

The novelty of the findings and the model revolves around three main points. Firstly, we point out that the 

perceived context of the interaction shapes how users attribute humanness to the chatbot, while previous 

studies have emphasized that ascriptions of humanness may be influenced by real situational contexts, such 

as health or wellbeing (Doyle et al., 2021). In fact, the perceived context may not even have anything to do 

with the real context: for example, a user might frame the interaction as filling a complaint form, even 

though the actual context involves chatting with a chatbot. Secondly, we highlight that the capabilities of the 

chatbot that truly matter for the user to determine its humanness are those that enable it to accomplish her 

goals and meet her needs, while previous research has mainly focused on the chatbot’s conversational skills 

(Schuetzler et al., 2020). In the customer care domain, these key abilities include, for instance, the capacity 

to recognize the user’s emotions. Thirdly, we emphasize that ascriptions of humanness can evolve in various 

ways even within the span of a single conversation, whereby previous research predominantly focused on 
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how humanness attributions may change over the course of mid- and long-term relationships with the chatbot 

(Skjuve et al., 2022; Nißen et al., 2022). 

Moreover, the findings show that the design factors of the chatbot (i.e., the humanlike cues that it has or 

prompts during the conversation) can only partially explain the users’ attributions of humanness: actually, 

our chatbot was equipped with minimal humanlike features. Rather, such attributions can be also retraced to 

several user factors, namely how users perceive the context of the interaction, which shapes their 

expectations of humanness, and whether their goals and needs are fulfilled by specific capabilities of the 

chatbot. 

The article is structured as follows. Section 2 outlines the theoretical background and relevant related 

empirical literature about humanness. Section 3 describes the method used in this research. Section 4 outlines 

the study findings, highlighting four main characteristics of humanness in text-based chatbots. Section 5 

discusses the findings and presents the theoretical model of humanness we developed. Section 6 outlines our 

contributions to HCI research and practice. Section 7 describes the limitations of our study, as well as future 

work, whereas Section 8 concludes the article. 

2 Background 

2.1 Empirical Research on Humanness and Conversational Agents: The Lack of Studies of Real-

World Interactions in Customer Care 

Empirical research on humanness has contributed to enriching our understanding of those design factors that 

may mediate or increase users’ perceptions of humanness of conversational agents, as well as to explore how 

people react to and interact with designs intentionally embedded with humanlike features. In fact, 

conversational agents are designed to engage individuals in humanlike interactions (Nißen et al., 2022), often 

exhibiting a variety of social cues (Feine et al., 2019) and mimicking humanlike forms of communication, 

like speech (Doyle et al., 2019) and gestures (Rueben et al., 2022). 
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In this sense, humanness seems fundamental to understanding the interaction with conversational agents. 

For example, Replika, which is a conversational agent having the appearance of a human, appears to push 

the user’s relationship with it toward attachment and perceived closeness through its humanlike ability to 

support more deep-felt human needs related to social contact and self-reflection (Skjuve et al., 2022). 

Research, however, also pointed out that current limitations in matching human standards raises questions as 

to the need and desire to use humanness as an interaction metaphor (Cowan et al., 2017). Conversational 

agents may shape people’s expectations about their capabilities (Luger & Sellen, 2016), and such 

expectations may negatively affect the interaction experience. Moore et al. (2016), for instance, reported that 

albeit people are excited about the appearance of speech-based conversational agents, many of them prefer 

typing over speech. 

In particular, research on text-based chatbots points out how design can elicit users’ perceptions of 

humanness, as well as the positive and negative effects that humanlike features may have on the 

conversation. Nißen et al. (2022) noticed that text-based chatbots that are developed to accompany users over 

longer periods have more pronounced manifestations of characteristics that anthropomorphize the interaction 

with respect to chatbots supporting users’ short-term goals. However, a name given to the agent (Araujo, 

2018), its conversational skills (Schuetzler et al., 2020) and interconnected responses (Go and Sundar, 2019), 

or its capability of taking initiative and developing a relationship with the user (Morrissey and Kirakowski, 

2013) are often sufficient to increase the perception of the chatbot as being humanlike. 

These humanlike features may provoke eerie feelings (Liu & Sundar, 2018; Ta et al., 2020; Skjuve et al., 

2019; Ciechanowski et al., 2017), or even lower the user’s identification with other team members 

(Mirbabaie et al., 2021). Nonetheless, they may also support the development of intersubjectivity, intimacy, 

and sense of closeness (e.g., Følstad et al., 2018; Ly et al., 2017; Lee et al., 2020), elicit users’ trust towards 

the chatbot (Shin, 2022), and encourage them to establish a relationship (Xiao et al., 2023), exhibit socially 

desirable traits (Mou and Xu, 2017), and perform altruistic behavior (Shi et al., 2020). 
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In any case, expectations about humanlike capabilities of text-based chatbots appear to heavily influence 

users’ satisfaction with the ongoing conversations. Følstad and Skjuve (2019) highlighted that when users 

hold realistic expectations toward the chatbot, they tend to feel satisfied with the interaction. Conversely, 

when they expect that interactions with chatbots are similar to human conversations and these expectations 

are not met by the agent, people become easily frustrated (Jain et al., 2018). This may be particularly 

problematic when chatbots are employed in the customer service domain, where they are increasingly used 

(Skjuve et al., 2022). Here, productivity, in the form of quick access to information (Brandtzaeg & Følstad, 

2018; Følstad et al., 2018), and efficient and accessible support (Følstad & Skjuve, 2019; Yeh et al., 2022) 

are essential. When users’ expectations are not met, bad conversations may occur: these have been shown to 

decrease the users’ willingness to ask the agent for help with the task (Luger & Sellen, 2016) and to lead to 

the abandonment of the interaction (Crolic et al., 2022; Jain et al., 2018). 

Despite its importance, research on humanness in text-based chatbots for customer care is still scarce 

(Law et al., 2022). At present, we do not have a clear and complete understanding of whether and how users 

humanize customer care chatbots during a conversation, what kind of factors may influence the attribution of 

humanness, and how this may impact the overall interaction. Moreover, most existing work on this domain 

has not been grounded on “in the wild” conversations but relied either on users’ reports on how they 

perceived the agent (e.g., Law et al., 2022) or on controlled experiments where the conversations were 

artificial (e.g., Araujo, 2018). Exceptions are represented by Li et al. (2020) and Crolic et al. (2022) who 

quantitatively analyzed human-chatbot conversation logs. However, the former did not tackle issues related 

to humanness, while the latter focused only on the emotional aspects of humanness (e.g., whether 

anthropomorphism may elicit anger in users). Instead, we qualitatively analyzed a series of real-world 

conversations between users and a customer care text-based chatbot widely exploring their humanizing 

behavior, that is how users address the chatbot and what kind of characteristics (more or less humanlike) 

they ascribe to it during the conversation. 
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2.2 Theoretical Approaches to Humanness in Conversational Agent Research: The Lack of Specific 

Theoretical Perspectives 

At its core, humanness refers to the question of “What is it to be human?”, namely to those attributes that 

define what it is to be human (Haslam & Loughnan, 2014), and is a central topic of interest in human-agent 

interaction. In fact, people may attribute humanness also to non-human entities, in a process that is 

commonly called anthropomorphism (Festerling & Siraj, 2022). Human-Computer Interaction (HCI) 

researchers have mostly drawn on either general theories of humanness developed in other disciplines like 

psychology, or technology-focused theoretical frameworks to study humanness in conversational agents.  

As for general theories, Epley et al. (2007) proposed a theory of anthropomorphism that predicts that 

people are more likely to anthropomorphize an object when knowledge about humans and self-knowledge is 

accessible and applicable, when they are motivated to resolve uncertainty, seek meaning, and feel 

efficacious, and when they need to establish and maintain a sense of social connection with others. The 

theory has been found applicable for robots (e.g., Zlotowski et al., 2014), but it has been highlighted that it 

does not accommodate relevant factors that allegedly affect their humanness, like gestures (Salem et al., 

2011) and verbal communication (Walters et al., 2008). Another approach tackled in social psychology has 

been proposed by Haslam (2006, 2008, 2015), who proposed a model of dehumanization that points to two 

different senses of humanness. Humanness may be defined in terms of “human uniqueness”, which identifies 

uniquely human characteristics, such as civility, moral sensibility, and rationality. By contrast, humanness 

may also be seen as “human nature,” referring to characteristics like emotional responsiveness, agency and 

interpersonal warmth that are viewed as central to or typical of humans, in a noncomparative sense, and 

reveal our continuity with other creatures. In this sense, it has been highlighted that there can be even 

infrahuman or superhuman entities, lacking certain human characteristics (like competence or warmth) but 

not others (like friendliness or rationality) (Leyens et al., 2003; Li et al., 2014). This theory has been used to 

ground research on human-agent interaction (Lee et al., 2019; Ghafurian et al., 2019), highlighting that 
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agents may be humanized along either the uniquely nature dimension, being perceived as intelligent or 

intentional, or the human nature dimension, being seen as warm and emotional (Zlotowski et al., 2014). 

Nonetheless, further research pointed out that the theory of dehumanization may not be fully adequate to 

explain humanness in conversational agents (Zlotowski et al., 2014; Jones et al., 2018). 

As for the technology-focused theories, the uncanny valley theory suggests that cues in non-human agents 

encouraging the attribution of humanlike mental abilities can trigger eerie sensations among users, because 

their mental categorization conflicts and threats to human distinctiveness (Stein & Ohler, 2017). When the 

humanness becomes too accentuated, it may evoke aversive responses rather than affinity (Mori et al., 2012). 

The theory has been widely applied to the study of chatbots (Liu & Sundar, 2018; Ta et al., 2020; Skjuve et 

al., 2019; Ciechanowski et al., 2017). Nevertheless, the uncanny valley theory can explain only specific 

aspects of humanness, which refer to the negative reactions that people may have when encountering 

humanlike conversational agents. CASA theory, instead, suggests that people apply human social rules and 

expectations when interacting with computers, responding to them in the same manner as they would toward 

other people (Lee & Nass, 2010). This theory grounded the study and design of several conversational agents 

(Purington et al., 2017; Schuetzler et al., 2019; Lee et al., 2019). However, it has a very broad scope, being 

thought to be applied to every digital technology, and may not be able to identify the peculiarities that certain 

technologies may have in eliciting perceptions of humanness (Lang et al., 2013). 

Finally, it is worth noticing that there are other theories that have been employed in the context of 

humanness even though they were not originally conceived for this aim. For example, Social Presence 

Theory (SPT), which defines social presence as the efficacy of communication media to facilitate a sense of 

connection with another individual, has been used to describe how conversational skill influences 

anthropomorphism of a chatbot (Schuetzler et al., 2020). Likewise, the Theory of Mind, which points to the 

human skill of attributing beliefs, goals, and desires to other people has been applied to the design of agents 

with similar capabilities (Wang et al., 2021). However, as these theories were not originally conceived to 



11 

address the problem of humanness, they may not provide a complete account of how humanization unfolds 

in human-chatbot conversations.  

To summarize, the theories employed by the HCI community to investigate the users’ ascriptions of 

humanness to conversational agents might not fully capture the peculiarities that a specific technology like 

chatbots may have with reference to humanness. 

3 Method 

3.1 A Single Case Qualitative Study 

We opted for a single case qualitative study, as it best addresses the exploratory nature of our research, 

which aimed at a deep understanding of the users’ ascriptions of humanness to chatbots. A qualitative study 

could also be more useful to gain rich and in-depth descriptions of such ascriptions, providing a variety of 

examples of how they unfold (Rapp et al., 2021). In so doing, we used a Grounded Theory approach as a 

coding method (Glaser & Strauss, 2017), analyzing conversations as if they were data coming from a 

qualitative study. Typically, Grounded Theory is applied to data coming from interviews and ethnographic 

field notes, but it has also been used to make sense of other kinds of data, like scientific articles (e.g., 

Mencarini et al., 2019). 

What distinguishes Grounded Theory from other methods is an inductive, rather than a hypothetical-

deductive stance (Glaser & Strauss, 2017). It uses coding processes heavily but differs from methods such as 

content analysis that emphasize reliability, validity and the counting of instances (Furniss et al., 2011; 

Pidgeon & Henwood, 1996). Grounded Theory has been used in many different ways in both social science 

and HCI research (Cole & Gillies, 2022; Cimolino et al., 2023), such as a technique for developing complex 

theoretical models directly emerging from the data, or as a coding method (Furniss et al., 2011). In this 

study, we used Grounded Theory as a technique for qualitatively analyzing a large amount of data and 

making sense of it. Following Furniss et al. (2011), while we initially inhibited the use of extant literature to 
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analyze the data, we then intentionally used it for refining and comparing the emergent model of humanness 

with previous work (Goldkuhl & Cronholm, 2013). 

3.2 Chatbot Characteristics 

The chatbot system that we analyzed is task-focused and is built on the Microsoft BOT Framework which 

relies on natural language understanding and other artificial intelligence capabilities to comprehend 

customers’ requests, using a text-based user interface running on a web site and a mobile app (Figure 1). In 

particular, the user request is processed by a spellchecker and then analyzed by MS Language Understanding 

Cognitive Services to infer the user intent and other relevant pieces of information called entities, which are 

used to correctly address the user’s needs. When the user provides out-of-scope or syntactically too-long/too-

complex sentences, she is kindly invited to reformulate the request. 

The combination of the inferred user intent and entities are used to address a specific dialog flow leading 

the user through the steps needed to accomplish a specific task in a straightforward and deterministic way. 

The chatbot’s behavior is configured by combining dialog nodes in a flowchart, having one or more starting 

nodes, where the specific dialog may start, and one or more ending nodes, where the dialog ends up leading 

the chatbot to engage the customer in another new dialog. The response to be provided to the user is defined 

at each dialog node, possibly using some linguistic variations to be applied using a random criterion, as well 

as information retrieved from back-end systems, such as the remaining credit. 
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Figure 1. Two examples of the chatbot user interface: on the left, a common dialog flow; on the right, the 

chatbot prompts two alternatives in the form of quick response buttons1. 

 

The chatbot is not intentionally designed to encourage the user’s projection of humanness: it presents 

itself as a virtual assistant (“Hello, I am Angie! The TIM virtual assistant…”), is identified by a foreign name 

(Angie) and is depicted using a stylized manga-style illustration of its face, which is static and cannot 

express any non-linguistic behavior (e.g., facial expressions or gestures). The chatbot further clarifies its 

artificial nature when it is not able to handle the user’s requests (“Sorry, I’m still a young virtual assistant, 

but I’m a fast learner! I hope I can be helpful to you next time”) by offering the option to call or receive a 

 
1 The translation of the conversation on the left is: C: “Hello, I am Angie! The TIM virtual assistant” C: “I can help you 
manage your offers, give you business assistance, administrative assistance, and solve technical problems.” C: 
“Reduce your spending up to 2500€ with government vouchers for fiber and FWA. Hurry they are limited...! To learn 
more type in VOUCHER anytime.” C: “How can I help you?” U: “Hi” C: “Hello, I am Angie! How can I help you?”. The 
translation of the conversation on the right is: U: “Hello, how are you?” C: “I’m fine, thanks. How can I help you?” U: “I 
wanted to ask you about tim vision” C: “Sorry, I would like to understand your request better to be able to help you” 
C: “Are you referring to the landline or the mobile line?” C: “Landline” C: “Mobile line”. 
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call from a human operator (“... if you want you can continue the chat with a human operator. He will get 

back to you as soon as possible and give you all the details”; “If you want, I can pass you on to a human 

operator who can give you more information. Shall I proceed?”). The repetition of certain expressions word 

by word may further strengthen the perception of its low humanness (“Sorry, I did not understand your 

request. Can you repeat it in simpler words?” is a standard sentence that the chatbot produces every time it 

does not understand the user). Moreover, the chatbot is not meant for engaging people in small talk or 

general conversations but for specifically addressing technical or commercial issues with the company 

services. If we refer to the conversational agent taxonomy of social cues defined by Feine et al. (2019), the 

chatbot shows minimal social cues: it has a low degree of human-likeness and only expresses greetings and 

farewells, apologizes when it is not able to deal with a request, and provides advice on how to fix certain 

issues, while it is not able to produce complex sentences. To interact with it, in addition to typing, which is 

always allowed, the chatbot sometimes provides alternative input modalities, including quick-response 

buttons. 

We focused on a task-oriented chatbot, which typically has a narrow range and keeps conversations short 

(Grudin & Jacques, 2019), with minimal humanlike characteristics, as we hypothesized that if ascriptions of 

humanness occur by interacting with this kind of technology, they would likely occur, even to a greater 

extent, in other more humanlike or human-oriented chatbots, following a critical case sampling strategy 

(Cardano, 2011). This strategy is based on the argumentation that if a phenomenon can be observed in a 

condition where it is difficult that it will occur (e.g., when humanness is not intentionally supported), it will 

be likely encountered even in more favorable contexts (e.g., when humanness is intentionally elicited 

through design) (Cardano, 2011; Sharp, 1975; Perelman & Olbrechts-Tyteca, 2008). 

3.3 Data Characteristics 

The initial dataset was composed of 3,123 conversations with a task-based chatbot maintained by a 

telecommunication company. The company is one of the major telecommunication companies in Italy, 
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providing mobile and fixed line services (telephone and Internet) with a generalist customer base counting 

millions of fixed line and SIM card subscriptions. The conversations were collected on the 28th of 

September 2019. Figure 2 depicts the process of data polishing and analysis. 

We first cleaned the data, by manually filtering out 1,052 conversations where the user only greeted the 

chatbot (e.g., Hi) and immediately abandoned the interaction without making any request (likely due to, for 

example, internet connection failure), or did not interact at all (they likely only opened the chatbot window to 

make the agent start the conversation by presenting itself but did not respond). We then selected three time 

slots to be included in the corpus (9am - 11am, 3pm - 5pm, 9pm - 11pm): for these time slots, we analyzed 

the entire conversations, for a total of 1,060 conversations and 12,477 exchanges (11.8 exchanges per 

conversation on average, SD: 7.4). 

The choice of sampling the conversations during these hours followed a purposeful sampling method 

(Marshall, 1996) and relies on the fact that different categories of customers may access the chatbot service 

at different times (e.g., workers tend to use the chatbot in the evening after office hours), as we understood 

from preliminary conversations with several company stakeholders. Once the sample was initially defined, 

we still remained open to the analysis of further data (e.g., from different time slots) if needed. However, 

after having coded 1,060 interactions we became aware that new data could not lead to new insights for our 

aims, thus reaching theoretical saturation (Henwood & Pidgeon, 2003).  

The conversations are real-world interactions in which users try to fulfill their situated needs and 

objectives by interacting with the chatbot. While entering the conversation, users had to accept the 

company’s terms of service and were informed about our data-collection activities as in Li et al. (2020) (e.g., 

that the data could be recorded, analyzed, and published). Moreover, we followed guidelines to ensure ethics 

in online research (Beekhuyzen et al., 2015; Spicker, 2011; Sveningsson, 2004) and adopted parts of the 

“heavy disguise” strategy proposed by Bruckman (2002), by deleting all the personal information (e.g., 

names, telephone numbers) that people could have voluntarily or involuntarily disclosed during the 
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interaction in a pre-processing phase. All the quotes reported in this article have been further translated from 

Italian to English while preserving the meaning, and we double checked that no users could be identified 

from the quotations reported in this article. This strategy has been previously adopted by HCI research 

investigating, e.g., online forum posts (Su et al., 2019) or in-game chat logs (Rapp, 2022). 

3.4 Data Analysis 

The data were stored in a spreadsheet, with each row representing one of the dataset’s 12,477 exchanges. 

Data analysis was conducted on the basis of the key principles of Grounded Theory. Analysis of top-down 

nature, e.g., through the use of pre-existing literature and theory, was inhibited in the coding stages where we 

emphasized an inductive approach. The first, the second and the third authors read the entire dataset. In the 

first phase, the second and the third authors separately assigned one or more conceptual labels to each row 

representing a single user’s interaction through open coding. At this stage, the analysis paid attention not 

only to what the user communicated to the chatbot, but also to the terms used and the language structure of 

each utterance (e.g., subordinate or coordinate clauses, length of the utterance, repetitions, typos and 

grammatical errors, etc.). The two authors then discussed the codes generated to assess consistency between 

them and resolve inconsistencies. In certain cases, inconsistencies were related to the differences in labeling 

the same concepts. In other cases, two codes were condensed into one or new codes were developed when 

the discussion between the two researchers led to identify clearer commonalities or distinctions among the 

meanings of the data points. This process went through the whole data set.  



17 

 
Figure 2: The phases of the data analysis. 
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As is common in qualitative research, even that adopting a grounded theory approach (e.g., Muller & 

Kogan, 2010; McDonald et al., 2019), no numerical reliability rating is reported, because our goal was to 

reach an intersubjective consensus, where each point of difference was debated and clarified until the coders 

agreed on appropriate usage of the set of codes (Harry et al., 2005). In the second phase, the analysis was 

conducted at the conversation level (human-machine), whereby the two authors independently assigned 

codes to entire conversations or portions of it (when it was possible to identify a separate interaction 

dynamic), focusing on how the conversations evolved from both the semantic (what the user communicates) 

and syntactic (how she communicates it) points of view. Then, the two authors discussed again the codes 

generated to resolve inconsistencies (e.g., “collaboration” for the first coder and “agreement” for the second 

one, which turned out into the decision of keeping the former as the best label describing the underlying 

concept) and connected the codes generated during the first level (row level) to the codes generated in this 

phase (conversation level). A final set of 83 open codes was then defined in a codebook. Then, the entire 

dataset was recoded anew with the codebook at hand. 

As a second step, these concepts were grouped into conceptual categories through axial coding by each 

coder separately. They then discussed the categories together resolving discrepancies, also involving the first 

author whenever doubts about the decision arose. This yielded 13 learned abstracted categories. Axial coding 

categories from open coding were amalgamated to create a more defined hierarchy forming key related 

categories through selective coding. The resultant four selective categories are the central themes emerging 

from the analysis, which identify key aspects of the concept of humanness in text-based chatbot interactions: 

multiplicity, contextuality, modularity, and dynamicity. 

Finally, we explored how the extant literature could help us in further interpreting our data, using it as 

leverage for insight that can bring new perspectives (Furniss et al., 2011). On the basis of this last step, we 

defined a preliminary theoretical model that outlines how ascriptions of humanness are formed and evolve 

over time in the domain of text-based chatbots for customer care. 



19 

4 Findings 

In the following, we will recount the main findings coming from our analysis. We first show that humanness 

implies multiple kinds of being human spanning from high humanness to low humanness. Then, we explain 

that ascriptions of humanness depend on the perceived context in which the users think to interact. 

Subsequently, we describe humanness as a modular concept, as people target specific abilities that are tied to 

their situated needs and objectives to attribute (or withdraw) humanness to a chatbot. Finally, we outline how 

humanness is dynamic, as users’ ascriptions may evolve as the conversation progresses.  

In each sub-section, we will analyze the users’ conversational behaviors, identifying interactional patterns 

and language peculiarities. Then, we will provide an interpretation of these patterns in terms of ascriptions of 

humanness: a table will summarize the main findings also offering a variety of examples extracted from the 

data. Of course, we could not access the users’ mental states, as we only analyzed their behavioral traces, 

that is how they conversed with the chatbot: therefore, it is possible to interpret such conversational 

behaviors even in different ways, for example, by saying that these are the easiest or most convenient ways 

for the users to state their requests. However, we think that the interpretations that we suggest in terms of 

ascriptions of humanness can consistently explain the users’ conversational behaviors. In this sense, the 

following findings should be better read not as if the users actually perceived the chatbot in certain ways or 

they had certain mental states: rather, they indicate that the users behaved as if they perceived the chatbot in 

those ways or as if they had those mental states. 

4.1 Humanness is Multiple: Users Behave as if They Ascribe Different Kinds of Humanness to the 

Chatbot 

We identified four different ways through which people address the chatbot, which are signaled by the usage 

of different personal pronouns to identify the bot2, the level of formality employed in the conversations, the 

 
2 Italian language has four different pronouns to refer to an interlocutor, that is “lei”, “tu”, “voi”, and “esso”.   
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number of details and explanations provided in the users’ requests, and the syntactical complexity of their 

utterances. 

These different ways of addressing the chatbot may point to different kinds of humanness ascribed by the 

users to it, eventually revealing that humanness is multiple and cannot be described as a single property that 

the chatbot may or may not have. Rather, it is a characteristic that may vary gradually between high 

humanness and low humanness, being also possibly conceived as collective humanness. Table 1 summarizes 

the main findings of this subsection, while in the following we will illustrate them extensively by using the 

Italian pronouns as a starting point. 

 
Table 1. How users address the chatbot in the conversations. 
 

Kind of humanness Linguistic indicators Examples 

High humanness: the 
chatbot is treated as if it 
were a full human 

- “Lei” pronoun 
- Greetings, 
formalities, 
politeness 
- Explanations of 
issues 

Example 4.1a 
U: “Good morning, a few hours ago I changed sim since I 
bought a new phone and changed company. I was told that 
today, day 28, it would have activated a new rate, I did it, but it 
has been activated a rate that is not mine. I chose the one with 
50gb and unlimited minutes, instead I have 3gb and 1000 
minutes. May you [lei] please explain why?” 
 

Diminished 
humanness: the chatbot 
is treated as if it were a 
diminished human 

- “Tu” pronoun 
- Imperative and 
hierarchical tone 
- No explanations of 
issues 

Example 4.1b 
U: “I want a SOS top-up” […] 
C: “Sorry, I am still a young virtual assistant, but I’m a fast 
learner! I hope to be able to help you next time” 
U: “I want a SOS top-up now” […] 
C: “But can’t you [tu] make the SOS?” 
C: “Sorry, I did not understand your request. Can you repeat it 
in simpler words?” 
U: “Can you [tu] do the SOS top-up?” 

Collective humanness: 
the chatbot is treated as 
if it were a collective 
entity  

- “Voi” pronoun 
- Formal tone 
- Complex 
syntactical structure 
- Courtesy 

Example 4.1c 
U: “Good evening, I wanted to point out that, even after several 
calls, with the new offer [service name] the [other service name] 
has been deactivated and the voice has been activated, in which I 
was not interested; your representative did not give me 
information about this point […]. I would like to ask you [voi] 
that you [voi] activate again [service name] and deactivate the 
voice. [...]” 

Low humanness: the 
chatbot is treated as a 
mere machine 

- “Esso” pronoun 
- Command-style 
language 

Example 4.1d 
C: “Hello, I am Angie, the TIM virtual assistant” 
U: “Refund status of the remaining credit of user [phone 
number] of [user name]” 
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 “Lei” is the third-person singular pronoun in Italian and is commonly used with people that the person 

does not already know, expressing a high grade of formality, which, nonetheless, is often granted during first 

interactions, unless both the interlocutors agree upon a more informal setting. In Italian, when people use 

“lei”, in most cases they grant a fully human status to the interlocutor. This is the reason why “lei” is the 

most appropriate pronoun to use in a situation when a person is asking someone that she does not know to 

solve a problem: in this way, the person refers to her interlocutor as a par that may (or may not) provide the 

requested help. Users addressing the chatbot using “lei” also employ formal greetings (“Good morning”), 

apologize for the bother (“I am sorry”), are polite when introducing the problem they have, and try to explain 

their issue as they would do with a human (as in Example 4.1a). This way of addressing the chatbot may be 

interpreted as the byproduct of the ascription of high humanness to the agent, as a signal that the user 

considers the chatbot as having human dignity, as if the machine were her equal, thus having the right of 

being respected and treated with kindness.  

Other users, instead, employ the second-person pronoun (“tu”) to address the chatbot. In Italian, this 

pronoun is commonly used with friends, colleagues, and acquaintances who agreed upon an informal tone. 

Using “tu” with an unknown person, especially when a person needs to ask to solve a problem, as it happens 

in a customer service situation, is usually perceived as unpolite and/or disrespectful: it does not grant a full 

status to the interlocutor, because it treats her as inferior in some respects. “Tu,” in fact, in Italian is also 

often employed with people that are somehow considered having a lower status with respect to the person 

who is speaking (thus also conveying some in/out-group prejudices), like younger people (especially 

children), or foreign individuals. Users referring to the chatbot with “tu” also use a less formal and more 

hierarchical and authoritative tone if compared to users using “lei” (Example 4.1b): the sentences are shorter, 

and users are less inclined to explain their issue (e.g., U: “But you [tu] haven’t solved anything at all I 

haven’t even told you where the problem is”). This way of addressing the chatbot may be interpreted as the 
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result of the ascription of a diminished humanness to the chatbot, as if it were not able to meet some human 

standards, lacking certain linguistic, cognitive and relational qualities.  

“Voi,” instead, is the Italian pronoun to indicate a collective human entity, like a bunch of people, a 

specific group, or even an organization. In the analyzed corpus, this pronoun is mostly used when the user 

wants to manifest her disappointment for an unresolved problem: the tone here is formal, and the language 

structure is quite complex, with long sentences and the employment of subordinate clauses. When used 

“voi,” the addressee remains unidentified and generic, as the user shows not to be interested in the specific 

identity of the interlocutor. This way of addressing the chatbot may be interpreted as the result of an 

ascription of collective humanness to the chatbot: the user behaves as if the chatbot were both a human 

being, at par of the other company employees that are in charge of solving the users’ problems, and an 

unidentified being, a member of an indistinct crowd (i.e., the company), which is considered only for its role 

but is not endowed with a precise identity (Example 4.1c). In other words, the formal tone, the complex 

syntactical structure, and the courtesy used in the conversation seem to acknowledge a human status. 

Nonetheless, these users treat the chatbot as a generic representative, as if they were talking with an 

undefined collective humanlike entity. 

Finally, a last way to address the chatbot is identified by the pronoun “esso.” In Italian, this pronoun is the 

formal way to refer to things, but it is usually omitted in the everyday language. People who interact with the 

chatbot using “esso” mostly dismiss the sentence subject and use a command-style language, whereby the 

verbs are in the infinitive form, the syntax is extremely simple, and greetings, articles, circumlocutions, and 

unusual terms are avoided (like in example 4.1d). This last way of addressing the chatbot may be interpreted 

as the result of the ascription of low humanness to the chatbot. The avoidance of complex terms and 

language structures, as well as the adoption of command-style language may be explained by the users’ 

acknowledgment that the interlocutor is a mere machine that needs to be addressed by using a sort of 
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machinelike language, closer to the needs of the interlocutor than to their own habitual ways of interacting 

with other humans. 

In sum, the four different modalities of addressing the chatbot that we identified may point to four 

different kinds of humanness that the users ascribe to the agent. In this perspective, rather than an on-off 

state, humanness appears to be a more nuanced concept, which unfolds along a continuum spanning from 

high humanness to low humanness. The users that behave as if the bot were a machine represent only a 

minor quota. Most of them talk to the chatbot as if it were either a human operator or a diminished human, 

like someone who does not have some fundamental human abilities. 

4.2 Humanness is Contextual: The Perceived Context of the Interaction Affects the Users’ 

Expectations about the Chatbot’s Humanness 

In the analyzed corpus, we found that the users interact with the chatbot by using diverse communication 

styles. These styles may be interpreted as the result of the activation of specific perceived contexts that are 

common in the customer care domain. The interesting thing, here, is that such contexts appear to affect the 

users’ expectations about the chatbot’s humanness.  

These perceived contexts may be better explained by the notion of “script” (Schank & Abelson, 1977). 

Scripts are knowledge structures that describe stereotypical sequences of events, possibly with adjustable 

parameters, allowing an agent to anticipate and figure out what will happen in a certain social interaction, 

what kind of people she will likely meet, and what social rules she will have to respect. They serve as a guide 

for action, allowing individuals to know in advance how they should behave and engage socially within a 

given context. Examples of these stereotyped sequences of actions include visiting a parent, taking the train, 

and eating in a restaurant. 

We may thus interpret the diverse communication styles adopted by the users as the byproduct of the 

activation of specific scripts at the starting of the conversation, which all relate to the customer care domain, 

where an individual needs to interact with a company. These scripts refer to the situation where the 
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interaction with the company is thought to occur (e.g., making a phone call, writing an email, etc.), the kind 

of interlocutor (human or machine) with which the user will likely interact, and the stereotypical 

interactional steps that should be followed in that situation with that interlocutor.  

 
Table 2. The scripts that users apparently employ to frame the conversations. 
 
Script Communication style Examples 

Email script: 
the user 
communicates 
as if she were 
writing an 
email to a 
human 

- Long, verbose and 
courteous messages 
- High degree of 
syntactical and semantical 
complexity 
- Messages do not 
presume an immediate 
response 

Example 4.2a 
U: “Good evening, I would like to receive some clarifications 
about my subscription. My first question relates to the monthly 
cost, when I signed the contract, the operator told me about a 
monthly cost of 30 euros everything included… If you check my 
bills, you will realize that I have never paid 30 euros. Now, I 
would like to have a real contract, which I do not have, where the 
conditions and the rates of the subscription are written – [name 
of the service]. The last month you charged me even the phone 
book. I called the [customer care service number] and the 
operator told me that the cost would have been refunded in the 
next bill. […] [Name and surname] owner of the line [telephone 
number].” 

Complaint 
script: the user 
communicates 
as if she were 
filling a 
complaint form 

- Informal tone 
- Negative emotions 
- References to past 
interactions 

Example 4.2b 
U: “Absurd. Not only you did not make it plain to me why 35 
euros per month instead of 30 as you have proposed, but in the 
last bill you have charged me 7 euros of [service name]. As soon 
as possible I will change provider for both the mobile phone and 
the fixed line.” 
C: “I will try to help you as best as I can.” 

Telephonic / 
chat script: the 
user 
communicates 
as if she were 
writing into a 
chat or calling a 
human operator 

- Colloquial tone 
- Abbreviations and 
emoticons 
- Grammatical errors 
and typos 

Example 4.2c 
U: “Sorry ‘xké’ [Italian abbreviation for “perché” which means 
why and is used only in chats with humans] [subject wrongly 
omitted] take away my credit if. [punctuation error] I finished 
mimute [orthographical error it stands for minutes]” 
C: “Sorry, I did not understand your request […]” 
U: “No, I became aware that it took away 90 cents per day” 
C: “I am sorry, but I cannot help you on this point, I am still 
learning […]” 
U: “I think ‘xké’ [why] there. [punctuation error] wasn't vredit 
[orthographical error]” 

Proper 
chatbot script: 
the user 
communicates 
as if she were 
writing to a 
machine 

- Collaboration with the 
chatbot 
- No grammatical errors 
or abbreviations 
- Reformulation of 
phrases when the 
chatbot does not 
understand 

Example 4.2d 
U: “[service name] and [other service name], I want to 
unsubscribe from them when they expire. I can do it now” 
C: “I have two lines in your name 1. [telephone number 1] 2. 
[telephone number 2]. What line should I address? Please chose 
one of the aforementioned lines […] (1, 2, 3, …)” 
U: “1” 
C: “Do you want to know the expiry date of the SIM or the expiry 
date of the offers?” 
U: “Expiry date of the offers and deactivation” 
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This interpretation may explain the reason why the communication styles used in the corpus differ so 

much: a different style is used depending on the activated script, and thus on the context in which the user 

thinks to be situated. In this sense, the script also frames the agent’s humanness, as each context presumes a 

specific kind of interlocutor. Table 2 summarizes the four different conversational styles we identified, 

pointing to four different scripts, which are extensively described in the following paragraphs. 

The first communication style is characterized by extremely long and verbose messages filled with all the 

information that the users think is needed to solve a specific problem: in this sense, the users employ a high 

degree of semantic (with e.g., common sayings, allusions) and syntactic complexity in their utterances (with 

chains of coordinate and subordinate clauses). Moreover, messages pertaining to this communication style 

are generally courteous in their tone, do not presume an immediate answer, rather expect a later notification 

when the issue will be likely solved. In most cases, people leave their contact information, so that they could 

be reached later, as well as close the message by saying “thanks in advance” and “looking forward to 

receiving a response” (Example 4.2a). This style may be interpreted as the result of the activation of an email 

script, which frames the interaction with the chatbot as if the user had to asynchronously write an email to a 

human addressee, who can understand complex stories and threads of events that originated even weeks or 

months before, or proactively fix a problem once it is notified. 

The second communication style is characterized by messages with a lower level of complexity (e.g., 

shorter and with less subordinate clauses) and a less formal tone, but more loaded with negative emotions, 

like anger and irritation (Example 4.2b). Here, the interlocutor is often addressed using “voi,” and the users 

often stress their past interactions with the organization highlighting the unsatisfying responses that they 

have received. This style may be interpreted as the result of the activation of a complaint script, as if the 

users were complaining at the company’s front desk or filling an online form to report a disservice; these 

situations imply a collective human interlocutor, whose identity is not important, which is expected to fix the 

reported problem or show empathy for the user. 
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The third communication style entails a language that resembles more that used in oral conversations than 

in written ones: here, users greet the interlocutor and present themselves, and then expose the problem they 

have with little details and a colloquial tone. Several users use abbreviations and emoticons for interacting 

with the chatbot (e.g., C: “Hello, I am [chatbot name], the virtual assistant of [company name]” U: “What 

timing :)”). Moreover, they do not pay attention to their omissions or grammatical errors (Example 4.2c). 

This style may be interpreted as the outcome of the activation of a telephonic conversation or chat script, 

which frames the conversation as a phone call or a chat through an instant messaging application with a 

human operator, who will be able to fill the gap in the users’ messages and correctly interpret them as a 

human entity. 

The last communication style is also characterized by short utterances and scarce functional words, but 

seems to point to a much greater level of cooperation between the user and the bot: for instance, when the 

chatbot proposes a series of predefined options among which the user has to choose to move the conversation 

forward, she either selects the correct option using the numbers proposed by the chatbot or repeats the option 

word by word, without introducing any variation (Example 4.2d). Likewise, users using this style often 

reformulate their sentences, or provide yes/no responses when the chatbot asks them a question, with almost 

no traces of grammatical errors, abbreviations, or emoticons. This style may be explained by the adoption of 

a proper chatbot script, in which users show to insert the conversation in a proper context that provides them 

with the “correct” expectations about the chatbot, allowing them to follow those social and communicative 

rules that may enable a shared understanding on the basis of its machinelike capabilities. 

To summarize, the different communication styles that we identified in the analyzed corpus may be 

interpreted as the result of the activation of different scripts, which mostly imply a human interlocutor. In the 

email sending, complaint form filling, telephone calling/chat scripts the interlocutor is expected to be a 

human, as she best fits the frame anticipated by the scripts: a human addressee in the email script; a company 

representative (or the company itself) with reference to the complaint form; and a customer care operator in 
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the case of the phone call and chat script. Only a minor quota of users, instead, appears to activate a proper 

chatbot script that implies an artificial interlocutor. 

4.3 Humanness is Modular: Users Target Specific Abilities when They Ascribe Humanness to the 

Chatbot 

As we have noticed, when the users begin a conversation with the chatbot they may already have activated a 

certain script, which anticipates the kind of humanness that they will ascribe to the chatbot. Users, however, 

appear not to be concerned about the whole spectrum of qualities that we can find in a real human being, 

rather connecting the humanness of the chatbot with specific humanlike skills. Humanness may thus be seen 

as consisting of diverse and even separate abilities that are selectively targeted by users, depending on the 

perceived context of the interaction (the script) and the related user goals and needs (e.g., solving a problem, 

expressing frustration). In our corpus, we found that the targeted abilities are: comprehending what the user 

is communicating, reasoning over what she has said, remembering what she has previously reported, feeling 

what she is experiencing, and executing what she is requesting, and can be indicated by the interaction 

pattern that the users employ with the chatbot (See Table 3 for a summary). 

In fact, a first interaction pattern refers to those users that mostly interact within the email and complaint 

scripts, using extremely complex language structures and mentioning intricate problems (e.g., that do not 

have an evident possible solution or involve long narratives) that they aim to resolve (Example 4.3a): these 

users either use compound sentences connecting many independent clauses, or complex sentences with a 

variety of subordinate clauses, like chains of relative clauses. They also often fill their messages with a 

variety of contextual information and details about the problem to be solved. This way of interacting with the 

chatbot may be interpreted as the byproduct of an expectation that the user has about the interlocutor’s 

humanlike skill to fully understand her messages formulated in human language: the chatbot should be able 

to decipher the complex syntax of the sentences, understand the focus of the story, distinguish the provided 

contextual information on the basis of its pertinence, and connect together the many details given. 
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Table 3. The humanlike abilities targeted by the users. 
 

Ability Interaction 
pattern Examples 

Understanding 
ability: capability of 
fully understanding 
messages formulated 
in human language 

- Complex 
stories, 
intricate 
problems, and 
overload of 
information 
and details 

Example 4.3a 
U: “Within a few weeks there have been two malfunctions in the 
connection, not on my phone line, but in general. Last time both 
Internet and the fixed line, this time “only” Internet. This happened 
yesterday more or less at twelve. This morning, I had an appointment 
with the technician of [a TV service from another company], which I 
had to postpone, since, in fact, there is no connection. I understand 
that malfunctions cannot be foreseen, but I believe that, as I am not 
being able to use the service for so many days and, above all, not 
having been able to have the work done by the technician, it has 
created an inconvenience for me and so I am entitled to a refund.” 

Reasoning ability: 
capability of 
inferring, from a few 
traces left by the user, 
the true meaning of 
the sentences and the 
context of the 
interaction 

- Insufficient 
details, errors, 
and omissions 

Example 4.3b 
U: “Good morning, I activated the offer with moden [orthographical 
error] [name of the modem misspelled] but [misspelled] at the 
moment it does not have the technician [wrong syntax]?He [no space] 
installed normal [name of other modem] [wrong syntax]?I [no space] 
wonder when she brings the moden [orthographical error] back that I 
requested?” 

Memory ability: 
capability of 
remembering past 
interactions 

 
- References 
to what has 
previously 
happened in 
the 
conversation 
and to past 
interactions 

Example 4.3c 
C: “Hello, I am Angie, the TIM virtual assistant […]” 
U: “I wrote on Messenger” 
C: “Sorry, I did not understand your request […]” 
U: “You have written to me on Messenger that you would have 
canceled [name of the service] and brought the old line back since 
November” 
C: “The service can be requested only if you buy the modem [name of 
the modem] […] Do you want to know the offer?” 
U: “No, I have a problem with the invoiceeeeeeeeeeeeeess” 
C: “For which invoice do you want more details? […]” 
U: “You have written to me on messenger that you would have 
removed [service name in capital letters] AND brought everything 
back to the old line already from November” 

Emotional ability: 
capability of 
recognizing the user’s 
emotions or 
empathizing with her 

- Expressions 
of distress, 
anger, or 
frustration 

Example 4.3d 
U: “I have already requested the payment by direct debit several 
times but it still lacks” 
C: “I can explain to you how to request the direct debit or I can give 
you information about the status of your request. What do you 
prefer?” 
U: “Info about the STATUS of the request” […] 
U: “It’s been A LOT OF MONTHS” 
C: “Sorry, I did not understand your request […]” 
U: “I want to know about the STATUS of my request of direct debit 
that I DID MONTHS AGO” 
U: “I HAVE ALREADY SAID. THE STATUS OF MY REQUEST” 

Ability of acting: 
capability of 
executing the user’s 
requests 

- Requests for 
action 

Example 4.3e 
U: “I wanted to rectify my house number in the invoice, which is 
[address] and not [address], since the invoice comes the building next 
door. Thank you” 
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A second interaction pattern can be especially encountered in the chat script, where the user omits 

relevant parts of the syntactic structure of the sentence, misses to give sufficient details about the context, 

and puts in the conversation many orthographical errors or abbreviations (Example 4.3b). Here, the users 

mostly explicit that they need to rapidly get information related to a problem that they had (e.g., U: “I don’t 

have time to waste”), without giving too many explanations. This interaction pattern may be interpreted as 

the result of expectations about the interlocutor’s reasoning skills: the chatbot is expected to infer, from a 

few traces left by the user, either the true meaning of the sentences, even when they are wrongly written, or 

further details about the wider context of the problem (Example 4.3b). 

A third kind of interaction pattern revolves around the user’s reference to previous parts of the 

conversation or to episodes happened in the past. The user provides content that is broken in two or more 

phrases but still refers to the same unit of meaning, returns to previous parts of the conversation, or mentions 

past interactions with the chatbot or with the whole company. This pattern may be interpreted as the result of 

expectations about the memory function of the chatbot, which is expected to be able to connect different 

sentences or parts of sentences, remember what has been said before or what happened in the past. This kind 

of memory goes beyond machinelike information retrieval, rather involving a humanlike capability of 

recollecting past episodes and connecting them to the present situation for a better understanding of the 

current problem (Example 4.3c). 

A fourth kind of interactional patterns points to the user’s expression of emotions. In these cases, which 

occur mainly when people interact within the complaint script, users need to express an emotional distress, in 

the form of anger, frustration and dissatisfaction. In the Example 4.3d, the user progressively raises her 

“voice” (by capitalizing more words) to manifest her feelings to the chatbot. This interaction pattern may be 

interpreted as the byproduct of the user’s expectations about the chatbot’s capability of understanding what 

she is feeling with reference to the problem at hand. By expressing anger, frustration and dissatisfaction, the 

user behaves as if the chatbot were at least able to recognize such emotions, somehow putting itself in her 
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shoes and acknowledging the difficulties that she has encountered in facing the problem. However, the fact 

that the chatbot cannot recognize her emotions, like in Example 4.3d, may make the user become even more 

frustrated and angry. 

Finally, a last interactional pattern concerns the request of doing things. The user, here, may have the need 

to, for instance, change some data in her own profile stored by the company and ask the chatbot for some 

sort of action. This pattern may be interpreted as the result of expectations about the chatbot’s capabilities of 

executing what the user has been requested, showing a sort of agency in the real world. In the Example 4.3e, 

the user behaves as if the chatbot is expected to be able to elaborate appropriate strategies for satisfying her 

need and then to execute a proper sequence of actions that will lead it to achieve the objective, or at least 

give her some suggestions on how to fix the issue. 

To summarize, users appear to target specific human capabilities when ascribe humanness to the chatbot. 

The skills addressed are tied to the goals and needs that the user wants to satisfy during the interaction: for 

instance, when the user needs to solve a complex problem, she seems to expect that the chatbot is able to 

understand complex language structures and stories. In fact, the chatbot’s denial of such expectations may 

entail frustration or dissatisfaction and the willingness to quit the conversation; however, violations of users’ 

expectations may also lead to transformations in the user’s perception of humanness as we will see in the 

next subsection. 

4.4 Humanness is Dynamic: Ascriptions of Humanness Evolve as the Interaction Proceeds 

As the conversation proceeds, people’s expectations about the chatbot’s humanness and humanlike skills 

may change or remain the same. This, in turn, may affect the kind of humanness that they attribute to the 

chatbot. Rather than being a static perception, humanness is thus something dynamic, which evolves as the 

interaction progresses. 

We found that humanness may evolve (or not) along four different directions. A certain ascription of 

humanness can be downgraded to a lower level of humanness when the user’s expectations are not fulfilled 
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(HumanàMachine). In parallel, people may also relapse to a higher degree of humanness, when, albeit they 

previously acknowledged the machine nature of the chatbot, they activate certain interactional patterns that 

presume specific humanlike skills in the interlocutor (MachineàHuman). By contrast, people can also keep 

their expectations about the chatbot’s humanness unchanged despite the cues about its machine nature 

prompted during the interaction (HumanàHuman). Finally, they may ascribe low humanness to the chatbot 

and maintain such ascription for the whole duration of the conversation (MachineàMachine). Table 4 

summarizes these four kinds of evolution, which we will explain in detail in the following. 

The most common evolution that we discovered in the analyzed conversations refers to the first 

configuration (HumanàMachine). People enter the conversation behaving as if they were talking to a fully 

human interlocutor, using complex and courteous language. As the interaction proceeds, the communicative 

style used changes toward a command-style language (Example 4.4a). This evolution of the interaction may 

be interpreted as the byproduct of a change of the script that frames the interaction (e.g., from a complaint 

script to a proper chatbot script), which happens when the expectations that the user had about the chatbot’s 

humanness are not met and need to be redefined. This may result in the user ascribing low humanness to the 

chatbot, starting to adapt her messages to the chatbot’s conversational style, rephrasing her own sentences, 

and making them simpler and easier to understand. Alternatively, the user may start treating the agent as a 

sort of diminished human, when the expectations that she had about specific humanlike abilities that she 

considers important to fulfill her objectives and needs are disregarded (e.g., the reasoning ability). Here, the 

user may modify her sentences toward a greater simplicity but also adopting an imperative or aggressive tone 

(Example 4.4b), until she may decide to exit the conversation. 

The second configuration (MachineàHuman) is also not uncommon in the analyzed corpus. People enter 

the interaction by using a command-style language, short sentences, and simple syntactical structures. 

However, as the interaction progresses, they turn into using more complex language structures and 

expressing emotions to the chatbot (Example 4.4c, whereby when the chatbot asks the user whether she 
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wants to turn to an operator she starts complaining with the chatbot as if it were a human). This kind of 

evolution may be interpreted as the result of a shift in how the user ascribes humanness to the chatbot, 

moving from low humanness to a higher degree of humanness (MachineàHuman).  

 
Table 4. Different types of evolution of the users’ ascription of humanness to the chatbot 
 

Evolution type 
Changes in the 
kinds of humanness 
ascribed 

Linguistic 
indicators Examples 

HumanàMachine 

The user shifts from 
ascribing high 
humanness to 
ascribing low 
humanness or 
diminished 
humanness to the 
chatbot 

- From complex 
and courteous 
(e.g., use of “lei) 
language (high 
humanness) to 
command-style 
language (low 
humanness), or to 
simple informal 
language (e.g., use 
of “tu”) with 
imperative tone 
(diminished 
humanness) 

Example 4.4a  
U: “Good morning, may I ask a question?” 
C: “Sorry, I did not understand your request. 
Can you repeat it in simpler words? [...]”  
U: “In the invoice, I pay 1 euro to see [service 
name]. Since I don’t care, is it possible to 
cancel my subscription and stop paying 1 euro 
per month?” 
C: You need: 1. Information about the cost 2. 
Support for the registration 3. Technical 
assistance 4. Information for the cancellation” 
U: “4” 
 
Example 4.4b 
U: “Good morning I activated the [service 
name] offer that lasts 3 days at 0.99 cents but it 
still doesn't let me send messages on whatsapp 
or update instagram. Why?” […]  
U: “[service name in capital letters] doesn’t 
work”  
C: […] “Do you want to know the details of the 
transactions?”  
U: “Okay, let it go” 

MachineàHuman  

The user shifts from 
ascribing low 
humanness to 
ascribing high 
humanness or 
collective humanness 
to the chatbot 

- From command- 
style language 
(low humanness) 
to complex and 
formal language 
(e.g., use of “lei” 
or “voi”) and 
expressions of 
emotions (high 
humanness or 
collective 
humanness) 

Example 4.4c 
C: “Here it is the detail of the expense items 
present in the invoice [phone Number] for the 
month of January for the line [phone 
Number]: 1 Subscriptions [amount] 2 Phone 
calls [amount] 3 Other amounts [amount]. Do 
you want to have the detail of a specific item 
present in the invoice?” 
U: “3” 
C: “Here is the detail requested for the invoice 
of January [phone Number] […] Is the charge 
correct?” 
U: “Absolutely no” 
C: “If you want, I can also turn your report 
over to an operator, do you want me to do 
that?” [...]  
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U: “I see that I called the [number of customer 
care], I ask now here, but [company name] 
doesn’t want to solve my problem, I will think 
about it in a dufferent [orthographical error] 
way” 

 
Example 4.4d 
C: “Do you need to: 1. Have information for a 
requested refund 2. Request a refund […]” 
U: “2” 
C: “[…] [company name] offers its customers 
the possibility to choose a compensatory 
solution as an alternative to the 
reimbursement of the days eroded as per 
[regulatory authority] resolution” 
U: “No I already know them, we have already 
done these steps, I prefer the refund and not 
the compensatory solution” 

HumanàHuman 

The user maintains 
the ascription of high 
humanness or 
collective humanness 
to the chatbot for the 
whole conversation 

- Human complex 
language (high 
humanness or 
collective 
humanness) 
maintained for the 
whole 
conversation 

Example 4.4e 
U: “Good morning, we are always in the same 
situation, I haven’t activated any service, in 
the invoices I find certain amounts charged, 
every time I have credit, you charge me for 
unknown things. I am really getting annoyed, 
this is not an isolated case.” 
C: “[…] On the line [phone Number] there 
are movements for the following categories 
[…] Do you want to know the details of the 
movements?” 
U: “I want my money back immediately” 
C: “I check what charges there have been on 
your [phone Number] […] Do you want to 
know the details of the movements?” 
U: “Other does not belong to me” 
C: “Do you want to change the topic?” 
U: “I want my money back” 

MachineàMachine 

The user maintains 
the ascription of low 
humanness to the 
chatbot for the whole 
conversation 

- Command-style 
language (low 
humanness) for the 
whole 
conversation 

Example 4.4f 
U: “Deactivate paper invoice” 
C: “[…] To cancel the paper invoice you need 
to activate [service name] […]. If you want, 
we can do it TOGETHER or I can give you a 
GUIDE to read whenever you want. What do 
you prefer?” 
U: “Together” 
C: “OK [… a series of instruction]. Go ahead 
and tell me when you're done so I can explain 
the next step...” 
U: “I’m done” 

 

These changes may be due to changes in the user’s goals and needs targeting humanlike abilities. In the 

example 4.4c, the impossibility of fixing the issue entails an emotional state that the user needs to express, 
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expecting that the chatbot will be able to be empathic with her: the initial need to solve a problem (which can 

be dealt by a machine and does not require humanization) is substituted with the need to be emotionally 

understood, which entails a humanlike entity having humanlike empathic skills. In other cases, the chatbot 

may prompt cues that trigger the ascription of higher levels of humanness, as in Example 4.4d, where a direct 

offer from the chatbot, even if it is not intentionally designed to elicit humanness attribution, fosters the user 

to communicate as if it were a human (by providing an explanation that it cannot understand). 

By contrast, the third configuration (HumanàHuman) can be identified when the user maintains her 

interaction modality unchanged for the whole conversation. In this “static evolution” the user seems to 

ignore all the cues that the chatbot prompts suggesting that it is, in fact, a machine, and keeps using human 

complex language, also refusing to choose the predefined options offered by the chatbot or to rephrase what 

the chatbot has not understood (Example 4.4e). This kind of evolution may be interpreted as the byproduct of 

the preservation of the initial ascription of high level of humanness to the chatbot, where users avoid 

acknowledging the chatbot’s machine nature and keep demanding that the interlocutor expresses humanlike 

skills. 

Finally, in the last configuration (MachineàMachine), people maintain their interactional pattern using 

simple language structures and a command-style language. Here, they seem to be open to tuning their 

interaction to the chatbot’s needs for the whole duration of the conversation (Example 4.4f). This kind of 

evolution may be interpreted as the result of the maintenance of the initial ascription of low humanness to the 

chatbot (MachineàMachine). 

In sum, the ascription of humanness is often not static when interacting with a text-based chatbot. As the 

interaction evolves, users may change their ascription of humanness because they select another script, they 

change their objectives and needs, or the chatbot triggers ascriptions of higher degree of humanness. 

However, it is also possible that the initial ascription of humanness frames the whole conversation. 
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5 Discussion 

The analysis of the conversations we have reported above shows that the concept of humanness is complex 

and multifaceted: humanness is multiple, contextual, modular, and dynamic, which means that it takes 

different forms, depends on the situation in which the user thinks to interact, refers to specific abilities, and 

evolves over time. In the following, we will discuss in depth these findings, connecting them with previous 

research literature on humanness and conversational agents. Then, we propose a preliminary theoretical 

model of humanness aimed at explaining how users ascribe humanness to chatbots in the customer care 

domain. Finally, we present some design implications of our model. 

5.1 Scripts Shape the User’s Expectation’s about the Interlocutor’s Humanness 

We noticed that the user frames the conversation with the chatbot within a specific script, which shapes her 

expectations about the interlocutor: the scripts imply anticipations about the typical actants with which the 

user will likely converse in a specific situation, conveying initial expectations about the interlocutor’s 

humanness. The notion of script echoes that of partner models, which states that people enter dialogue with 

assumptions about their interlocutors (Clark, 1996). Doyle et al. (2021) hypothesized that the salience of 

certain dimensions characterizing the partner models may vary within certain situations but did not offer 

empirical data to support their hypothesis. Our findings provide such data suggesting that the model of the 

interlocutor is affected by the specific context in which the user thinks to interact: for example, if she thinks 

to interact in a complaint script she will likely expect that the interlocutor is humanlike. Differently from 

previous research, we showed that even in a well-circumscribed domain as the customer service domain, 

people may refer to completely different scripts, which may entail completely different ascriptions of 

humanness: an insight that comes from our study, therefore, is that analyzing and understanding these 

contexts becomes fundamental when designing a chatbot. 

Moreover, in the analyzed corpus, the majority of the users began the interaction within scripts implying 

human interlocutors. This easiness in assuming that the conversational partner is human is confirmed by 
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previous research on text-based chatbots (Araujo, 2018; Go & Sundar, 2019; Beattie et al., 2020; Shi et al., 

2020; Jain et al., 2018), and may be explained by the fact that people have the tendency to assign human 

characteristics to computers, as stated by CASA theory (Lee & Nass, 2010), as well as by the fact that users 

may find in the chatbot’s written conversations certain cues (even unintentionally designed) that trigger 

ascriptions of high level of humanness (as in Example 4.4d). 

Moreover, text-based chatbots are characterized by the uncertainty about the interaction environment: 

users commonly converse with a chatbot in a pop-up window of the browser, or through communication 

channels commonly used for interacting with other humans (e.g., on Facebook), which may not constitute, at 

least for some users, an identifiable space that may activate the right social and conversational rules. This 

may further explain why so many users initially selected scripts pertaining to other, similar, Computer 

Mediated Communication (CMC) channels like sending an email, filling a form, or conversing through an 

instant messaging application, which all entail a human interlocutor. In sum, the chatbot’s behavior and the 

scarce cues characterizing the communicative space might favor the activation of scripts referring to more 

familiar communicative situations, bringing along corresponding expectations about the humanness of the 

interlocutor. 

5.2 User’s Objectives and Needs Target Specific Humanlike Abilities in the Chatbot 

The fact that most people initially select scripts implying a human interlocutor does not imply that they will 

seek in the chatbot all the features that characterize a human entity during the conversation. People do not 

need that the chatbot shows the entire repertoire of abilities that a real human owns in order to maintain or 

change a specific perception of its humanness: as we pointed out in Section 4.4, it is sufficient that the 

chatbot does not show a specific capability that the user considers important for satisfying her needs to lead 

her to withdraw humanness from the chatbot (Example 4.4b); by contrast, an emerging user need requiring a 

specific ability from the chatbot to be satisfied may elicit the ascription of higher levels of humanness 

(Example 4.4c). In fact, users target specific capabilities that allow them to pursue their objectives and 
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satisfy their needs, without considering other, less salient (at the moment), abilities: these specific 

capabilities, in turn, influence the kind of humanness that is ascribed to the chatbot; (e.g., if a capability is 

not present, the kind of humanness ascribed to the chatbot may be transformed). In the same line, Doyle et al. 

(2021) hypothesized that models of a partner might not be comprehensive at all times, as users might focus 

on a limited number of attributes at a time: however, this hypothesis was not based on empirical data. Our 

findings corroborate such hypothesis with empirical findings, highlighting that attributions of humanness are 

fundamentally modular and specifying that shifts in the focus on humanness modules may be driven by shifts 

in the person’s objectives and needs: when users are driven by different needs and objectives other modules 

may be activated and become more important.  

We found that in the customer care domain, the targeted abilities refer to comprehension, memory, 

reasoning, understanding emotions, and agency, which parallel the needs and goals that users typically have 

in such a domain (e.g., the need to express frustration). However, chatbots designed for other domains, e.g., 

aimed at providing forms of companionship, may activate expectations about other capabilities of the 

chatbot, for instance, to develop a relationship over time, in response to different users’ needs and goals. For 

example, Lee et al. (2020) stressed the importance of the chatbot’s capabilities of self-disclosing in a 

humanlike way to make people answer highly sensitive questions. These abilities were mostly not sought by 

our users. Our users addressed the agent mainly to solve a specific problem: therefore, self-disclosing skills 

were not considered when ascribing humanness to the chatbot. 

5.3 Ascriptions of Humanness Change Even During a Single Conversation 

The ascriptions of humanness may also vary during the interaction, being the result of how the conversation 

progresses. Research on text-based chatbots has highlighted that perception of a chatbot’s anthropomorphism 

and intelligence may change significantly over time, that is over several months (Wang et al., 2021; Skjuve 

et al., 2022). Nißen et al. (2022) also pointed out that ascriptions of humanness may be modified during 

shorter interactions, like with temporary advisor chatbots, which are addressed to support medium-term 
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relationships with users. Our findings highlight that perceptions of humanness may evolve even in the course 

of a single conversation. In fact, these variations may be encountered even in the middle or in small portions 

of the conversations, as fluctuations in the users’ humanness perceptions. Doyle et al. (2021) hypothesized 

that salience of partner models’ dimensions may change during a conversation but did not identify either 

how partner models could evolve with reference to humanness (i.e., the direction of change) or the specific 

interaction events that could yield the change. Our study, instead, identifies four kinds of directions for the 

evolution of humanness over time and highlights that such evolutions may be due to the shift of the script 

framing the interaction, the modification of the user’s objectives and needs, or to the cues prompted by the 

agent, which can all be modified as the conversation progresses. These findings, therefore, highlight 

important sensitive points, which may allow designers to intervene in an ongoing conversation for modifying 

on the fly the users’ attribution of humanness. For example, clearly self-disclosing the chatbot as an artificial 

entity at the right time point (i.e., when the system detects that the user is ascribing high humanness to the 

chatbot) may at first cause uncertainty, if the user had perceived the agent as a humanlike entity, but 

subsequently can help her better set her expectations about the interaction. 

5.4 Humanness may Take Different Forms Revealing the Variety of Ways of Being Human, Almost 

Human, or Machine 

The study findings show that humanness in text-based chatbots can only be accounted by a nuanced, multi-

faceted concept, which implies different forms of humanness. In between the extremes of high humanness 

and low humanness there is a continuum of neither human nor machine beings, which are forms of 

diminished humanness resulting from the non-recognition of key humanlike capabilities that are considered 

relevant by the user in a specific situation. 

Haslam (2006) highlighted that people can be dehumanized in various ways depending on which human 

attributes are denied. Likewise, recent research on dehumanization has emphasized that in addition to the 

traditional understanding of dehumanization as an explicit and complete deprivation of humanness, there 
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exist more nuanced forms of denying humanness, whereby the perception of others is framed as less than 

(but not necessarily non-) human (Li et al., 2014). Leyens et al. (2003) called this phenomenon 

infrahumanization, which may treat dehumanized targets as entities lacking certain human characteristics 

(like competence and agency) but not others (like friendliness). Li et al. (2014) showed that certain forms of 

dehumanization align with paternalistic stereotypes, which treat, for example, women and the elderly as 

lacking competence but not warmth. This suggests that there is no single essence of being human than can be 

denied as an on/off state, but rather multiple core aspects of humanity that can be denied in different ways. 

The findings emerging from our study highlight similar conclusions, as they show that people may perceive a 

chatbot endowed with different degrees of humanness and even with different separate human abilities, 

without considering a unique essence that may definitely grant the agent the status of human. In other words, 

there are different pieces of humanness, which can be granted or denied depending on the context and the 

person’s objectives and needs. 

This portrayal of humanness may appear utilitarian to a certain extent. We project humanness onto other 

entities with extreme facility because we have something that we want to accomplish or that we desire to 

obtain by interacting with these other entities and we presume that our needs will be better satisfied by our 

human counterparts, at least because we “have direct and immediate access to the phenomenological 

experience of being a human but do not have such immediate access to the phenomenological experience of 

any nonhuman agent” (Epley et al., 2007, p. 868). As Epley et al.’s theory of anthropomorphism suggests, 

people reason about the mental states of others through a process of egocentric simulation and correct that 

simulation only when they have the capacity, motivation, and requisite representations about others to do so 

(Epley et al., 2007, p. 868). Therefore, when we expect that the “other” will be able to help us, as when we 

use technology not merely as a tool but as an agent with which we have to interact (as it happens when we 

interact with technology through language), it may be sufficient that this other has the ability (or that we 

believe that it has the ability) to satisfy our targeted needs to grant it a human status. 
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However, at the same time we also tend to withdraw humanness with extreme facility as soon as the entity 

is not able to satisfy our desires, violating our expectations about its usefulness with respect to our 

objectives. This is certainly more visible in utility-driven domains, as the customer-care domain, in which 

our study was conducted. But it is not hard to imagine that our dispositions to ascribe or withdraw 

humanness to chatbot may be elicited by similar drivers in other, apparently less utilitarian, domains. For 

instance, in a conversational chatbot we may seek a companion, a friend with which we can converse, self-

disclose and empathize. Depending on the chatbot’s abilities to fulfill these expectations, we might either 

grant it a high degree of humanness or dehumanize it by downgrading its status to a mere object or tool.  

The utilitarian nature of processes of (de)humanization has been also found in dehumanization research. 

Haslam et al. (2008) highlight that perceiving others as less than human, likening them to beasts or unfeeling 

objects, and treating them with inhumanity are not only common occurrences in times of war, genocide, and 

ethnic conflict, where such practices are used to justify and encourage cruelty and atrocities, but can also be 

observed in more everyday abuses, where different forms of dehumanization are employed as strategies to 

satisfy certain desires or achieve certain objectives. For instance, in intergroup contexts, dehumanization is a 

means for differentiating groups, as fewer characteristics that are unique to humans are ascribed to outgroup 

members than to ingroup members for maintaining power relationships and inequalities (e.g., Haslam, 2015). 

Likewise, objectification, such as sexual objectification, is a strategy to be legitimized to treat the target as 

disposable for fulfilling one’s own desires (Li et al., 2014). 

It is not surprising, therefore, that when we interact with an “unknown other”, humanness is ascribed not 

only because of our tendency to assimilate the other to ourselves, but also because it is the best way to 

assume that the other will be capable of responding to our desires. This may point to the fact that we did not 

already develop ways for considering technology as an “other” that can really help us through its own ways 

(and not through our humanlike ways). 
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Moreover, it would also come as no surprise that novel forms of humanness ascribed to chatbots will 

appear, as their capabilities will evolve, thus responding differently to people’s expectations. For instance, 

the progress in the chatbot’s rational and language skills, if not paired with a similar evolution in their 

emotional capabilities (like that of expressing empathy) could lead to make people perceive the chatbot as a 

superhuman. Superhumanization implies perceiving the others as unemotional, rigid, and yet highly 

intelligent, ascribing characteristics that transcend ordinary humanness to the target (Li et al., 2014). 

5.5 A Theoretical Model of Humanness 

On the basis of the study findings, we will now develop a preliminary theoretical model of humanness for 

text-based chatbots in the customer care domain. Although the data on which this model is grounded come 

from a specific text-based chatbot, we believe that it could have a wider applicability. In fact, this particular 

chatbot has not been intentionally designed to elicit ascriptions of humanness and shows minimal social 

cues: nonetheless, it appears that users consistently attribute humanness to it, which may signal a 

spontaneous users’ tendency with respect to chatbot technology in this domain. This tendency, which points 

to several user factors sustaining the ascription of humanness, like the script adopted to frame the interaction 

and the specific goals and needs that users have, could then be even more evident in more favorable contexts, 

namely, when a customer care chatbot is purposefully designed to encourage perceptions of humanness and 

shows more social cues. 

We want to specify that we do not aim to propose a sort of ultimate theory of humanness for 

conversational agents. Rather, we propose a preliminary and local theoretical model of humanness for text-

based conversational agents in customer support, which are equipped with a minimum level of humanlike 

characteristics. At this stage, this is a preliminary model, which will require further empirical testing to prove 

its validity. It could then also be refined, expanded, or amended by further research investigating other kinds 

of conversational agents in order to widen its generalizability. 
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Figure 3 depicts the model showing that the kind of humanness that people ascribe to a chatbot depends 

on i) the user’s expectations about the overall humanness of the interlocutor (e.g., highly human, lowly 

human), which are shaped by the perceived context in which they believe to interact, namely, the script; ii) 

the specific humanlike abilities that they expect to find in the chatbot (e.g., its memory or emotional 

abilities), which are targeted by the users’ objectives and needs; iii) the chatbot’s cues, which may elicit 

ascriptions of high or low humanness, even though they were not intentionally designed to these aims (as in 

Example 4.4c). All these factors may influence the user’s ascription of a specific kind of humanness, as well 

as change as the conversation evolves over time: namely, the script framing the interaction may be modified 

(e.g., from a complaint script to a proper chatbot script) changing the user’s expectations about the overall 

humanness of the chatbot; different user’s objectives and needs may come to the foreground (e.g., from the 

need to solve a problem, to the need to be emotionally understood) modifying the humanlike targeted 

abilities of the chatbot; the chatbot may prompt different cues, triggering diverse ascriptions of humanness. 

However, initial perception of humanness may also be maintained for the whole conversation, or brief 

oscillations may be encountered between different humanness forms. 

The model may tie together and explain some of the scattered and contrasting results about humanness 

that have been found in previous research. For instance, it may clarify why different studies point out 

different users’ expectations about the very same chatbots’ skills, which may differently affect their 

perception of humanness. Svenningsson and Faraon (2019), for example, found that people expect that 

chatbots not involve humor in customer service. By contrast, Ruan et al. (2019) and Ceha et al. (2021) 

stressed the importance of humor in learning for making users feel the chatbot like a humanlike study 

partner. These domains entail different user goals and needs, so that the same humor feature may be 

considered differently. Furthermore, the model may provide empirical evidence about characteristics of 

humanness that were only hypothesized in previous research on conversational agents but were not based on 

empirical data, like its contextuality and dynamicity (Doyle et al., 2021). In both cases, the proposed model 
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develops these previous conceptualizations and further adds novel aspects that may better account for the 

unique characteristics of text-based chatbot technology in the customer care domain. 

 

Figure 3. The model of humanness for text-based chatbots 
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5.6 Implications for Design 

We now turn to discuss the opportunities and the challenges for creating text-based chatbots that account for 

the modalities of ascribing humanness to this kind of technology. Although the primary purpose of our 

analysis was not to generate design recommendations but to provide a theoretical model explaining people’s 

ascriptions of humanness to chatbots, we may identify several design implications of the model for designing 

text-based chatbots. 

5.6.1 Understanding and Creating Context  

We discovered that users begin the interaction with a chatbot activating scripts that contain the interactional 

and social rules to be followed when conversing with the agent. The scripts refer to the contexts in which the 

conversation is inscribed, tackling familiar situations that people take as a model for interacting with the 

chatbot, thus working as a reference point that shapes their expectations about the conversation and the 

interlocutor (and thus its humanness). In our study, we have seen that most users connect the interaction with 

the chatbot to the well-known situations which all imply a human interlocutor. 

This tendency to referring to familiar situations, in which nonetheless a human agent is involved, is also 

common in other chatbot domains, like health, where the user may point to environments in which she is 

visited by a human doctor showing empathy (Nadarzynski et al., 2019) and learning, where the interaction 

may be connected to the classroom where she may converse with classmates (Ruan et al., 2019).  

As the scripts affect the interaction with the chatbot, shaping the user’s initial expectations, researchers 

developing new conversational agents should carefully explore the domain in which the chatbot is deployed, 

identifying those typical situations that the user may take as a model for conversing with the agent. For a 

healthcare chatbot, for instance, these situations may be a first visit or a regular visit in the doctor’s office (if 

the user returns several times for asking advice with reference to a particular health issue), an interaction 

with real doctors via an online forum, a consultation requested through an email (e.g., sending to the doctor a 

medical report), a telephone call to make an appointment, and so on. These different situations may entail 
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different kinds of interlocutors, as well as diverse interactional and social rules, leading different initial 

expectations: accounting for as much as possible scripts that users could likely activate in a given domain, 

would then be paramount to design ways for presenting the chatbot, as well as designing dialog flows and 

interaction modalities that can manage the different ways through which the users imagine the interaction.  

For instance, in our case, immediately detecting that the user enters the conversation being framed in a 

complaint script, would likely allow the chatbot to perform a series of countermeasures to reduce the user’s 

anger, avoiding increasing her sense of frustration, for example, by providing information when she seeks a 

vent. In other words, the early detection of the activated scripts and their coupling with the chatbot’s 

behavior and way of presenting itself, as well as an in-depth understanding of how such scripts unfold, would 

reduce the possibilities of misalignment between the user’s expectations and the chatbot’s actual behavior. 

Qualitative techniques, like ethnography, observation and semi-structured interviews could be extremely 

useful for gaining knowledge about those scripts that pertain to a particular domain in which the chatbot will 

be deployed. 

Moreover, we have seen that in the ongoing conversation, certain chatbot’s cues may favor the emergence 

of humanlike expectations, while uncertain communicative environments, which do not exhibit recognizable 

chatbot features, may hinder the activation of a proper modality for interacting with the agent. Designers 

should then better characterize the conversational space of the chat with the chatbot, finding ways to 

highlight how it differs from other CMC communicative channels implying a human interlocutor, in order to 

favor the formation of more realistic user expectations. Researching how to design a distinctive chatbot 

environment, even pursuing the creation of standards that could allow users to immediately recognize the 

kind of technology they are interacting with (as we have standard interaction environments for sending an 

email, despite the different interfaces in which this communicative space is encapsulated), could work 

toward this aim. 
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5.6.2 Designing for Targeted Humanlike Abilities  

We found that users expect that the chatbot has specific abilities depending on the needs and goals that they 

have during the conversation. Designers should then carefully identify what the primary needs and goals that 

drive the interaction with a chatbot are and focus on the chatbot’s abilities that may satisfy such needs. We 

have found that in the customer care domain, such abilities relate to language comprehension, memory of 

past interaction, understanding of feelings (especially of frustration and dissatisfaction), and agency for 

solving circumscribed problems. Most users started interacting by presuming that the chatbot has such 

abilities at a humanlike level.  

It is important, therefore, that designers make the chatbot clearly express whether it is able to satisfy (or 

more likely to what extent) the users’ expectations related to such key abilities, which should be presumed to 

be initially set at the human standard level. Since these expectations may be unrealistic for many of these 

abilities, given the current systems’ technical capabilities, it is essential that the chatbot works for explaining 

what it is not able to do, otherwise the user could easily become frustrated as our study and previous research 

suggest (e.g., Jain et al., 2018). 

Cowan et al. (2017) proposed a similar suggestion with reference to speech-based conversational agents, 

highlighting that using the design of the interlocutor to signal abilities closer to the system’s actual 

capabilities could help manage user expectations. Likewise, Langevin et al. (2021) suggested a heuristic for 

designing conversational agents that stresses the importance of clarifying the agent’s capabilities. 

We agree on this point, but we add that only certain abilities may be relevant for a certain domain, and 

that such abilities will be likely initially believed to be owned by the chatbot at a humanlike level. Thus, a 

thorough preliminary investigation of what kinds of human skills users expect to encounter in a given 

context is essential to design an effective chatbot in that context. As such expectations may also change as 

the conversation evolves, as we have seen in our study, developers should try to detect what ability is 

targeted by the user at a given moment and explain the extent to which it can be met by the agent. For 



47 

instance, if the user expects that the chatbot is able to remember interactions conducted in the past, the 

chatbot should capture this expectation and, in case, express that it does not have a memory and that the user 

needs to repeat what is happened before. In other words, generally stating that it is not able to do a thing 

might not be sufficient: users should be made aware of the reasons why something cannot be done, 

connecting it with the ability that would have made it possible (instead of simply stating “Sorry, I did not 

understand your request” for every interaction that the chatbot is not able to handle, it could say “Sorry I 

cannot understand complex sentences with words that are not included in my vocabulary or with syntactical 

structures containing many subordinates,” if the user’s targeted ability is language comprehension; or “Sorry 

I cannot retrace past interactions because I do not have a memory”). This would help users set more 

properly their specific expectations about the chatbot, diminishing the risk of non-progresses and 

abandonments. 

5.6.3 Designing for the Plurality of Humanness 

We stressed that people ascribe various forms of humanness to a chatbot, and these forms may change during 

the conversation. We also discovered that users may ignore the cues given by the chatbot to indicate its 

machine-like nature, and may have expectations toward greater humanness despite a variety of other signals 

going in the opposite direction. This suggests that designers should attempt to endow the chatbot with the 

ability to recognize the kind of humanness that the user is ascribing to it.   

Wang et al. (2021) recommended that designers equip conversational agents with an analog of human 

Theory of Mind ability that can automatically identify user perceptions about the agent. We emphasize that 

such chatbot’s ability should primarily target the user’s perception of chatbot’s humanness and be ready to 

be updated in the course of the conversation, as such perception may rapidly change. Then, designers should 

allow the chatbot to decide whether to proactively encourage the user to change her perception or to indulge 

her attribution of humanity. There are clearly pros and cons of these two strategies, which should be decided 

depending on the situation: forcing users to adopt a perception of low humanness when they persevere in 
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ascribing high humanness to the chatbot may increase their sense of frustration rather than set more realistic 

expectations; by contrast, supporting unsupported attribution of high humanness may raise ethical concerns, 

as the user may be deceived and behave differently than she would if she knew that the interlocutor was a 

machine. 

Another consideration relates to the fact that there is room to use the multiplicity and dynamicity of 

humanness as design material. On the one hand, users could be actively engaged in shaping the humanness 

of the chatbot on the basis of their desiderata, making it behave as they like or as they ideally expect, at least 

at the interaction style level (e.g., through a command-style language, or a human level language). On the 

other hand, designers could experiment on designing unexplored forms of humanness (e.g., that of a 

collective entity) or even novel forms of humanity, by endowing the chatbot with a peculiar humanness that 

is neither human nor machine, thus situating among those forms of infrahumanization that we encountered in 

the analysis: however, such novel forms, rather than being conceived as diminished forms of humanity (as 

users spontaneously do when they withdraw humanity from a chatbot that is initially believed to be human), 

could be thought as different forms of humanity, being intentionally designed to encourage users to 

recognize hybrid ways of being human and adapt their behavior accordingly. 

6 Contribution to HCI Research and Practice 

This article makes two substantial contributions. First, it describes how people ascribe humanness to chatbots 

in real-world interactions in the customer care domain, showing that even when a chatbot is equipped with a 

minimum level of humanlike characteristics people may behave as if it were a human. Second, it proposes a 

preliminary theoretical model, emerging from the analyzed data, which explains how such humanness is 

ascribed in the customer care domain, allowing researchers and practitioners to design text-based chatbots 

that better account for the users’ attributions of humanness. 

On the one hand, the novelty of our contribution to HCI research revolves around three main aspects. 

First, even though it may appear obvious that the context matters for the perceived humanness, our study 
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highlights that what really matters for humanness ascriptions is the perceived context of the interaction, 

rather than the actual context. A script is a mental entity and may be activated even when the real context has 

nothing to do with it: nonetheless, it heavily impacts the user’s expectations about the humanness of the 

interlocutor. Second, our study highlights that for the user, in order to treat the chatbot like a human, what 

really matters is that it has the ability to help and satisfy her needs. Previous research (e.g., Schuetzler et al., 

2020) mainly emphasized that the conversational skills may influence the perceived anthropomorphism of a 

chatbot. Instead, we highlight that such skills might not be sufficient, as the abilities that users consider 

important for attributing humanness are strictly tied to their goals and needs. Third, we point out the high 

degree of dynamicity of humanness ascriptions. Previous research noticed that perception of humanness may 

evolve over mid- and long-term relationships with conversational agents (Skjuve et al., 2022; Nißen et al., 

2022). Instead, we discovered that humanness attributions may quickly change even during an ongoing 

conversation. 

On the other hand, our contribution to HCI practice lies not only in a model that enables researchers and 

practitioners to understand and thoroughly analyze the users’ ascriptions of humanness to a chatbot during 

the interaction, but also in three main practical implications grounded on the model for designing new 

conversational agents that better account for such ascriptions. First, as the scripts shape the user’s initial 

expectations about the chatbot’s humanness, we recommend that designers investigate the domain in which 

the chatbot is deployed, in order to identify those typical situations that the user may take as a model for 

conversing with it. Second, as users expect that the chatbot has specific abilities depending on the needs and 

goals that they have during the conversation, we suggest that designers make the chatbot clearly express 

whether it is able to satisfy the expectations related to such key abilities. Third, as users may attribute 

different forms of humanness to a chatbot, we recommend that designers endow the chatbot with the 

capability of identifying the kind of humanness that the user is ascribing to it. 
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7 LIMITATIONS AND FUTURE WORK 

Our analysis has focused on a particular chatbot in the customer care domain, which may limit the 

generalizability of our findings. However, the fact that we found prominent ascriptions of humanness in a 

domain where users commonly interact quickly with the chatbot without aiming to develop humanlike 

relationship (Grudin & Jacques, 2019) and where the agent has not been intentionally designed to convey 

perceptions of humanness may signal that the phenomena we encountered could likely occur even in more 

favorable contexts (Cardano, 2011), for example, where the chatbot is purposefully developed to elicit 

attribution of humanness. However, the chatbot we employed has limitations in its Natural Language 

Processing capabilities and the interactions occurred with users were likely shorter if compared with 

conversations that could occur with chatbots addressed to provide forms of companionships (since in our 

case people had the goal to quickly fix a given problem). To fully validate the generalizability of the study 

findings to other domains, and thus of the model, similarly detailed conversation logs from other chatbot 

services should be analyzed. Moreover, it is questionable that our findings would be generalizable across 

different cultures, being our analysis limited to the Italian population.  

The analyzed data did not include any user reflections on their conversations and ascriptions of 

humanness, only the conversations themselves. For this, it is possible that the inferences we made on certain 

conversational behaviors might not correspond to what the user experienced during that interaction. Different 

interpretations of their behavioral traces are possible since there is no data from the users on how they 

intended their language use. In other words, we cannot affirm that users had for sure certain experiences or 

mental states; rather, we claim that they behaved as if they had such experiences and mental states, and that 

our interpretations of their behavior consistently explain their conversational behavior. Nonetheless, we have 

to notice that, as researchers (and as humans), even through interviews we have no direct access to someone 

else’s first-person perspective and that what we can investigate are only the linguistic traces that mediate 

every individual’s experience (Rapp et al., 2019; Schwartz et al., 2013). In this sense, we think that the value 



51 

of our analysis is precisely to address real-world conversations rather than ex-post users’ reports on their 

behaviors. The similarities that we found between our findings and previous research based on users’ reports 

corroborates the validity of our interpretations (and that of previous research). Future work could then 

compare the analysis of conversations with the users’ opinions about such conversations, in order to identify 

further correspondences and misalignments. 

However, without asking users directly, we were not able to relate participants’ individual differences to 

perceptions and expectations about the chatbot’s humanness. Research could thus investigate more in depth 

the role of individual differences in determining expectations about the humanness of chatbots with reference 

to certain expected abilities, as different users in a given context may have different expectations about a 

specific skill of the chatbot. 

Future works could then test the model on different kinds of chatbots deployed in other domains (e.g., 

conversational chatbots, healthcare chatbots), in order to understand whether and which other modules of 

humanness may be targeted more prominently by users when the contexts and the user goals and needs 

change. Future research should also tackle ethical issues emerging from the apparently users’ tendency to 

ascribing humanness to text-based chatbots. The modularity of humanness signals that future designs could 

easily elicit perceptions of humanness by addressing only the target humanlike capabilities that are relevant 

to a certain situation (e.g., self-disclosure in a chatbot for mental well-being). This raises ethical concerns 

especially if such ascriptions of humanness are meant to subtly encourage users to behave in certain ways 

(e.g., to give information that the user would not have otherwise disclosed to a machine). 

8 CONCLUSION 

In this article, we explored how people ascribe humanness to text-based chatbots in the customer care 

domain. We discovered that humanness is multiple, as it assumes different forms; contextual, as it is tied to 

the context in which the user thinks to interact; modular, as users target specific humanlike capabilities; and 

dynamic, as humanness evolves over time. We then proposed a theoretical model explaining that attributions 
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of humanness to text-based chatbots in customer care depend on the user’s perceived context, her objectives 

and needs, and the chatbot’s cues. 

Our contribution to HCI research points out that crucial factors in shaping the users’ attributions of 

humanness are the perceived, rather than the actual, context of the interaction, and the chatbot’s capabilities 

in fulfilling the user’s objectives and needs, rather than its conversational skills. Moreover, it highlights that 

attributions of humanness may change even within the span of a single conversation. In parallel, our 

contribution to HCI practice suggests that designers should: i) carefully explore the context in which the 

chatbot is deployed; ii) make the chatbot clearly express whether it is able to satisfy the users’ expectations 

related to its key abilities; and iii) endow the chatbot with the capacity to recognize the kind of humanness 

that the user is ascribing to it. 
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