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1 Introduction

In recent years, social media have played a crucial role in casting political discourse.
Their pervasive influence has reshaped the landscape of political communication and
engagement, and they have emerged as integral tools for politicians to disseminate their
ideas, connect with constituents, and rally support in ways that were previously unimag-
inable. This digital evolution has introduced a new dimension to political communica-
tion: strategic messaging aimed at persuading and mobilizing the public. Leveraging
the algorithmic capabilities of these platforms, politicians strategically tailor their mes-
sages to resonate with specific audiences, amplifying their impact in a targeted manner
(for instance, with the aid of political micro-targeting [13]) and crafting their messages
to influence public sentiments via digital political persuasion.

Scholars are increasingly turning their attention to this evolving landscape. While
the majority of research has delved into the realm of computational propaganda, which
encompasses techniques involving automated accounts and message amplification [4], a
promising direction is focusing on political persuasion within digital contexts. This ap-
proach seeks to understand the dynamics of persuasive messaging employed by politi-
cians on social media, shedding light on the strategies, tactics, and especially effects of
these communication efforts. Rather than solely concentrating on detecting bots or auto-
mated activities, this line of inquiry explores how politicians strategically shape public
perceptions and elicit desired responses. Despite the clear interest of various stakehold-
ers in such a phenomenon, especially after the scandals of the 2016 US Elections and
the Brexit [6], existing literature in the persuasion context mainly focuses on offline
surveys [11] or controlled experiments [12], without considering an organic observa-
tion of social media. An additional difficulty in such a landscape is given by the role
the individual characteristics of target users play in the delivery of persuasive messages.
For this reason, the personality of each social media user should be taken into account
when evaluating the effects of political persuasion on the online audience.

To shed some light on this connection, we propose a framework as part of an on-
going experimental work for the investigation of the relationship between persuasion
techniques used in social media and the personality traits of the audience of such mes-
sages in political contexts. Our proposed computational framework includes both Nat-
ural Language Processing (NLP) and Network Science methods with the aim of raising
the general public awareness of political instruments and encouraging the development
of critical reasoning given the urge to fight fake news dissemination.



2 Proposed Framework and Experimental Setup

To evaluate the association between persuasion techniques used by politicians and the
characteristics of their audience on social media, we first defined the composition of
such audience. Specifically, we focused on persuasion messages disseminated by politi-
cians through their tweets. We then identified users influenced by these specific persua-
sion strategies as those who engage in retweeting such persuasive tweets, as retweeting
content has been recognized to be a sign of agreement [2]. In such a setting, we present
an under-development framework with four main components. We emphasize that our
proposed framework is conceived to be highly modular, making it possible to replace
any of the components with more suitable alternatives as needed.

1. Persuasion techniques detection tool. The first component is a Machine Learning
(ML)-based algorithm aimed at extracting persuasive messaging techniques used
by politicians on social media. In a political setting, persuasion techniques carry
similarities with propaganda as, in both cases, communication strategies are used
to influence public opinion. Thus, we propose to consider propaganda techniques
detection methods as a reference for our tool. In such a context, scholars have taken
into account different types of techniques: among them, Da San Martino et al. [5]
proposed a list of 18 strategies and a BERT-based model for their detection. Our
aim is to extend this model to a multilingual version.

2. Personality traits extraction tool. The second component of our framework is a
set of measures to extract personality traits given user-generated textual content and
the social network in which the user is embedded. In particular, we plan to perform
our analysis by considering the following measures:

– Prediction scores of users’ classification into their Myers-Briggs Type Index
(MBTI) personality type based on text samples from social media. A multilin-
gual model such as Twisty [10] will be considered as a starting point.

– Emotion prediction scores of user-generated content. BERT-based tuned mod-
els trained on annotated corpora, such as the one presented by Bianchi et al. [1],
represent references for such an analysis. Further feasible approaches include
semantic networks shaping affective patterns of concepts derived from text
(e.g., forma mentis networks [9]).

– Sentiment prediction scores of user-generated content. Such a task requires
language-specific models for sentiment analysis, such as the BERT-based one
presented by Bianchi et al. [1].

– Social dimensions of user-generated content. Choi et al. [3] proposed an LSTM-
based model taking into account word embeddings to extract language prag-
matics from text. We aim to extend such an algorithm to the multilingual case
in order to apply it in our framework.

– Network measures as proxies for the user’s role in the social network. For in-
stance, centrality measures, such as page rank and betweenness centrality, and
their standard deviations can be used to evaluate the relevance and influence of
a user.

3. Association measure between persuasion techniques and personality. The third
component of the proposed framework involves quantifying the link between per-
suasion techniques and the personality of affected users. Given user-specific vectors



of personality trait scores and binary indicators of the user’s endorsement of per-
suasion techniques, we plan to apply Canonical Correlation Analysis (CCA) [7]
since canonical loadings serve as quantitative indicators of the extent to which per-
sonality traits contribute to each canonical variable. As such, CCA facilitates our
exploration of the specific personality traits that exhibit stronger associations with
particular persuasion strategies.

4. Prediction of user vulnerabilities to political persuasion techniques. The last
component of the framework encapsulates and builds upon the insights derived
from the previous stages of the pipeline. Specifically, we intend to leverage unsu-
pervised learning techniques, ranging from K-means to more complex approaches,
to identify unique user clusters. This approach will enable us to pinpoint and pre-
dict user vulnerabilities to persuasion techniques based on shared characteristics
and susceptibility patterns.

To conduct our examinations, we are exploiting the dataset introduced by Pierri et
al. [8], containing Italian-language political discussions that occurred throughout the
2022 Italian elections, and also including a mapping between political representatives
and their parties. Elections are perfect times for analyzing political persuasion strate-
gies, as heightened stakes and the competitive environment often accentuate the diverse
array of methods employed to sway public opinion.

3 Conclusion

In this extended abstract, we propose a comprehensive under-development framework
designed to explore the intricate interplay between political persuasion techniques preva-
lent on social media platforms and the personality traits of users influenced by such
messaging dynamics (e.g., within the context of the 2022 Italian General Elections).
By leveraging the capabilities of an ML model to categorize persuasion strategies em-
bedded in textual content, employing NLP tools to extract nuanced linguistic dimen-
sions, utilizing network metrics to determine users’ roles within the social network,
and harnessing statistical measures of association, we aim to derive insights into the
correlations between distinct personality traits and specific persuasion strategies.

Our proposed framework, which is currently being validated through experiments
and will be released as a project associated with multiple research works, holds the
potential to raise consciousness among the broader public, with a particular emphasis
on the social media user demographic. By shedding light on the mechanisms of political
persuasion, our effort seeks to foster the critical thinking skills of individuals in the
face of misinformation while promoting an environment conducive to well-informed
discourse.

Ethics Statement

The proposed analyses use aggregated data and adhere to Twitter’s terms of data usage,
with user identification limited to numerical IDs and election candidates’ usernames.



While the study acknowledges potential harm in associating personality traits with po-
litical behavior, it emphasizes the reporting of aggregated results as hypotheses rather
than comprehensive descriptions, condemning any intentions of degradation or persua-
sion based on political orientation or personality traits while acknowledging concerns
about potential misuse.
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