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Introduction

Nowadays cryptography plays a central role in the security of our
digital world. Although normally not perceived by users, cryptogra-
phy is in fact at the heart of a number of operations we routinely
perform every day: withdrawals from ATM, mobile phone calls,
home banking and online purchases, to name just a few examples,
strongly rely on cryptographic techniques to guarantee user security
rights like confidentiality and privacy. Despite its highly applicative
nature, cryptography has solid theoretical foundations in different
areas of mathematics, including abstract algebra, number theory,
geometry, probability, complexity theory and information theory. A
deep understanding of these theoretical aspects and their link with
application problems is thus fundamental to use cryptography in a
correct and effective way.

This volume collects some proceedings of the first CrypTo Con-
ference, organized in May 2021 by the Cryptography and Number
Theory Group of Politecnico di Torino and Università di Torino with
the aim of giving an overview of the current directions in cryptogra-
phy. In addition to the proceedings of the conference, two surveys
are also included in the volume, authored by researchers strictly con-
nected by scientific collaborations to the above-mentioned group. All
the presented works have undergone a blind review process in order
to guarantee high quality and conformance to the scope. The authors
represent both academia and industry and come from numerous
countries (Italy, United States, England, United Arab Emirates),
thus providing different and heterogeneous views on current research
trends in cryptography.

The topics addressed in the volume are many and closely interre-
lated, covering both theoretical and practical aspects. They concern
innovative technologies of great practical interest such as blockchain
and distributed ledgers; more classic but still fundamental subjects
such as the integer factorization problem and related cryptosystems;
the Post-Quantum world faced from different points of view; abstract
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10 Introduction

subjects like cryptographic algebraic tools and finally fundamental
cryptographic primitives.

More in detail, blockchains and distributed ledgers (DLT) re-
present a highly topical and concrete subject, which is likely to
radically and irreversibly change the operating model of many tradi-
tional and innovative businesses related to data processing. Although
this technology is known above all for cryptocurrencies, it actually
has countless possible applications. Examples of financial and da-
ta storage applications are presented in the volume. A somewhat
controversial aspect of blockchain technology, that is the ability
to (pseudo)anonymize users, is also considered with an analysis of
the most promising deanonymization techniques based on Machine
Learning.

Threshold Signatures, discussed in the volume, represent a ve-
ry important research topic, due to their theoretical depth and
possible applications. Among these, Threshold Signatures role in
cryptocurrency custody services is highlighted, testifying to the close
relationship between theory and application.

Although Quantum Computer is now publicly available only at a
prototype level, it is generally believed that in the next few years
it might be able to break the public key systems currently in use.
Consequently, a topic of great importance in the world of research is
the definition of quantum-resistant solutions. As is well known, two
deeply distinct but complementary solutions are today considered:
Post Quantum Cryptography (PQC) and Quantum Key Distribution
(QKD). A survey on the ongoing process by NIST dedicated to PQC,
aimed to define cryptographic standards for the next decades, is
reported in the volume. Furthermore, a scheme of ring signatures is
presented, based on isogenies between elliptic curves, mathematical
functions arising from algebraic geometry whose computations are
currently believed to be inviolable by Quantum Computer. QKD,
normally studied in its aspects of quantum mechanics, is instead
dealt with in the volume from the complementary and equally
important point of view of information theory.

The volume also presents some more theoretical contents, enlighte-
ning the close relationship of cryptography with other branches of
mathematics. Among these are considered algebraic aspects such as
the study of polynomial maps over finite fields, at the base of many
cryptographic techniques and relevant in many other mathematical
areas as well. In addition, classical topics such as the Integer Facto-
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rization Problem and the RSA cryptosystem are reconsidered and
innovative contributions are provided in terms of characterization
and generalization towards more efficient and safe solutions. Finally,
the volume contains a survey on the One Time Pad (OTP), the only
cryptographic solution that is unconditionally secure and which, for
reasons of efficiency, is often approximated by more practical but
necessarily imperfect solutions.





Parte I

EXTENDED ABSTRACTS





CrypTOrino 2021
ISBN 000-00-000-0000-0
DOI 10.4399/00000000000002
pag. 15–?? (xx 9999)

DeFi 2020: the bank-less revolution
Andrea Di Nenno

Permissionless Decentralised Financial applications have been domi-
nating the blockchain space in 2020, from the Ethereum ecosystem
later spanning across many other blockchains. Conceived, designed
and implemented during the crypto winter between 2018-2019 se-
veral protocols for Stable-coins, Lending, Borrowing, Exchanging
crypto and tokens were deployed on main-net and started to get
traction: Total Value Locked (TVL) in those protocol, after reaching
the historical milestone of 1 billion in March 2020, has exploded to
50 billion USD within the first year [1]. The revolutionary nature of
this technology is twofold.

From a use-case point of view, Decentralised Finance eliminates any
barrier, especially in terms of law, regulations and intermediaries,
for any individual around the world to access and personally harness
from a global decentralised financial system, running 24/7, where la-
ws and mechanics are written in open source code that any user can
access before interacting and at the same time providing users more
control over their money through personal cryptographic wallets. De-
Fi products have transparency by default; as not only are they built
upon open-source technology, but every transaction and interaction
between users and applications is recorded in an open, immutable
ledger distributed around the world. While it might be months or
years before a centralized cryptocurrency exchange is discovered to
have gone insolvent, DeFi’s solvency and health is always subject
to the collective observation and analysis of a large open-source
community where anyone can point out fraud and systemic risk.
This clearly is opposed to CeFi (Centralised Finance), where services
are typically opaque or subject to information asymmetry, with the
public being provided with much less insight than what held by
the infrastructure. This creates unknown levels of risk exposure at
the same time entrusting the risk management to a small group of
regulators. An example of this is from 2008: many mortgage-related
financial products were considered incredibly safe by few big players

15



16 DeFi 2020

like Moody’s Investors Service, Standard and Poor’s, and Fitch
Ratings, until it was revealed they were insufficiently collateralized,
triggering a global financial crisis.

On the tech side, given that decentralisation requires all the in-
formation to be publicly accessible in the ledger, the protocols
running on it are effectively applications that store their internal
state and expose APIs to the other users, being smart contract or
Externally Owned Accounts. These protocols are then composable
by nature, meaning that they possibly can inter-operate between
each other without requiring adapters. This allows for truly impartial
and deterministic applications that run as coded and are incapable
of being shut down. Ethereum composability has lead to a sharp
organic growth of the entire system, where basic dApps effectively
enables more complex protocols and structures to be build on top
of those, creating a positive feedback loop that reminds early day
of Internet: as Internet grew in users, the incentive for building on
it grew, while the obstacles shrank. The permission-less nature of
public blockchains, where anyone can deploy its own protocol that
can interact with all the existing ones, amplified the magnitude of
competition which in turn lead to higher quality of the systems and
in some cases strong and collaborative communities.

1. Stable Coins

One of the most important key enablers to replicate and innovate
the financial system on blockchain was the creation of stable-coins,
that is crypto assets that aren’t subject to volatility like other cryp-
tocurrencies but keep their value stable. On blockchain systems this
can be easily achieved via centralisation, simply via an external
entity holding fiat currencies and minting blockchain native stable
coins, supposedly at 1:1 ratio. While this is the most convenient
way to obtain a stable-coin, clearly introduces systemic risks with
centralisation. Rather more difficult is to obtain a truly decentralised
stablecoin, that is an asset that keeps its value stable through a
decentralised protocol.

MakerDAO protocol [2] is so far one of the most succesful pro-
ject, designed for years since 2014 and finally deployed on Ethereum
mainnet by the end of 2017. Its stablecoin Dai, can be minted by
anyone by simply providing collateral, in form of crypto, at a 150%
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ratio. Dai is only generated by depositing collateral assets into the
Maker Protocol smart contracts. Once generated, it can be used
in the same manner as any other cryptocurrency: it can be sent to
others, used as payments for goods and services, and even held as
savings through more complex features. Every Dai in circulation has
the requirement to be directly backed by excess collateral, meaning
that the value of the collateral is higher than the value of the Dai
debt, keeping its value pegged to 1$. A complex system made up
of data oracles, keepers and insurances is required to maintain this
healthy ratio between Dai in circulation and collateral value, which
is governed through a DAO (Decentralised Autonomous Organisa-
tion), whose participants are solely Maker token MKR holders. At
the time of writing, the TVL in MakerDAO is worth around 10
billion dollars with a total supply of 3.5 billion Dai [3].

2. Automated Market Makers

With the explosion of ERC-20 tokens on Ethereum during the ICO
bull market in 2017, the need to have a medium to natively swap
them through an on-chain protocol was clear. It was the dawn of
Decentralised Exchanges, also known as Automated Market Makers,
where it’s not a central broker to make the market, matching bids
and asks, but open protocols running on blockchain systems. The
first greatest breakthrough in this space was given by Hayden Adams,
at the time mechanical engineer, that created Uniswap [5]. The idea
was to have a protocol that allows liquidity provider to deposit a
pair of assets in pools that are then used by users to swap one token
with the other at a price that follows a constant product curve
of the quantity of tokens in the two pools, such that x ∗ y = k.
Traders pay 0.3% fees back to the pool which is split between
the liquidity providers. Since 2017, Uniswap protocol has grown
enormously in terms of users, liquidity and integration, up to a point
where it generates billions of volume everyday and millions in fees
for liquidity providers.

3. Lending and Borrowing

Automated Market Makers as a way to obtain decentralised token
swaps enabled more complex financial instruments to be built levera-
ging this simpler primitives. Open lending and borrowing protocols
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arose, surely lead by Compound [6] and Aave [4]. These comes as
decentralised non-custodial liquidity market protocol where users
can participate as depositors or borrowers. Depositors provide liqui-
dity to the market to earn a passive income, while borrowers are
able to borrow from the available liquidity against their collateral.
A game of incentives is built to maintain the systems solvent at all
times, ensuring no user is in a position where it cannot repay his
debt to the borrower.

A ground breaking idea was brought by Aave with so-called flash-
loans: under-collateralized loans that a borrower can take with the
requirement that they must be payed back within the same transac-
tion. If not payed, the whole transaction, including the borrowing of
the liquidity would be reverted to previous state, only making the
borrower pay fees. This native financial primitive, made possible due
to the atomicity of blockchain transactions, allows potentially eve-
ryone to borrow a big amount with zero collateral, exercise a trade,
pay back the debt and keep the profit, with the only requirements
being funds to pay for the whole transaction.

4. Derivatives Markets

As many knows, the biggest financial markets are the derivatives
markets, which are estimated to float at hundreds of trillions of
dollars. This certainly is constituting the trend in DeFi from summer
of 2019, with Synthetix Protocol [7] that was the first to bring
Synthetic Assets on-chain: instruments that only tracks the value of
an external (underlying) asset of whatever kind. A complex protocol
of debt pools, data oracles and liquidation systems allows user to
gain exposure with their crypto to price movements of external
assets such as gold, stocks or fiat currencies. During the last couple
of years, many other derivatives protocol have been successfully
running and attracting users and liquidity, spanning from insurances
protocols [8], options [9], prediction markets [10], and perpetuals.
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An overview of blockchains’ de-anonymization
attacks

Andrea Gangemi

Blockchains were first described in 2008, when Satoshi Nakamoto
published a paper outlining the first cryptocurrency, Bitcoin [1].
Bitcoin attracted the attention of researchers and practitioners,
thanks to its lack of a central authority and its supposed high level
of pseudoanonymity. In fact, a person does not insert any personal
data when interacting with the blockchain, but he or she receives
a pseudonym, usually referred as an address, which is obtained
hashing the public key of the user [2].
A user can send some of his cryptocurrency to another user, thanks
to transactions: they are formed by a list of input addresses that
refer to previous unspent transactions outputs (UTXO), and a list
of output addresses. One of the output addresses is usually a chan-
ge address and it belongs to the same user that issues the transaction.

The UTXO model is easy to understand and represent, however the
privacy of the network decreases if it is not used correctly.
In fact, a smart use of Machine Learning (ML) algorithms can de-
anonymize the blockchain address space. Usually, the first applied
technique is clustering, which is typically based on the idea that all
the input addresses in a transaction belong to the same user [3].
These clusters cannot be reconducted to a real identity, unless some
specific details about them are obtained thanks to off-chain informa-
tion. This heuristic is nowadays not so accurate, after the inception
of mixing services like CoinJoin - however, it is still the best way to
discriminate between different addresses.

ChainAnalysis [4] offers to interested researchers already labeled
clusters, where each label corresponds to one prominent blockchain
activity (e.g. exchange or gambling). Sun Yin et al [5], starting from
labeled clusters, had the idea to use supervised learning techniques
in order to predict the label of uncategorized clusters. They compa-
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red various ML algorithms that were ranked thanks to the F1-score
metric. The best performing algorithms were Gradient Boosting
Classifier and Random Forests.

A different and more modern approach represents the blockchain
network like a weighted graph to try to predict if a specific address
belongs to an exchange or not [6]. The network can be seen like a
bipartite graph, where vertices depict both transactions and addres-
ses. The key idea takes advantage of the concept of motif, a small
subgraph with statistical significance. A N -motif is simply a path
of length 2N in the bipartite graph. [7] tries to extend the work,
predicting with a generalization of this approach up to five block-
chain activities: exchange, gambling, mining, service and darknet.
This is the first step towards graph representation learning, a novel
ML field that uses the network structure of the underlying data to
improve predictive outcomes. As of today, there are not a lot of
works in this research area: one example is given by [8].

In response to these well-known anononimity problems, cryptocur-
rencies with privacy-enhancing techniques have been deployed. A
first example is Monero [9], launched in 2014. Monero does not
identify the real input being spent, because it is mixed together
with other inputs, called mixins. Each transaction uses a ring signa-
ture that is valid just for the real input, but it does not reveal any
information about which one it is.
However, at first a transaction was considered valid even without
additional mixins, and for this reason most users deployed tran-
sactions with exactly one input. [10] designed some heuristics that
were able to reveal in most situations the real input even for tran-
sactions that used at least one mixin as suggested by the privacy
recommendations. Monero deployed a hard fork which forced every
user to use the same number of mixins, together with their new
transaction standard, RingCT. Monero kept updating the protocol
roughly every six months: after 2018, there have been no successful
attacks towards the network.

A second example is ZCash [11], launched in 2016 as a fork of the
Bitcoin protocol. It supports two kinds of addresses: t-addresses,
that behave similarly to bitcoin addresses, and z-addresses, which
are private and do not reveal the coins (ZEC) that have been spent
thanks to the use of zk-SNARKs, a zero-knowledge algorithm.
There are four possible types of transactions on ZCash. Since the
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t-addresses can be treated as bitcoin addresses, they can easily be
clustered and labeled. The interesting idea of this blockchain is of
course the shielded pool: coins can be moved from a t-address to
a z-address, or in the other way around. However, most users do
not use z-addresses correctly, and this behaviour reduces the global
privacy of the network. Indeed, if a t-to-z transaction is linked to
a z-to-t transaction, we can reduce the size of the anonimity set,
damaging the users which are trying to get more privacy. [12] showed
some easy heuristics to link most of these transactions.

Different approaches must be used to de-anonymize account-based
blockchains, like Ethereum [5]. This model works like a bank ac-
count: if we send a transaction, Ethereum subtracts its value from
the balance of our account, and it adds the same value to the balance
of the recipient. Every account is linked to an Ethereum address.
We are therefore forced to issue multiple transactions using the
same input address. Since every Ethereum transaction has exactly
one input and one output, we cannot use the clustering techniques
described to de-anonymize the UTXO-based cryptocurrencies. Ho-
wever, similar ideas can be utilized in some specific cases.
[14] tries to leverage an approach to explore why people deploy
smart contracts on the blockchain. Since it is a good practice in
informatics to reuse code, contracts can be compared and grouped
together using specific distance measures, like Levenshtein distance.
To label a group, the researchers used the four most frequent words
in the contracts contained in that cluster. They discovered that the
majority of smart contracts are used to generate tokens or can be
reconducted to scams or Ponzi schemes.
[15] uses graph representation learning techniques to link Ethereum
addresses owned by the same users. They investigated three metrics:
the active time of the day, the gas price selection and the location
in the Ethereum transaction graph. They tested twelve algorithms,
and the best were Diff2Vec [16] and Role2Vec [17]. They used this
approach to de-anonymize some trustless mixing services, and they
showed how, using simple heuristics together with these ML algori-
thms, they could restrict the real size of the anonimity set.

With the development of new ML algorithms, more powerful attacks
are expected in the next years. Users should start using privacy-
enhancing wallets: for example, Bitcoin users might download Wa-
sabi [18]. In this way, clustering techniques would be less effective
and cryptocurrencies could really be considered pseudoanonymous.
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Filecoin: from Proof-of-Space blockchain to
decentralized storage.

Irene Giacomelli

1. Introduction

In the recent years, we have witness an increasing research interest
in systems that can be used to decentralize the internet. The goal is
designing and implementing distributed protocol that can replace
centralized services and trusted parties. For instance, Bitcoin [4]
and Ethereum [5] are examples of using a blockchain network to get
decentralized transaction ledgers.

In the same line of work, we find Filecoin [6]: a decentralized
storage network that turns cloud storage into an algorithmic market.
The market runs on a blockchain with a native protocol token (also
called “Filecoin”), which miners earn by providing storage to clients.
Conversely, clients spend Filecoin hiring miners to store or distribute
data. As with Bitcoin, Filecoin miners compete to mine blocks with
sizable rewards, but Filecoin mining power is proportional to active
storage, which directly provides a useful service to clients (unlike
Bitcoin mining, whose usefulness is limited to maintaining blockchain
network consensus). This creates a powerful incentive for miners to
amass as much storage as they can, and rent it out to clients.

2. Proof of Space

One of the core building block of Filecoin is a new cryptographic
primitive called Proof of Space (PoS) and introduced in 2015 by
[1]. Informally, a PoS is a 2-party protocol where a party, called
the verifier, uses a small amount of storage and computation to
check that the other player, the prover, stores some data of size
N . We require that the algorithm executed for the verification
is highly efficient, whereas for the prover computing the proof is
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highly efficient providing he stores and has access to the data. More
formally:

Definition 1. A Proof of Space (PoS) is an interactive protocol
between two random access machines, the prover P and the verifier
V , defined by two sub-protocols:

— Initialization: V and P with common input an identifier id
and a storage bound N ∈ N run an interactive protocol that
outputs a string S (called advice) of size N . From now on,
S is stored by P . This phase is executed only once, as a
setup. Note that V does not need to store S, but only a short
commitment to it (eg, hash of S).

— Execution: V and P with input S run an interactive protocol
at the end of which V outputs a bit, 1 means V is convinced
that P stores S. This phase can be repeated many times to
check P ’s storage.

These two protocols are designed in such a way we have the following
properties:

— Completeness. If P and V follow the protocols, then V outputs
1 during an execution phases with overwhelming probability.

— Soundness. A PoS is (N0, T )-sound if a verifier interacting with
a malicious prover P̃ with the following 2 constrains outputs
1 during execution with negligible probability. Constraints:

a) P̃ ’s persistent storage after the initialization is ≤ N0 (ie,
P̃ persistently stores an advice S that has size ≤ N0);

b) P̃ ’s running time during the execution is ≤ T .

The value ε = (N −N0)/N is called the spacegap.

PoS constructions with a negligible spacegap can be obtained
using the graph-labeling paradigm. Given a direct acyclic graph and
an hash function H, define the label of a node as the hash of the
node index concatenate with the labels of the parents. Then, the
initialization phase is defined as running the full labeling algorithm
to get the labels of the sink nodes. This is the advice S stored by the
prover. For such constructions, we can prove the soundness property
by studying the underlying graph and showing that its topology
guarantees a computation-space trade-off: given n pre-computed (eg,
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stored) labels, the labeling functions requires at least T (n) steps (ie,
calls to H). See for example the Stacked-DRGs graph in [2].

3. PoS in Filecoin

In the Filecoin system, to get mining power a miner posts on chain
(a commitment to) the advice S. Then, to maintain its power, the
miner has to repeatedly and publicly answer to new instances of the
execution protocol accordingly to a precise schedule. The schedule
is decided in such a way that we can argue that for a successfully
miner the running time is ≤ T and therefore persistent storage of
the advice is guaranteed.

In Filecoin we are interested in useful space, that is storage space
that is used to keep real-world data. Therefore, we want that the
advice S of the PoS to encode some real data D instead of just
being a random incompressible sequence of bytes. A simple way to
achieve this goal is the following: add the input D (data) for the
prover in the initialization phase and make the advice S a function
of CommD, a commitment to the data known also by the verifier.
The new advice stored by the prover, called the replica, is defined as
R = S +D. What we get with this construction is a proof of useful
space that is actually a Proof of Replication [2]. This means that in
addition to the property seen before, the replica R has the extraction
property. This guarantees the existence of an extraction algorithm
that can recover the original data D from the interaction with a
successful prover during the execution phases. In [3], it is proved
that these two properties together, soundness plus extraction, gives
the rational replication property. That is, a miner in Filecoin asked
to store two of more copies of the same data, does not save storage
if it decide to makes the replicas not independent. In other words,
storing the data in a replicated format is the rational strategy.
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Threshold Signatures with Offline Parties
Alessio Meneghetti

Digital signature schemes are cryptographic primitives used as digital
analogous of traditional signatures. These schemes are designed to
guarantee several desired properties, among which we recall the
three most famous, namely: the non-repudiation, the authentication,
and the integrity properties. Together, they guarantee to whomever
receives a signed messages that the signer intentionally produced
the signature and that the document has not been altered after the
signature.
The three components of a signature scheme are:

• a Key-Generation Algorithm, which generates a private key
and the corresponding public key,
• a Signing Algorithm, which is the procedure used by the owner

of the private key to sign messages,
• a Verification Algorithm, which can be used by anyone who

knows the public key to check whether the signature is valid
or not.

Observe that the identity of the signer is linked to the private
key: only the owner of the private key should be able to produce
valid signatures verifiable by using the corresponding public key.
According to the context, however, the rightful owner of a message to
be signed could be a group of people. Since with classical signature
schemes the knowledge of a single private key guarantees the ability
to sign, in case of multiple owners there is the need to adopt new
solutions capable of distributing in a more flexible manner the right
of signing messages.

Threshold Signatures

A (t, n)-threshold signature scheme enables distributed signing
among n players, with the rule that enough players, at least t
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out of n, can sign messages. Furthermore, no one among the n
players can repudiate a valid signature. The first Threshold Multi-
Party Signature Scheme was a protocol for producing joint ECDSA
signatures proposed by Gennaro, Jarecki, Krawczyk and Rabin [4].
With this first scheme, t + 1 players out of 2t + 1 were required
to participate in the signature of messages. Later, MacKenzie and
Reiter proposed a second threshold scheme [8]. Further recent im-
provements by Doerner, Kondi, Lee and Shelat may be found in [3].
The first scheme supporting a general (t, n)-threshold was proposed
in 2016 by Gennaro, Goldfeder and Narayanan [5], improved firstly
in 2017 by Boneh, Gennaro and Goldfeder [2], and then in 2018 by
Gennaro and Goldfeder [6]. An interesting alternative approach by
Lindell and Nof has been studied in 2018 [7].
Currently there is a large effort of standardization for threshold
signatures, as can be seen in [10].

A key-point in most threshold signature schemes is the compati-
bility with existing classical signatures algorithms. The idea is to
start from a signature scheme and replace the key-generation and
signing algorithms with protocols involving all those who possess the
right of signing messages, while keeping the verification algorithm
identical to that of the centralized algorithm.

More precisely, (t, n)-threshold signature schemes involve n players,
each one possessing its own private key established during the multi-
party key-generation phase of the protocol. Starting from these n
secrets, the players compute a unique public key to be used to verify
signatures by using the verification algorithm of a classical signature
scheme. When signing, at least t out of the n players initialise a
multi-party protocol enabling them to sign messages. To provide
an example, in [6] the signatures can be verified by the ECDSA
verification algorithm, and any observer is not capable of distingui-
shing between signatures produced by ECDSA or by the threshold
scheme. Notice that all players have to actively participate in the
key-generation phase.

Custody Services

A central example in the context of threshold schemes is the rising
need to protect users of digital services and owners of digital assets
against key loss. In many modern applications (for example, in case
of cryptocurrencies) there is no central authority that can restore
keys and safely return the ownership of assets to users. Threshold
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signatures are an elegant solution to this issue: an owner of a digital
asset can (partially) distribute the ownership of its assets to multiple
parties, to assure resilience against key loss. Services helping users
against key loss by partial management of assets or keys are known
as custodians. Custody Services are usually composed by three
parties:

— the owner of the asset, possessing a personal key;
— the custodian itself, which possesses a second key to be used

together with the owner’s key in order to sign messages;
— a third party, which does not interact with the user or the

custodian unless the owner or the custodian have lost their
keys.

In this scenario, the recovery party should be involved only when it
is required to recover the wallet funds in case of key loss. In [1] the
authors propose a protocol in which the recovery party is involved
only once (in a preliminary set-up), and afterwards it is not involved
until a lost account must be recovered, i.e. the recovery party does
not usually take part in key-generation and signatures phases. The
protocol may be seen as an adaption of that in [6]. Its security
against (adaptive) adversaries was proved by relying on standard
assumptions on the underlying algebraic and geometric problems,
such as the strong RSA assumption on semi-prime residue rings
and the DDH assumption on elliptic curves. In [9] this scheme
has been described, together with some alternatives, as a solution
of the custody problem, comparing advantages and disadvantages.
With respect to the alternative schemes, the work in [1] enhances
practicality by exploiting a party that may stay offline during the
key generation.





CrypTOrino 2021
ISBN 000-00-000-0000-0
DOI 10.4399/00000000000009
pag. 37–38 (xx 9999)

Bibliografia

[1] Battagliola, M., Longo, R., Meneghetti, A., and Sala, M., Th-
reshold ECDSA with an Offline Recovery Party, arXiv preprint
arXiv:2007.04036, (2020).

[2] Boneh, D., Gennaro, R. and Goldfeder, S., Using level-1 homomor-
phic encryption to improve threshold dsa signatures for bitcoin wallet
security, (2017).

[3] Doerner, J. Kondi, Y., Lee, E., and Shelat, A., Threshold ECD-
SA from ECDSA assumptions: the multiparty case, 2019 IEEE
Symposium on Security and Privacy (SP) (1051-1066), (2019).

[4] Gennaro, R., Jarecki, S., Krawczyk, H, and Rabin, T., Robust thre-
shold DSS signatures, International Conference on the Theory and
Applications of Cryptographic Techniques (pp. 354-371), (1997).

[5] Gennaro, R. and Goldfeder, S. and Narayanan, A., Threshold-
optimal DSA/ECDSA signatures and an application to Bitcoin wal-
let security, International Conference on Applied Cryptography and
Network Security (156-174), (2016).

[6] Gennaro, R., and Goldfeder, S., Fast multiparty threshold ECD-
SA with fast trustless setup, 2018 ACM SIGSAC Conference on
Computer and Communications Security (1179-1194), (2018).

[7] Lindell, Y. and Nof, A., Fast secure multiparty ECDSA with prac-
tical distributed key generation and applications to cryptocurren-
cy custody, 2018 ACM SIGSAC Conference on Computer and
Communications Security (1837-1854), (2018)

[8] MacKenzie, P, and Reiter, M. K., Two-party generation of DSA si-
gnatures, Annual International Cryptology Conference (pp. 137-154),
(2001).

[9] Di Nicola, V., Longo, R., Mazzone, F., and Russo, G., Resilient cu-
stody of crypto-assets, and Threshold Multisignatures, Mathematics,
8(10), 1773, (2020).

[10] Brandão, L. T. A. N., Davidson, M., and Vassilev, A., NIST road-
map toward criteria for Threshold Schemes for Cryptographic Pri-
mitives, https://nvlpubs.nist.gov/nistpubs/ir/2020/NIST.IR.8214A.
pdf

37

https://nvlpubs.nist.gov/nistpubs/ir/2020/NIST.IR.8214A.pdf
https://nvlpubs.nist.gov/nistpubs/ir/2020/NIST.IR.8214A.pdf


38 Bibliografia

University of Trento
Alessio.Meneghetti@unitn.it

Alessio.Meneghetti@unitn.it


CrypTOrino 2021
ISBN 000-00-000-0000-0
DOI 10.4399/000000000000010
pag. 39–?? (xx 9999)

Understanding Polynomial Maps over Finite
Fields

Austin Dukes, Giacomo Micheli

In this extended abstract we explain how to use algebraic number
theory to study polynomial maps over finite fields, which occur
everywhere in cryptography and coding theory (APN functions,
Reed-Solomon codes, Locally Recoverable Codes). The method in
this talk, which is based on techniques from Galois theory and
algebraic geometry, has been a particularly useful tool in these areas
in recent literature.

Our method was initially used for constructing locally recoverable
codes (LRCs) where the known constructions did not work (see [6]
for details). In this extended abstract we summarize the context
in which our method finds relevance and then briefly describe the
method.

The method has also been used to classify functions with low
differential uniformity, such as perfect nonlinear functions (PN) and
almost perfect nonlinear functions (APN), have been studied exten-
sively (such as in [1] and [5], to name a couple) for their applications
in cryptography. Much work has been dedicated to classifying such
functions, and nonexistence results for some exceptional monomial
PN and APN (and their recent generalizations to PcN and APcN)
were obtained in [1] using similar ideas as the ones here.

It is well known that every map from Fq to Fq can be written
as a polynomial of degree at most q − 1. Where algebraic number
theory most often finds application, however, is when considering a
polynomial f(X) ∈ Fq[X] of degree n in the regime n � q. With
this context in mind, we now quickly summarize the method to
study f as a map.

Let f ∈ Fq[X] be a polynomial of degree n. Let Fq(t) be the field
of rational functions in the transcendental t, and denote by M the
splitting field of f(X)− t over Fq(t). Many of the properties of the
(polynomial) map f : Fq → Fq are encoded in the Galois group
G := Gal(M/Fq(t)). In particular, analyzing the cycle structures of
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particular elements of G allows us to obtain asymptotic estimates
on the number of t0 ∈ Fq such that f(X)− t0 splits in some desired
way.

In what follows, let F/Fq be a global function field with full
constant field Fq, and let M/F be a finite Galois extension with
Galois group G := Gal(M : F ). Let k = Fq ∩M be the field of
constants of M . Notice that Gal(kF : F ) ∼= Gal(k : Fq) ∼= C[k:Fq ].
Let γ ∈ G be such that γ|k is the Frobenius automorphism of k : Fq.
Let R ⊆M be a place of M lying above a place P ⊆ F of degree 1.
Let OP and OR be the valuation rings of P and of R, respectively.
Write N := Gal(M : kF ). we have D(R|P )/I(R|P ) ∼= Gal(OR/R :
OP/P ). For any element σ ∈ Nγ let Γσ be the conjugacy class of
σ in G. Notice that since G/N is cyclic we have Γσ ⊆ Nγ. Let
us recall that if M : F is a Galois extension with Galois group G,
and σ ∈ G, we say that σ is a Frobenius for P if there exists R
lying above P such that σ ∈ D(R|P ) and the induced map of σ in
Gal(OR/R : OP/P ) is x 7→ xq

deg(P ) .
Let P1(F/Fq) be the set of degree 1 places of a function field

F/Fq. We state the following consequence of Chebotarev Density
Theorem for the reader’s convenience.

Theorem 1. The number of places P ∈ P1(F/Fq) such that σ is a
Frobenius at P is |Γσ ||N | (q + 1) +O(

√
q), where the implied constant

can be chosen independently of q.

Interested readers are encouraged to refer to [4, Section II] for
more information regarding Theorem 1. We now state the fact which
is the key to obtaining the asymptotic estimates mentioned above.

Theorem 2. Let f(X) ∈ Fq[X] be a polynomial of degree n. Let
` be a positive integer and d1, . . . d` be positive integers such that∑`

i=1 di = n. The number of t0 ∈ Fq such that there exist some
distinct irreducible polynomials pi ∈ Fq[X] (depending on t0) such

that f(X)− t0 =
∏̀
i=1

pi(X) and deg pi = di, is (|S|/|N |) · q+O(
√
q),

where S is the subset of elements of N that have cycle decomposition

(−− · · ·−)︸ ︷︷ ︸
d1

(−− · · ·−)︸ ︷︷ ︸
d2

. . . (−− · · ·−)︸ ︷︷ ︸
d`

.
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We temporarily defer the proof of this fact as we wish to first
consider some concrete applications.

Let q = 100003 and let f ∈ Fq[X] be a polynomial of degree 4.
Suppose we are interested in finding the number T of elements t0 in
Fq for which f(X) has exactly four preimages as a map from Fq to
Fq. Notice that this is the same as the number T of elements t0 ∈ Fq
such that f(X)− t0 has four zeroes. We first compute the Galois
group G = Gal(f(X)− t | Fq(t)) and suppose that the splitting field
of f(X)− t has field of constants Fq. For the sake of simplicity of
notation (and since it is the generic case), we assume G = S4.

Clearly the number of elements t0 ∈ Fq such that f(X)− t0 has
four zeros is the same as the number of t0 such that f(X)− t0 =
(X−a)(X−b)(X−c)(X−d). Since the identity element of G is the
only element with four fixed points, we see that |S| = 1. Therefore
the fact above gives that the number T of t0 having 4 preimages is
roughly 100003/24 ∼ 4166.

As a more elaborate example, suppose we are in the situation
above but are now interesting in finding the number T ′ of t0 in
Fq for which f(X) − t0 has exactly two zeroes. We compute G =
Gal(f(X)− t | Fq(t)) and verify that the splitting field of f(X)− t
has the correct field of constants. Again, we assume G = S4. Note
immediately that the number T ′ is the same as the number of t0
such that f(X) − t0 factors over Fq as f(X) − t0 = (X − a)(X −
b)g(X) for some irreducible polynomial g of degree 2. Let S ′ =
{(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)} ⊆ G be the set of elements
in G fixing exactly 2 points. We see that |S ′| = 6, so the fact above
gives that the number T ′ of t0 having exactly 2 preimages is roughly
100003/6 ∼ 16667.

Sketch of the proof of Theorem 2. For simplicity of presentation,
we will say that an element t0 ∈ Fq satisfies (∗) to mean that the
polynomial f(X)− t0 admits a factorization of the form f(X)− t0 =∏̀
i=1

pt0,i(x), where the pt0,i ∈ Fq[X] are distinct irreducible poly-

nomials satisfying deg pt0,i = di. Let T be the number of t0 ∈ Fq
satisfying (∗). By definition T is equal to the number of places
Pt0 := 〈t− t0〉 such that f(X)− t0 admits the desired factorization.
Further Pt0 ∈ P1(F/Fq) for each t0, where P1(F/Fq) is the set
of places of degree 1 of F := Fq(t). Notice that the t0 for which
f(X) − t0 has a multiple root are only O(1), as they are at most
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the zeroes of the discriminant ∆(t) of f − t, so we can restrict to
unramified places.

Next, fix a place P := Pt0 ⊆ F for some unramified t0 ∈ Fq sati-
sfying (∗). Let x be a root of f(X)−t inM and let Q1, Q2, . . . , Q` ⊆
Fq(x) =: L be the places of Fq(x) lying over P , where Qi corre-
sponds to the factor pt0,i of f(X)− t0 and note that f(Qi|P ) = di.
Denote by M the splitting field of f(X)− t over Fq(t). By Lemma
2.1 of [2] we obtain that a Frobenius for an unramified P can only
have cycle decomposition (d1, . . . , d`), and vice versa an element
of Nγ with cycle decomposition (d1, . . . , d`) will be a Frobenius
for an unramified P with the wanted factorization. Moreover, all
the Frobeniuses have to lie in Nγ as they at least have to be the
Frobenius for the field of constants extension. We are now ready to
use Chebotarev Density Theorem.

Let S ⊆ Nγ be the elements with orbit decomposition correspon-
ding to the wanted partition (d1, . . . , d`). Note that Γσ ⊆ S for every
σ ∈ S. Then for σ ∈ S we consider the distinct conjugacy classes
in S, which form a partition of S. This completes the proof since
Theorem 1 can be applied to each conjugacy class, which yields

T ∼ 1

|N |
(q + 1)

m∑
i=1

|Γσi | =
|S|
|N |

(q + 1).
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A multifactor RSA-like scheme
Emanuele Bellini, Nadir Murru

In the RSA scheme, the decryption procedure is the most time–
consuming task, since the encryption exponent is usually taken with
an efficient binary representation, on the contrary the decryption
exponent has not this property. Thus, some variants of the RSA
scheme, using a modulus with a multi-factor modulus, i.e. a product
of more than two primes or powers of primes, have been proposed in
order to improve its efficiency [3,5,6,9]. Moreover, there exists RSA–
like schemes that provide a decryption procedure faster than RSA
and also more security in broadcast scenarios [7]. These schemes are
usually based on isomorphisms between two groups, one of which is
the set of points over a cubic or a conic. In [4], a generalization of
the KMOV cryptosystem [8] has been proposed, thus generalizing
a RSA-like scheme based on elliptic curves and a modulus N = pq
to a similar scheme based on the generic modulus N = prqs. Here,
we present a similar generalization of the scheme [1], which is based
on the Pell’s conic, to the modulus N = pe11 · . . . · perr for r > 2, for
further details see [2]. The Pell’s conic, over a field K is defined by

C = {(x, y) ∈ K2 : x2 −Dy2 = 1}

for a given D ∈ K, which is not a square in our application. If we
consider the following product

(x1, y1)⊗ (x2, y2) = (x1x2 +Dy1y2, x1y2 + x2y1),

then (C,⊗) is an abelian group whose identity is (1, 0). We highlight
that the group structure on C is obtained using only the affine points.
Moreover, there exists explicit isomorphisms between (C,⊗) and
(K ∪ α,�), where α is not an element of K and it is the identity.
The product is then defined by

a� b =
ab+D

a+ b
,
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if a + b 6= 0; a � b = α, if a + b = 0, that is a is the inverse of b
and viceversa. For the cryptographic applications, it is important to
observe that when K = Zp, then C is a cyclic group of order p+ 1.
Moreover, if we consider the Pell’s conic with points that belong to
the ring ZN , with N = pq, for p, q primes, then

(x, y)(p+1)(q+1) = (1, 0)

for every (x, y) ∈ C, with y ∈ Z∗N . Exploting the above consi-
derations, it is possible to construct an RSA–like scheme having
decryption operation two times faster than RSA, and involving the
lowest number of modular inversions with respect to other RSA–like
schemes based on curves. For generalizing such scheme with multi-
factor moduli, first of all it is necessary to study the behaviour of
the Pell’s conic when the points lie over a ring Zpr . In particular we
recall from [2] the following theorem.

Theorem 1. The Pell’s conic

C = {(x, y) ∈ Zpr × Zpr : x2 −Dy2 = 1}

with the product ⊗ is a cyclic group of order pr−1(p + 1), for D
non–quadratic residue in Zpr .

Then, the multifactor RSA–like scheme works in the following
way.
Key generation. The key generation is performed by the following
steps:

— choose r prime numbers p1, . . . , pr, r odd integers e1, . . . , er
and compute N =

∏r
i=1 p

ei
i ;

— choose an integer e such that gcd(e, lcm
∏r

i=1 p
ei−1
i (pi + 1)) =

1;
— evaluate d = e−1 (mod lcm

∏r
i=1 p

ei−1
i (pi + 1)).

The public or encryption key is given by (N, e) and the secret or
decryption key is given by (p1, . . . , pr, d). Encryption. We can encrypt

pairs of messages (Mx,My) ∈ Z∗N ×Z∗N , such that
(
M2

x − 1

N

)
= −1.

This condition will ensure that we can perform all the operations.
The encryption of the messages is performed by the following steps:

— compute D =
M2

x − 1

M2
y

(mod N)
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— compute M =
Mx + 1

My

(mod N);

— compute the ciphertext C = M�e (mod N).

Notice that not only C, but the pair (C,D) must be sent through
the insecure channel. Decryption The decryption is performed by
the following steps:

— compute C�d (mod N), which will be equal to M ;

— compute
(
M2 +D

M2 −D
,

2M

M2 −D

)
(mod N) for retrieving the

messages (Mx,My).

Let us observe that our scheme encrypts and decrypts messages
of size 2 logN . To decrypt a ciphertext of size 2 logN using CRT,
standard RSA requires four full exponentiation modulo N/2-bit pri-
mes. Basic algorithms to compute xd mod p requires O(log d log2 p),
which is equal to O(log3 p) if d ∼ p.
Using CRT, if N = pe11 · . . . · perr , our scheme requires at most r
exponentiation modulo N/r-bit primes.
This means that the final speed up of our scheme with respect to
RSA is

4 · (N/2)3

r · (N/r)3
= r2/2. (1)

When r = 2 our scheme is two times faster than RSA, as it has
already been shown in [1]. If r = 3 our scheme is 4.5 time faster,
with r = 4 is 8 times faster, and with r = 5 is 12.5 times faster.
The proposed scheme offers the same security as RSA in a one-to-one
communication scenario and is more secure in broadcast applications.
Indeed, in this case we have that a plaintext is encrypted using the
same public exponent and different moduli. It is well-known that in
this scenario it is possible to recover the plaintext by solving a set
of congruences of polynomials [7]. However, this attack fails when
the trapdoor function is not a simple monomial power as in RSA.
This allows the use of smaller public exponents even in broadcast
scenarios.
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Privacy-preserving signatures from isogenies
Federico Pintore

1. Introduction

Ring signatures, introduced by Ron Rivest, Adi Shamir and Yael
Tauman [7], allow a signer to produce a signature on behalf of a
group of users, called ring, while the signature hides the real identity
of the signer. Recently, they have found application in electronic
voting systems, and in a cryptocurrency which provides privacy by
default, named Monero.

Unfortunately, the security of the ring signatures used in Monero
relies on the hardness of the discrete logarithm problem, which
can be solved in quantum polynomial time [8]. Given the recent
significant advancements in quantum computing, there is the need
to determine quantum-resistant replacements.

Efficient ring signatures which are secure even in the presence of
quantum computers have been proposed both from lattice-based
and symmetric-key assumptions [6, 21]. Among the areas of post-
quantum cryptography, isogeny-based cryptography is a relatively
new field which is particularly appealing due to the small key sizes
required (we refer, for example, to the isogeny-based signature sche-
mes [2, 3]).

In [1], Ward Beullens, Shuichi Katsumata and the author of this
work proposed the first efficient isogeny-based ring signature scheme,
named Calamari. The size of the produced signatures is logarithmic
in N (where N is the number of signers, i.e. the cardinality of the
ring), and it is an order of magnitude smaller than all previously-
known post-quantum ring signatures. The dependence on N of the
size of the signatures generated with Calamari is due to a small
number of paths in Merkle trees of depth logN . Previous works
rely on hidden paths in Merkle trees, whose consistency is proved in
zero-knowledge, and in that cases the multiplicative factor of logN
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is much larger.

In the following, the main building block of Calamari is briefly
described.

2. Sigma Protocols, OR-proofs and Ring Signatures

Let X and Y be two finite sets, and R ⊂ X × Y a polynomially-
computable binary relation, i.e. given (X,W) ∈ X × Y , it can be
checked in time poly(|X|) whether (X,W) belongs to R or not. A
Sigma protocol for R is an interactive protocol between a prover
and a verifier, composed by a challenge set Ch, whose cardinality is
exponential in a security parameter λ, and four algorithms: P1 and
P2 run by the prover, and V1 and V2 run by the verifier.

The prover holds a pair (X,W) ∈ R, while the verifier holds only X.
The goal of the interaction is making the prover convince the verifier
that they possess X, without revealing anything about X itself. The
interaction starts with the prover, who produces a commitment
running P1; the verifier runs V1 to produce a uniform challenge ch;
the prover runs P2, obtaining a response; finally, the verifier runs
V2 to either accept or reject the response.

The standard security properties required to a Sigma protocol are
correctness (if both actors honestly follow the protocol, the ve-
rifier must always accept), special soundness (which prevents a
cheating prover from convincing the verifier) and honest-verifier
zero-knowledge (which assures the interaction does not leak infor-
mation about W).

An OR-Proof for the binary relation R is a Sigma protocol for the
extended binary relation ROR defined as:

ROR = {((X1, . . . ,XN), (W, I))|N ∈ N∗, I ∈ [N ], (XI ,W) ∈ R}

where [N ] = {1, . . . , N}. By applying the Fiat-Shamir transform [4],
an OR-Proof can be turned into a ring signature. In particular, such
transform replaces V1 with a Random Oracle (an idealised random
function, which is instantiated with a hash function in practice)
and a ring signature is a tuple composed by the commitment, the
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challenge and the response. In terms of efficiency, the compactness of
the ring signatures produced with a transformed OR-Proof depends
on the response size of the OR-Proof.

3. A new OR-Proof

Calamari is the ring signature obtained by transforming a new
OR-Proof for group actions satisfying some cryptographic proper-
ties [1, Def. 8]. Below, such OR-Proof is described by considering
a free and transitive action ? of a cyclic finite group G, having
order ` and generator g, on a set S of supersingular elliptic curves
defined over a prime field Fp. This is an isogeny-based action since
the action of a group element on an elliptic curve E corresponds to
an isogeny from E (an isogeny is a morphism which sends the zero
element into the zero element).

Consider X = (X1, . . . ,XN) ∈ SN , with Xi = gsi ? E0 for i ∈ [N ].
E0 ∈ S is a fixed curve, while si ∈ Z`. Let W = sI for some I ∈ [N ].

The algorithm P1 uniformly samples α from {0, 1}λ and uses it as
input of a second Random Oracle PRG. The corresponding output
consists of r ∈ Z` and bitsi ∈ {0, 1}λ, for i ∈ [N ]. Then, it compu-
tes comi = Com(gsi+r ? E0, bitsi) by using a third Random Oracle
Com, and produces a index-hiding Merkle tree [1, Sec. 2.6] from
the leaves com1, . . . , comN . The root of the tree, denoted by root, is
the commitment com output by P1. V1 samples a uniform bit ch as
challenge. P2 outputs sI + r, bitsI and the path path which connects
comI to root when ch = 0, and α when ch = 1. V2 reconstructs
the root of the tree when ch = 1, and compares it to root. When
ch = 0, V2 computes Com(gsI+r ? E0, bitsI) and verifies this is a leaf
of the tree with root root by using path. If the checks are positive,
V2 accepts the response. The described interaction is repeated in
parallel λ-times to increase the size of the challenge space.

We conclude by observing that only the size of path depends (loga-
rithmically) on N . Moreover, in [1, Sec. 3.4] some optimisations are
introduced to further decrease the size of the ring signatures.
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The integer factorization problem in
cryptography
Giordano Santilli

1. Introduction

One of the first formulations of the Fundamental Theorem of Arith-
metic can be found in Euclid’s Elements. The modern statement is
the following:

Theorem 1.1. Every positive integer N ≥ 2 can be factored in a
unique way as the product of prime powers, i. e. there exists a
positive integer s such that

N = pα1
1 · · · pαss ,

where p1, . . . , ps ∈ N+ are the prime factors and α1, . . . , αs ∈ N+

are the corresponding exponents.

The Fundamental Theorem of Arithmetic enable us to define the
Integer Factorization Problem (IFP): given a composite number N
find its unique factorization. Often, instead of considering a generic
composite number, it is more convenient to restrict to a semiprime,
i. e. N = pq, with p and q prime numbers. At the moment, it does
not exist any classical algorithm that solves the IFP in polynomial
time.

In this abstract some cryptographic schemes which rely on the
IFP will be presented, as well as some factorization algorithms
used to solve the IFP. Finally, I present an interesting property on
remainders which given an integer N and under suitable conditions,
allows to obtain a formula to describe all the remainders of N with
respect to a sequence of consecutive integers as a quadratic modular
relation. This work comes from an idea of M. Sala and M. Piva and
has been developed in my Ph.D. thesis [11].
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2. Cryptographic protocols

As usual in public-key cryptosystem, one-way mathematical pro-
blems, as the IFP, are used as fundamental bricks for the creation
of new schemes. The most famous one is surely RSA [10], in which
two primes of almost the same length p and q are generated and
multiplied together to obtain N = pq. Moreover we need two in-
tegers d, e ∈ ZN such that de ≡ 1 mod ϕ(N). Alice must keep the
values of p, q and d secret, corresponding to the private key, while
N and e are known by anyone and they form the public key. In
order to send a message m < N to Alice, Bob needs to compute
c ≡ me mod N , then he sends it to Alice, who may decrypt it by
computing cd ≡ (me)d ≡ m mod N . The security of this protocol in
mainly based on the IFP: it can be proved that finding ϕ(N) from
N or computing the inverse of e mod ϕ(N) are as difficult as finding
the primes p and q from N , i. e. finding the factorization of N .

Other examples of cryptographic schemes based on the IFP
are: Rabin cryptosytem [9] and Goldwasser-Micali cryptosystem
[1], which employ quadratic residues modulo a semiprime; Paillier
cryptosystem [6], an additive homomorphic scheme used in many
applications; Okamoto-Uchiyama cryptosystem [5], which considers
instead integers modulo p2q, with p and q prime numbers.

3. Factorization methods

The most natural factorization method is the so-called Trial Division
i. e. trying to divide N for any prime smaller than

√
N . Clearly, this

method is fast when N has a small factor. This characteristic may
be used to distinguish factorization techniques into two categories:
algorithms which try to recover the smaller factor of N ; algorithms
which do not take into account the size of the factors of N . The
first kind of algorithms are more effective when one of the prime
factors of N has between 7 and 40 digits. Apart from Trial Division
other notable examples of this type of algorithms are Pollard’s ρ [7]
or Lenstra’s Elliptic Curves Method (ECM) [2]. The second kind
of algorithms is used when N has more than 100 digits and no
small factors. Famous examples of methods of this kind are the
Continued Fraction Method (CFRAC) [4], the Quadratic Sieve [8]
and the General Number Field Sieve (GNFS) [3]. As said before,
none of this methods works in polynomial time and, at the moment,
the best performing method is GNFS, which has a subexponential
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complexity. It is interesting to note that many built-in factoring
functions in several programs employ methods of both categories.
For example the Factorization command in MAGMA, after a
brief search in a database, performs a trial division up to 10000,
then tries with Pollard’s ρ. If the result is still not found, it applies
other two algorithms: ECM and Multiple Polynomial Quadratic
Sieve (MPQS).

4. Successive remainders

In [11], we have noticed an interesting properties of integers modulo a
semiprime N . Letm ∈ N+ be such that

⌊√
N
2

⌋
+1 ≤ m ≤

⌊√
N
⌋
−1,

and compute 
N ≡ a0 mod m

N ≡ a1 mod (m+ 1)

N ≡ a2 mod (m+ 2).

If the sequence {a0, a1, a2} is monotonic, i. e. a0 ≤ a1 ≤ a2 or
a0 ≥ a1 ≥ a2 it is possible to compute the interpolating polynomial
f of degree 2 such that f(i) = ai for i = 1, 2, 3. In this setting the
following proposition holds:

Proposition 4.1. The polynomial f(x) ∈ Q[x] defined as above is
such that

N ≡ f(i) mod (m+ i),

for any i ∈ Z.

This means that the sequence of successive remainders of a given
semiprime N can be predicted by a quadratic polynomial. Clearly if
it is possible to find an i ∈ Z such that f(i) ≡ 0 mod (m+ i), then
m+ i is a factor of N . However, it can be shown that recovering such
an i is a problem equivalent to the IFP problem. Still, if the starting
modulo m is chosen close to the factor p, then the polynomial f has
at least a zero in Z, which enables us to recover a factor of N .
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On the classical authentication in Quantum
Key Distribution

Guglielmo Morgari, Edoardo Signorini, Francesco Stocco

1. Introduction

Quantum Key Distribution (QKD) protocols require the presence of
an authenticated classical channel in order to guarantee overall cor-
rectness and security [1]. In the private-key scenario, the main tools
used to build an authenticated channel are the Message Authen-
tication Codes (MAC). Alice and Bob share a secret key k before
initiating the communication and use it to authenticate messages ex-
changed over the insecure channel. At a high level, if Alice wants to
send an authenticated message m to Bob, she uses a public function
in combination with the key k and the message m to derive a tag t,
then sends the pair (m, t) to Bob. Bob repeats the same process to
derive the tag t and compares it with the one received to verify that
the message has not been forged or modified. The authentication
scheme is considered secure if, without the knowledge of the key
k, an attacker has a negligible probability of successfully forging
authenticated messages, even after intercepting valid pairs (m, t).
Since QKD wants to build a key exchange protocol with uncondi-
tional security, the use of Information-Theoretically Secure (ITS)
authentication protocols is required [2], for which an attacker should
have no better strategy than randomly choosing a tag, regardless of
its computing power. Moreover, in the context of practical QKD,
it is crucial to study what happens when authentication schemes
are used with partially known keys. After a brief overview of the
underlying theory, this will be the main topic of this abstract.

2. Technical background

We will use the following notation. Let (Ω, P ) be a discrete pro-
bability space and X : Ω → X be a random variable, PX denotes
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the probability distribution of X. Given another random varia-
ble over the same sample space Y : Ω → Y, the conditional pro-
bability distribution of X given Y = y is denoted with PX|Y=y.
For the random variable X the Shannon entropy is defined as
H(X) = −

∑
x∈X PX(x) logPX(x). The statistical distance between

probability distributions PX and PY , over the same alphabet X , is
δ(PX , PY ) = 1

2

∑
x∈X |PX(x)− PY (x)|.M, T and K are fixed-length

binary strings sets denoting the message space, the tag space and
the key space respectively. A key k ∈ K is said to be ε-perfect if its
distribution has statistical distance ε from the uniform distribution
over K.

ITS authentication schemes can be built from a particular class of
hash functions, called ε-Almost Strongly Universal2 (ε-ASU2), which
were introduced by Wegman and Carter in their seminal work [3, 4]
and later formalized by Stinson [5]. In the following, we will focus on
these constructions since they are widely used in theoretical QKD
analysis and in commercial QKD systems [6, 7].

Let {hk : M→ T }k∈K be a family of ε-ASU2 functions, then the
following condition is satisfied: given any m1,m2 ∈ M,m1 6= m2

and t1, t2 ∈ T it holds that |{k ∈ K | hk(m1) = t1}| = |K|/|T | and
|{k ∈ K | hk(m1) = t1, hk(m2) = t2}| ≤ ε|K|/|T |. In other words
the digests hk(m1), hk(m2) are independently and almost uniformly
distributed in the tag space. Given this condition and assuming that
the key k is uniformly chosen for each authentication round, it is
easy to show that the probability of an attacker to forge a valid
message-tag pair (m′, t′) is initially 1/|T | and is at most ε after
intercepting a valid pair (m, t).

The full-fledged security of a cryptographic protocol does not
imply that it can be arbitrarily combined with other protocols while
maintaining the same level of security. The Universal Composability
(UC) framework [8] is a strong model in which protocols (resources)
are proven to be secure even when arbitrarily combined with each
other. Security is formulated in terms of indistinguishability, meaning
that a distinguisher should not be able to determine whether it is
interacting with the real implementation or the ideal functionality,
except at most with probability ε. Such a resource is called ε-UC-
secure.

The main result linking authentication schemes based on ε-ASU2
hash functions and the UC framework is due to Abidin and Larsson.
In [9] they proved that using such a scheme with an ε′-perfect key is
ε+ ε′-UC-secure. This result implies that the schemes proposed by
Wegman and Carter can be composed with QKD protocols, which
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are proved UC-secure and produce ε′-perfect keys [10].

3. Key recycling with partially known key

In their work, Wegman and Carter proposed also an authentication
scheme able to recycle a portion of the already used key. Their
proposal is built from a family of ε-ASU2 hash functions {hk1 : M→
T }k1∈K and the authentication proceeds as follows: Alice and Bob
share a key (k1, k2) ∈ K × T , the tag for the message m ∈ M is
produced as t = hk1(m)⊕ k2. In subsequent authentication rounds,
k1 is kept fixed and only a new OTP (One-time pad) key k2 needs to
be exchanged. If k2 is uniformly chosen in T then k2 hides hk1 and
it is easy to prove that {gk1,k2(·) := hk1(·)⊕ k2 | (k1, k2) ∈ K × T }
is a family of ε-ASU2 hash functions.

The required key length of this scheme approximates log|T |
per round and is therefore optimal. It is of particular interest in
combined use with QKD, where a portion of the generated key is
used as the authentication key in the next round, and the length
of the latter has a direct impact on the overall key rate. In [11],
Portmann has proved that, when using uniformly random keys, this
authentication scheme is UC-composable and is therefore usable
with QKD protocols.

4. Our contribution

In our ongoing work, we propose to extend the result of [9] to the
key-recycling authentication scheme, analyzing the case in which the
key k2 is not uniformly chosen in T , as occurs when it comes from
an imperfect resource such as QKD. We evaluate the security of
the authentication scheme and estimate the increase of the attacker
information on k1, which is propagated in subsequent authentication
rounds. Let KH , KX be two independent random variables model-
ling uniformly chosen keys over K, T . Let Z be a random variable
modelling the information an attacker might have about the keys
KH , KX . Suppose the attacker has seen a value Z = z such that
H(KH | Z = z) ≥ log(|K|)−ε2

H andH(KX | Z = z) ≥ log(|T |)−ε2
X .

Then the authentication scheme based on the ε-ASU2 hash functions
{hKH (·)⊕KX}, is ε+

√
ln(2)

2
(εH + εX)-UC-secure. Moreover after
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revealing a couple (m, t), with t = hKH (m)⊕KX , the information
of the attacker on KH is expected to increase at most by ε2

X .
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A survey on NIST PQ signatures
Nicola Di Chiano, Riccardo Longo, Alessio Meneghetti, Giordano

Santilli

Shor’s shockingly fast quantum algorithm for solving the period-
finding problem is a threat for the most common public-key pri-
mitives, as it can be efficiently applied to solve both the Integer
Factorisation Problem and the Discrete Logarithm Problem. In other
words, as soon as a large-enough quantum computer is born, many
once-secure protocols have to be replaced by still-secure alternatives.
Instead of relying, for example, on the RSA protocol, the Diffie-
Hellman key-exchange or the (Elliptic Curve) Digital Signature
Algorithm, many researchers moved their attention to the design
and analysis of primitives which are yet to be broken by quantum
algorithms.
The urgency of the threat imposed by quantum computers led the
U.S. National Institute of Standards and Technology (NIST) to open
calls for both Post-Quantum Public-Keys Exchange Algorithms and
Post-Quantum Digital Signature Algorithms [32]. This new NIST
standardisation process started in 2016, has involved hundreds of
researchers, has seen 37 early submissions for a total of 82 proposals,
and has recently reached its third round of analyses.
In this brief survey we focus on the round 3 finalists and alternate
candidates for Digital Signatures, announced on July 22, 2020:

Finalists Alternate Candidates
CRYSTALS-DILITHIUM [4] SPHINCS+ [3]
FALCON [16] GeMSS [10]
Rainbow [13] Picnic [11]

These schemes are designed to address distinct security levels, known
as Security Level I, III and V. These levels correspond to, respectively,
128, 192 and 256 bits of security against collisions. Among the six
schemes above, only Falcon cannot be instantiated to all three
security levels. In order to present these primitives we start, in
Section 1, with an introduction to their underlying mathematical
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objects and the related problems, i.e. lattices, polynomial ideals, one-
way functions and zero-knowledge proofs. Then, Section 2 describes
the six digital signatures and lists their algorithms for key-generation,
signing and verification. Finally, in Section 3 we conclude with a
comparison between the different schemes.

1. Preliminaries

1.1. Digital Signatures

A digital signature is a public-key protocol that acts as the digital
counterpart of a traditional signature. Formally, the properties that
a digital signature must achieve are the following [22]:

1) Authentication: the receiver of the document must be sure of
the identity of the sender.

2) Integrity: the signed document should not be altered when
transmitted.

3) Non-repudiation: the signer of the document cannot deny
having signed the document.

4) Non-reusability: the signature must be used only once.
5) Unforgeability: only the signer of the message should be able

to give a valid signature.

A signature scheme is usually composed by three algorithms:

• Keys Generation Algorithm: using the global parameters defi-
ned at the beginning of the scheme, this algorithm generates
a private key and the corresponding public key.
• Signing Algorithm: using the private key and the message

needed to be signed, this algorithm outputs a signature.
• Verification Algorithm: using the public key and the message,

the receiver is able to decide whether the signature obtained
is valid or not.

A detailed description of digital signature schemes can be found
in [29,41].
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1.2. Lattice Theory

Definition 2. Let m be a positive integer. A discrete additive sub-
group L of Rm is called a (Euclidean) lattice. An equivalent definition
may be given in terms of linear algebra: given a finite set of linearly
independent vectors B = {v1, . . . , vn} of Rm, a lattice L(B) is the
set of the linear combinations with integer coefficients of the set B.
The set B is called a basis of the lattice L and n is the dimension
of the lattice. It is possible to write a n×m matrix A associated to
a lattice, in which the rows of the matrix are the coordinates of the
vectors of the basis.

In order to expose the most famous lattice problems, on which
lattice cryptography is based, we need to introduce the minimal
distance λ1(L), that is λ1(L) = minv∈L\{0} ||v||. Analogously it is
possible to define the successive minimum λi(L) for 2 ≤ i ≤ n as

λi(L) = min
r
{v1, . . . , vi independent in L : ||vj|| ≤ r for 1 ≤ j ≤ i}.

Moreover we need to consider other algebraic structures: given a
polynomial φ(x) ∈ Z[x], usually φ(x) = xn − 1 or φ(x) = xn + 1,
and a prime q > 2, we define R = Z[x]/ (φ(x)) and Rq = R/qR =
Zq[x]/ (φ(x)).

Some famous examples of hard lattice problems are the following:

• (SVP) Given a basis B of a lattice L, find a vector v ∈ L
such that ||v|| = λ1(L).
(Approx-SVPγ) Given a basis B of a lattice L find a vector
v ∈ L such that ||v|| ≤ γ(n)λ1(L), where the constant γ(n)
depends on the dimension of the lattice n.
(GapSVPγ) Given a basis B of a lattice L and a constant d,
decide if λ1(L) ≤ d or λ1(L) > γd.
• (SIVPγ) Given a basis B of a lattice L find linearly inde-

pendent vectors v1, . . . , vn ∈ L such that ||vi|| ≤ γλn(L) for
1 ≤ i ≤ n.
• (SISβ, [2, 30]) Given a matrix A ∈ Mn×m(Zq), find a vector
z ∈ Zmq such that Az ≡ 0 mod q and ||z|| ≤ β.
(RSISβ, [27,37]) Given a vector a ∈ Rm

q , find a vector z ∈ Rm
q

such that 〈z, b〉 = 0 and ||z|| ≤ β.
(MSISβ, [26]) Given a matrix A ∈ Mn×m(Rq), find a vector
z ∈ Rm

q such that Az ≡ 0 mod q and ||z|| ≤ β.
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• For a vector s ∈ Znq and a discrete Gaussian distribution χ,
with width αq for some α < 1, the LWE distribution As,χ is
sampled by choosing a ∈ Znq uniformly at random, e drawn
with χ and outputting the pair (a, b = 〈a, s〉+ e mod q).
(LWE, [38]) Given m pairs (a1, b1) , . . . , (am, bm) drawn from
As,χ for a random s ∈ Znq , find s.
For s ∈ Rq the RLWE distribution ARs,χ is sampled by choosing
a ∈ Rq uniformly at random, e drawn with χ and outputting
the pair (a, b = s · a+ e mod q).
(RLWE, [28]) Given m pairs (a1, b1) , . . . , (am, bm) drawn from
ARs,χ for a random s ∈ Rq, find s.
For a vector s ∈ Rn

q , the MLWE distribution AMs,χ is sampled
by choosing a ∈ Rn

q uniformly at random, e drawn with χ
and outputting the pair (a, b = 〈a, s〉+ e mod q).
(MLWE, [8, 26]) Given m pairs (a1, b1) , . . . , (am, bm) drawn
from AMs,χ for a random s ∈ Rn

q , find s.

Although it seems that the problems of the SIS and LWE families
are not related to those on lattices, it can be proved [26,28,31,35,40]
that, by using several reductions, solving these problems is as least
as difficult as solving instances of GapSVP and SIVP.

See [19,36,39] for further details on lattices and lattice crypto-
graphy.

1.3. Multivariate polynomial systems theory

Definition 3. Let m,n, q be three positive integers with m ≤ n
and Fq a finite field of cardinality q. Let p1, . . . , pm ∈ Fq[x1, . . . , xn]
be m quadratic polynomials in n variables. The MQ (multivariate
quadratic) problem consists of finding a solution x̄ ∈ Fqn of the
system:

p1(x1, . . . , xn) = p2(x1, . . . , xn) = . . . = pm(x1, . . . , xn) = 0. (1)

When the system (1) is random, i.e. for all i = 1, . . . ,m the
coefficients of pi are choosen uniformly at random, MQ has been
proven to be an NP-hard problem [34]. Since a quantum algorithm
for solving MQ problem does not exist, the multivariate protocols
are very used in Post-Quantum cryptography.

The field Fq is not algebraically closed, therefore a solution of (1)
definitely belongs to Fqn if the field equations are added to the system.
So, given the polynomial ideal I = 〈p1, . . . , pm〉, if the solution of
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(1) is unique, solving the MQ problem is equivalent to find the only
point of the variety V (I)∩Fqn = V (I + 〈xq1− x1, . . . , x

q
n− xn〉) [25].

In terms of functions, solving the MQ problem is equivalent to
invert P : (x1, . . . , xn) 7−→ (p1(x1, . . . , xn), . . . , pm(x1, . . . , xn)), i.e.
given d = P(z) ∈ Fqm, it is unfeasible to recover z ∈ Fqn if it is not
known the way in which the polynomials pi are generated.

In a multivariate public key cryptosystem (MPKC), P is obtai-
ned using a secret set of m quadratic polynomials with random
coefficients {f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)} and composing the
quadratic map

F : (x1, . . . , xn) 7−→ (f1(x1, . . . , xn), . . . , fm(x1, . . . , xn))

with two affine maps S and T . The quadratic map F is easy to
invert [12], but the action of the affine maps makes difficult to invert
P, because the polynomials pi induced by P are approximately
random [5].

A system induced from the previous construction is known as
bipolar system [12], and it determines different MPKCs depending
on the particular choice of S,F and T .

1.4. One-Way functions

A one-way function is any function which can be efficiently computed
but whose whose pseudo-inverse is hard to find. More formally:

Definition 4. A function f is said to be one-way if it can be computed
in polynomial time on any input x and if any polynomial-time
probabilistic algorithm used to solve f(x) = y knowing f and y
succeds with negligible probability.

Examples of one-way functions are (cryptographically secure)
block ciphers and hash functions. These primitives can therefore
be safely used in the design of post-quantum digital signatures,
since the only known speed-up for a quantum computer is Grover’s
search algorithm [18], which however is not capable of determining
in polynomial time a pre-image of a one-way function with more
than negligible probability.

1.5. Zero-Knowledge proofs

Zero-knowledge proofs (ZKP) are protocols in which a prover can
convince a verifier that a statement is true, without disclosing any
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information apart that the statement is true. The three classic
properties that a ZKP needs are

• completeness: honest verifiers will be convinced by honest
provers.
• soundness: no malicious prover can prove (with non-negligible

probability) a false statement.
• zero-knowledge: no verifier learns anything other than the

fact that the statement is true.

2. Signature Schemes

2.1. Rainbow

Rainbow [13] is a generalisation of the Unbalanced Oil and Vinegar
(UOV) signature scheme [24], obtained by considering multiple UOV
layers. The security of Rainbow is linked to the NP-hard problem
of solving a multivariate polynomial system of quadratic equations
over the field F = F2s . The fundamental parameters of Rainbow
are s, three positive integers v1, o1 and o2, and a hash function H
whose digest is (o1 + o2) · 2s bits long.

Define two constantsm = o1+o2 and n = v1+o1+o2 = m+v1 and
let V1 = {1, . . . , v1}, V2 = {1, . . . , v1+o1}, O1 = {v1+1, . . . , v1+o1}
and O2 = {v1 + o1 + 1, . . . , n} be four sets of integers determined
by the parameters, and let S : Fm −→ Fm and T : Fn −→ Fn be
two invertible affine maps. For each k ∈ O1 ∪ O2 define the map
fk : Fn → F according to the formula

fk(x1, . . . , xn) =
∑

i,j∈Vl,i≤j

αk,i,jxixj +
∑

i∈Vl,j∈Ol

βk,i,jxixj+

+
∑

i∈Vl∪Ol

γk,i,jxi + δk ,

where l ∈ {1, 2} is the unique index for which k ∈ Ol and αk,i,j,
βk,i,j, γk,i,j, δk ∈ F are randomly generated parameters. The m
functions in n variables fv1+1, . . . , fn are used to define a quadratic
map F : Fn −→ Fm, such that

F(x1, . . . , xn) = (fv1+1(x1, . . . , xn), . . . , fn(x1, . . . , xn)).

Due to the structure of F , given d ∈ Fm it is possible to find
in a reasonable amount time a value z̄ ∈ Fn such that F(z̄) = d,
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employing an algorithm that fixes the first variables and then applies
Gaussian elimination. This property is used to efficiently compute
a value z such that P(z) = S ◦ F ◦ T (z) = d. On the other hand,
given z and P it is easy to compute d = P(z), but from d ∈ Fm it
is unfeasible to obtain a value z ∈ Fn for which P(z) = d without
knowing F if S, T , and F are random.

Given the parameters (s, v1, o1, o2, H) described above, the pro-
tocol works as follows.

Key generation

a) Randomly choose S, T and F as defined above, choosing the
maps’ coefficients uniformly at random in F.

b) The private key consists of (S,F , T ).
c) The public key is the composition P = S ◦ F ◦ T .

Signing

Given a key-pair ((S,F , T ),P) and a message digest d, compute
the signature performing the following steps:

a) Choose uniformly at random a bit string r with the same
length of d.

b) Compute h = H(d||r) interpreted as a vector of Fm.
c) Compute x = S−1(h).
d) Compute y = F−1(x).
e) Compute z = T −1(y).
f) The signature is the pair (z, r).

Verification

To verify a signature (z, r) on a message digest d perform the
following steps:

a) Compute h = H(d||r) interpreted as a vector of Fm.
b) Compute h′ = P(z) and check if h′ = h.

2.2. GeMSS

GeMSS [10] is a multivariate signature scheme, based on a system of
polynomial equations over the field F2. The fundamental parameters
of GeMSS are the following: m the number of equations, ∆ and v
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that determine the number of total variables, and a hash function
H whose digest is k bits long.
Fix n = m + ∆ and let S ∈ GLn+v(F2) and T ∈ GLn(F2) be two
invertible matrices. Define F ∈ F2n [X, v1, . . . , vv], a polynomial of
degree D, with the following structure:

F (X, v1, . . . , vv) =
∑

0≤j<i<n
2i+2j≤D

Ai,jX
2i+2j +

∑
0≤i<n
2i≤D

βi(v1, . . . , vv)X
2i+

+ γ(v1, . . . , vv),

where Ai,j ∈ F2n , each βi : F2
v −→ F2

n is linear and γ(v1, . . . , vv) :
F2

v −→ F2
n is quadratic.

Let (θ1, . . . , θn) ∈ F2n
n be a basis of F2

n over F2. Given E =∑n
k=1 ek · θk ∈ F2n , define the following function :

Φ : F2n −→ F2
n E 7−→ Φ(E) = (e1, . . . , en). (2)

Starting from F , it is possible to define n multivariate polyno-
mials fk ∈ F2[x1, . . . , xn+v], such that F

(∑n
k=1 θkxk, v1 . . . , vv

)
=∑n

k=1 θkfk. The public key P is derived from f1, . . . , fn and it
consists of the first m components of

(p1, . . . , pn) = (f1 ((x1, . . . , xn+v) · S) , . . . , fn ((x1, . . . , xn+v) · S)) · T, (3)

which is reduced modulo the field equations, that is
mod〈x2

1 − x1, . . . , x
2
n − xn〉. Due to the structure of F , given d ∈ F2

m

and r ∈ F2
n−m randomly chosen, it is possible, with a procedure

that fixes the last v variables and then applies Berlekamp’s al-
gorithm on the resulting univariate polynomial, to find a root of
F − Φ−1((d, r) · T−1) in a reasonable amount time (O(nD)). This
property is used to efficiently compute a value z ∈ F2

n+v such that
P (z) = d. On the other hand, given z and P it is easy to compu-
te d = P (z), but from d ∈ F2

m it is unfeasible to obtain a value
z ∈ F2

n+v for which P (z) = d without knowing F , if S,T and F are
random.
Finally, it is possible to iterate t times a part of the signature to
increase the security level λ, indeed in this way it is possible to
apply the hash function H and at the same time to combine the
actions of S and T on the variables more than once.

Given the parameters (m,∆, v,D,H, t) described above, the
protocol works as follows.
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Key generation

a) Randomly choose S, T and F choosing the coefficients of F
uniformly at random in F2n and the elements of S and T in
F2.

b) The private key consists of (S, T, F ).
c) Compute p = (p1, . . . , pn) as defined in (3).
d) The public key is P = (p1, . . . , pm), the first m components

of p.

Signing

Given a key-pair ((S, T, F ), P ) and a message digest h, compute the
signature performing the following steps:

a) Set S0 = 0 ∈ F2
m.

b) Repeat for i = 1 to t the following steps:

i) Get Di the first m bits of h and compute D′i = Di⊕Si−1.
ii) Randomly choose (v1, . . . , vv) ∈ F2

v and r ∈ F2
n−m.

iii) Compute Ai = φ−1((D′i, r) · T−1) as described in (2).
iv) Compute a root Z of F − Ai.
v) Compute (Si, Xi) = (φ(Z), v1, . . . , vv) · S−1 ∈ F2

m ×
F2

n+v−m.
vi) Compute h = H(h).

c) The signature is z = (St, Xt, . . . , X1).

Verification

To verify a signature z on a message digest h perform the following
steps:

a) Repeat for i = 1 to t

i) Get Di the first m bits of h.
ii) Compute h = H(h).

b) Repeat for i = t− 1 to 0

i) Compute Si = P (Si+1, Xi+1)⊕Di+1.

c) Check if S0 = 0.
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2.3. CRYSTALS-DILITHIUM

CRYSTALS-DILITHIUM [4] is a lattice-based signature built on the
hardness of two problems: MLWE and SelfTargetMSIS problem [23],
a variation of the MSIS problem. The first problem is defined over
a polynomial ring Rq = Zq[x]/(x256 + 1), where q is a prime such
that q ≡ 1 mod 512. This condition on q allows to use the NTT
(Number Theoretic Transform, a generalization of the discrete Fou-
rier transform over a finite field) representation. Given H a hash
function and a vector x, SelfTargetMSIS consists in finding a vector
z′ = (z, c) with small coefficients such that H(x||f(z′)) = c with
w(c) = 60 (where w denotes the Hamming weight), where f is a
linear function.
In order to define an ordering relation in Zq, we will consider the em-
bedding η : Zq → Z, where η(z) ≡ z mod q and − q−1

2
≤ η(z) ≤ q−1

2
.

For any z1, z2 ∈ Zq we say that z1 ≤ z2 if and only if η(z1) ≤ η(z2).
Let w = w0 + w1x + . . . + w255x

255 be a polynomial in Rq, the
norm ‖w‖∞ := max

i
(|wi|) is used to check some conditions related

to the security and correctness, for this reason it is introduced a
parameter β ∈ Z as a bound for the norm of some quantities. Let
A ∈ Mk,l(Rq) be a matrix and set w̄ = Ay, where y ∈ Rl

q is a
vector such that ‖y‖∞ ≤ γ1 (with γ1 ∈ Z another parameter), we
distinguish between the high-order and low-order parts of w̄ as
follows: for each component w′ of w̄

w′ = w′1 · 2γ2 + w′0, (4)

where ‖w′0‖∞ ≤ γ2, where γ2 ∈ Z is another parameter. We call w′1
the high-order part, while w′0 is the low-order part of w′. We denote
with HB(w̄) (HighBits) the vector comprising all w′1s, thus is the
high-order part of w̄, and with LB(w̄) (LowBits) the low-order part
of w̄.

For storage efficiency, instead of generating and storing the entire
matrix A, the protocol makes use of a secure PRNG and the NTT:
using the NTT, it is possible to identify a ∈ Rq and ā ∈ Z256

q , where
ā is the NTT representation of a, while if A ∈ Rk×l

q we denote with
NTT(A) the matrix where each coefficient of A is identified with
an element of Zq256. To obtain the matrix A, every element āi,j of
NTT(A) is generated from a 256 bit random seed ρ.

The parameters of CRYSTALS-DILITHIUM are q, d, k, l, η, γ1,
γ2, Ω, H, G, where γ1, γ2, k, l and q are defined as above, d ∈ Zq, η
and Ω are other bounds and G,H are hash functions.
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Given the parameters (q, k, l, η, G,H, d, γ1, γ2, β,Ω) described above,
the protocol works as follows.

Key generation

a) Choose uniformly at random two bit strings ρ and θ of length
256.

b) Choose uniformly at random (s1, s2) ∈ Rq
l×Rq

k with |si| ≤ η.
c) Compute A ∈ Rk×l

q from ρ using NTT representation.
d) Compute t = As1 + s2.
e) Compute t0 = t mod 2d and t1 = t−t0

2d
.

f) The public key is P = (ρ, t1).
g) The private key is S = (ρ, θ,G(ρ||t1), s1, s2, t0).

Signing

Given a key-pair (S, P ) and a message M compute the signature
performing the following steps:

a) Compute A from ρ as described above.
b) Compute µ = G(G(ρ||t1)||M) and ρ′ = G(θ||µ).
c) Compute uniformly at random y ∈ Rl

q with ‖y‖∞ < γ1,
starting from seed ρ′ using NTT representation.

d) Compute w = Ay and w1 = HB(w).
e) Compute c = H(µ||w1) and z = y + cs1.
f) Compute r1 = HB(w − cs2) and r0 = LB(w − cs2).
g) Check if all the following conditions are satisfied else repeat

from step 3:

i) ‖z‖∞ < γ1 − β.
ii) ‖r0‖∞ < γ2 − β.
iii) r1 = w1.

h) Compute h = (h1, . . . , hk) = r1 ⊕ HB(w − cs2 + ct0).
i) Compute Ω′ = w(h) and check if Ω′ ≤ Ω else repeat from step

3.
j) The signature is (z, h, c).

Verification

To verify a signature (z, h, c) on a message M perform the following
steps:
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a) Compute A and µ as described in the signing process.
b) Compute w′1 = HB(w − cs2) knowing HB(Az − ct1 · 2d) =

HB(w − cs2 + ct0) and h that allows to remove the error
generated by ct0.

c) Check if all the following conditions are satisfied:
i) ‖z‖∞ < γ1 − β.
ii) c = H(µ||w′1).
iii) Compute Ω′ = w(h) and check if Ω′ ≤ Ω.

Given the parameter d ∈ Zq and computed z = y + cs1 with
s1 ∈ Rl

q, it is possible to define t1, t0 ∈ Zq such that t = t1 ·2d+ t0 (t1
is the high order part of t) and compute HB(w̄ − cs2 + ct0). Indeed:

Az−ct1 ·2d = Ay+cAs1−c(t− t0) = Ay−cs2 +ct0 = w̄−cs2 +ct0.

Starting from r1 = HB(w̄−cs2+ct0), it is easy to obtain HB(w̄−cs2)
knowing h = r1⊕HB(w̄− cs2), indeed it is sufficient to check which
bits of h have value 1 to find the error bits in r1 and changing
their value. The arithmetic modulus q−1

2γ2
is required to modify r1

depending on the sign of LB(w̄ − cs2 + ct0). Besides, the parameter
Ω is the maximum Hamming weight that h can assume and thanks
to the condition ‖z‖∞ < γ1−β, it is possible to make the correction
of error bits successfully, in a safe way. On the other hand, it is
infeasible to recover z without knowing y (so w̄ cannot be computed)
and s1.

2.4. FALCON

FALCON [16] is a particular lattice-based signature, which is based
on solving the SIS problem over the NTRU lattices. Given n = 2k,
q ∈ N∗ and defined R using φ(x) = xn + 1, the problem consists in
determining f, g,G, F ∈ R such that f is invertible modulus q (this
condition is equivalent to require that NTT(f) does not contain 0 as
a coefficient) and such that the following equation (NTRU equation)
is satisfied:

fG− gF = q mod φ. (5)

If h := g · f−1 mod q, it is possible to verify that the matrices

P =

[
1 h
0 q

]
and Q =

[
f g
F G

]
generate the same lattice:

Λ(P ) = {zP | z ∈ Rq} = {zQ | z ∈ Rq} = Λ(Q),
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but, if f and g are sufficiently small, then h should seem random,
so, given h, the hardness of this problem consists of finding f and

g. Each coefficient of the polynomials f =
n−1∑
i=0

fix
i and g =

n−1∑
i=0

gix
i

is generated from a distribution close to a Gaussian of center 0
and standard deviation σ ∈ [σmin, σmax] (where σ, σmin, σmax are
parameters).
The following general property is fundamental to solve the NTRU

equation 5, in particular if f =
n−1∑
i=0

aix
i ∈ Q[x], f can be decomposed

in a unique way as:

f(x) = f0(x2) + xf1(x2), (6)

where f0 =

n/2−1∑
i=0

a2ix
i and f1 =

n/2−1∑
i=0

a2i+1x
i.

Given f and g, it is easy to obtain (F,G) solution of (5), indeed
there is a recursive procedure that uses the previous property and
allows to solve a NTRU equation in the ring Z = Z[x]/(x+ 1) and
then transforms this solution (F,G) ∈ Z× Z into two polynomials
of Z[x]/(φ). Thanks to the FFT, it is possible to define the matrix

B̄ =

[
FFT(g) FFT(−f)
FFT(G) FFT(−F )

]
. Moreover we also need to consider the

LDL decomposition of G = B̄ · B̄T = LDLT , where L =

[
1 0
L̄ 1

]
and

D =

[
D11 0
0 D22

]
.

Starting from G ∈ M2,2 (Q[x]/(φ)), it is possible to construct the
so-called FALCON tree T : the root of T is L̄ and its two child-
nodes G0, G1 ∈ M2,2

(
Q[x]/

(
xn/2 + 1

))
are obtained considering

the decomposition of D11 and D22 as described in (6). Iterating this
procedure on G0 and G1, it is possible to obtain the whole tree T ,
where each leaf l ∈ Q is normalized, i.e l′ = σ

l
.

FALCON uses a particular hash function H, which transforms a
string modulus q in a polynomial c ∈ Zq[x]/(φ).
In addition to the standard deviations described above, the para-
meters of FALCON are k, q and two other constants β ∈ Q+ and
bl ∈ N∗ that will be described later.
Given a solution t of B̄t = c, there exists a recursive procedure
(Fast Fourier sampling), which applies a randomized rounding on
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the coefficients of t ∈ Q[x]/(φ) to obtain a polynomial z ∈ R, using
the information stored in T .
Let a, b ∈ Q[x]/(φ), it is possible define the following inner product
and its associated norm:

< a, b >=
1

n

∑
i∈C : φ(i)=0

a(i) · b(i).

Let β ∈ Q+, then it is possible to compute s = (t − z)B̄ with
||s||2 ≤ bβ2c and using the inverse of FFT it is easy to compute
s1, s2 ∈ R, which satisfy:

s1 + s2h = c mod q. (7)

On the other hand, given (s1, s2) it is unfeasible to recover s without
knowing B̄ and T .
Finally, FALCON uses a compression algorithm, which transforms
s2 in a byte string (8 · bl − 328) long.

Given the parameters (k, q, σmin, σmax, σ, β, bl) described above,
the protocol works as follows.

Key generation

a) Compute f =
n−1∑
i=0

fixi and g =
n−1∑
i=0

gixi, generating fi and gi

from Gaussian distribution D0,σ.
b) Check that f is invertible modulus q, else restart from step 1.
c) Find (F,G) solution of the NTRU equation (5).
d) Compute B̄ as described above.
e) Compute G = B̄ · B̄T , obtain the FALCON tree T using LDL

decomposition and normalize its leaves.
f) Compute h = gf−1 mod q.
g) The private key is (B̄, T ).
h) The public key is h.

Signing

Given a key-pair (h, (B̄, T )) and a messagem, compute the signature
performing the following steps:

a) Choose uniformly at random a bit string r 320 long.
b) Compute c = H(r||m, q, n) and solve B̄t = c.
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c) Compute z randomized rounding of t as described above.
d) Compute s = (t− z)B̄.
e) Check that ||s||2 ≤ bβ2c else repeat from step 3.
f) Compute (s1, s2) satisfying (7).
g) By compressing s2, compute a string s′ of (8 · bl − 328) bytes.
h) The signature is (r, s′).

Verification

Given a public key h, to verify a signature (r, s′) on a message digest
c perform the following steps:

a) By decompressing s′, compute s2.
b) Compute s1 = c− s2h mod q.
c) Check if ||(s1, s2)||2 ≤ bβ2c.

2.5. SPHINCS+

SPHINCS+ [3] is based on hash functions and it is nothing more
than an opportune union of three signature schemes: WOTS+ [20],
XMSS [9] and FORS [7].
SPHINCS+ works with two main tree structures: a Hypertree and
a FORS tree. The Hypertree consists of d Merkle trees of height
h′. On each of these trees is applied an XMSS signature scheme.
XMSS, in turn, consists of a one-time signature WOTS+ applied on
the root of the previous layer plus the authentication path of the
randomly chosen leaf.
On the other hand, a FORS tree is made up of k parallel trees of
height a and, contrary to Hypertrees, this kind of trees is used only
on signature generation and verification, but not for key generation.
SPHINCS+ uses the FORS scheme to generate a hash value that
relates the message to k FORS roots. After that, a Hypertree
signature is applied to the hash returned by the FORS signature to
generate a SPHINCS+ signature.

The security of this scheme derives from the security of the hash
function involved. In particular SPHINCS+ uses the so called twea-
kable hash functions, which allow us to approach the details of how
exactly the nodes are computed.
The choice of the hash function strongly influences the security of
the signature, in fact the length n of every hash value of this protocol
is fundamental to determinate the security level, the authors have
chosen SHAKE256 as the hash function family.
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The parameters k and a determine the performance and security of
FORS, so it is necessary to balance the value of these two parameters
to avoid getting too large or too slow signatures. Instead, the height
of the Hypertree h′d determines the number of XMSS instances,
so this value has a direct impact on security: a taller Hypertree
gives more security. Remark that the number of layers d is a pure
performance trade-off parameter and does not influence security.
Finally, the Winternitz parameter w is a trade-off parameter (greater
w means shorter signatures but slower signing), which determines
the number and length of the hash chains per WOTS+ instance.
The privacy of SPHINCS+ is guaranteed by the pseudorandom gene-
ration of WOTS+ and FORS secret keys (this operation randomizes
the choice of FORS and WOTS+ leaves used to sign).

Given the parameters (n, h′, d, k, a, w) described above, the pro-
tocol works as follows.

Key generation

The description of key generation assumes the existence of a function
secRand which on input n returns n bytes of cryptographically strong
randomness.

a) Compute SK.seed=secRand(n), which is used to generate all
the WOTS+ and FORS private key elements.

b) Compute SK.prf=secRand(n), which is used to generate a
randomization value for the randomized message hash.

c) Compute PK.seed=secRand(n), which is the public seed.
d) Compute PK.root, which is the hypertree root, i.e. the XMSS

root of the tree on the top level.
e) The private key is: SK=(SK.seed, SK.prf, PK.seed, PK.root).
f) The public key is: PK=(PK.seed, PK.root).

Signing

Given the private key SK and a message M, compute the signature
performing the following steps:

a) Compute R, an n-bytes string pseudorandomly generated
starting from SK.prf and M.

b) Compute the digest of M.
c) Compute SIGFORS, which is a FORS signature applied to

the first ka bits of the digest.
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d) Starting from SIGFORS, derive PKFORS i.e. the public key
associated to the FORS signature.

e) Compute HTSIG, which is an hypertree signature applied to
PKFORS.

f) The SPHINCS+ signature is: SIG=(R, SIGFORS, HTSIG).

Verification

To verify a signature SIG on a message M perform the following
steps:

a) Get R, which corresponds to the first n bytes of SIG.
b) Get SIGFORS, the following k(a+ 1) · n bytes of SIG.
c) Compute the digest of M.
d) Starting from SIGFORS and the first ka bits of the digest,

derive PKFORS.
e) Starting from PKFORS, check the hypertree verification.

2.6. Picnic

Picnic [11] is a signature scheme whose security is based on the
one-wayness of a block cipher and the pseudo-random properties of
an extensible hash function.

In particular the construction relies upon the fact that a digital
signature is essentially a non-interactive zero knowledge proof of
knowledge of the preimage of a one-way function output, where the
challenge inside the proof is tied to the message that is being signed.
In other words, the signer creates a transcript that demonstrates
the knowledge of the private key whose image through the one-way
function is the public key, without revealing any information about
the private key itself. Moreover this transcript is indissolubly bound
to the message.

Starting from this general idea, Picnic instantiates a signature
scheme using classical general-purpose primitives: a block cipher, a
secure multi-party computation protocol (MPC), and an extensi-
ble cryptographic hash function (also known as extensible output
function or XOF). The zero-knowledge proof (ZKP) is derived from
the hash and the MPC protocol, exploiting the security properties
of the latter. The prover computes the one-way function using its
multi-party decomposition, controlling every party. The security
of the MPC protocol allows the disclosure of the complete view of
some (in this case all but one) parties without revealing anything
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about the secret input, so a ZKP may be constructed committing
to every view and randomly selecting which ones to reveal (the
challenge). The commitment (built from the hash) binds the prover
to the views (i.e. they cannot be changed after the commitment)
without revealing them yet (the commitment is hiding). Soundness
can be achieved repeating this process for a few iterations, so that
the verifier can be convinced that the prover could not have succes-
sfully produced the views without actually knowing the MPC input,
except with negligible probability.

The protocol just described is interactive, but there are fairly
simple techniques that allow to transform it into a non-interactive
one, i.e. a transcript produced by the prover that by itself can
convince a verifier. These techniques use a deterministic pseudo-
random generator (the hash) to derive the challenges from the
public values, i.e. the public key, the commitments and the message.
Assuming the (quantum) random oracle model [6, 43] (i.e. the hash
is modeled through an oracle that outputs random values on new
inputs, but does not change answer when a query is repeated), we
maintain soundness even without interaction, and the message is
tightly fastened to the transcript, so that it is infeasible to adapt
this signature for another message without knowing the private key.

The MPC protocols are much more sensitive to the number of
AND operations on two secret bits than to XOR operations, since the
masking of AND gates requires extra information to keep consistency.
This, in turn, causes the MPC views (and thus the signature) to
grow in size, therefore Picnic selected as block cipher LowMC [1], an
algorithm designed to minimize such operations for a given security
level. LowMC employs a classic substitution-permutation structure
with n-bit blocks (where n essentially defines the security level of
the whole signature) and r rounds in which s parallel 3-bit S-boxes
are applied (note that they do not necessarily cover the entire block),
followed by a linear permutation (defined by a different matrix for
each round), and a round-key addition (the round-keys are derived
multiplying the key by r + 1 different matrices: one for the initial
key-whitening and again one per round).

Picnic’s NIST submission defines various parameters sets that,
besides optimizing LowMC parameters for the three security le-
vels, employ different MPC protocols and techniques to obtain a
non-interactive zero-knowledge proof (NIZKP). More specifically,
picnic-LX-FS (where X ∈ {1, 3, 5} is the security level defined
by NIST) uses the proof sistem ZKB++ (an optimized version of
ZKBoo [17], a ZKP for boolean circuits based on an MPC called



A survey on NIST PQ signatures 89

“circuit decomposition”) that simulates T parallel MPC executions
between 3 parties, and uses the Fiat-Shamir transform [15] to obtain
a NIZKP. The picnic-LX-full variant changes the LowMC pa-
rameters: uses a full S-box layer that allows to reduce the number of
rounds. The parameter sets picnic-LX-UR use again ZKB++ but
with the Unruh transform [42–44], which expands the signature size
but is provable secure in the stronger quantum random oracle model
(unlike the FS transform in general). Finally the sets picnic3-LX
bring along various optimizations: like picnic-LX-full they use
a full S-box layer and the Fiat-Shamir transform, but they use a diffe-
rent ZKP and employ various optimizations to reduce signature size.
The ZKP used in picnic3-LX is the KKW protocol [21], which
simulates T parallel MPC executions between N parties (N = 16
in the chosen parameters sets). Each execution is divided into an
offline preprocessing phase and an online phase where the shares
are broadcast and the output reconstructed. In KKW the challenger
chooses u executions for which the online phase will be revealed
for all but one party, whereas for the other executions only the
preprocessing phases will be revealed (for all parties).

Note that the MPC executions assume that each party consumes
some random bits read from an input tape. These tapes are deter-
ministically generated from seeds through the XOF, and in turn
those seeds are generated from a master seed, which is generated
alongside a salt (used as extra input in every other derivation to
prevent multi-target attacks such as in [14]) from the secret key, the
message, the public key, and the length parameter S ( and optionally
an extra random input to randomize signatures), always through the
XOF. The picnic3-LX parameters sets employ a tree structure
to derive the seeds in order to reduce the amount of information
needed to be included in the signature to reveal the MPC executions.
Moreover they use Merkle trees to compute the commitments, so
the signatures can be compressed further.

All parameter sets use as XOF an instance of the SHAKE fa-
mily [33] (specifically SHAKE128 for security level L1 and SHA-
KE256 for L3 and L5) employing domain separation techniques to
differentiate the uses as different random oracles.

Given the parameters (S, n, s, r, T, u) described above, the proto-
col works as follows.

Key generation

a) Choose a random n-bit string p, and a random n-bit string k.
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b) Using LowMC with parameters (n, s, r), compute the encryp-
tion of p with k, denoted C = E(k, p).

c) The private key is k.
d) The public key is (C, p).

Signing

Given a key-pair ((C, p), k) and a messageM , compute the signature
performing the following steps:

a) Derive the master seed and the salt from k,M, (C, p), S (and
possibly a random input of size 2S), then derive the individual
seeds.

b) Simulate T executions of the MPC protocols, producing for
each party their view and output, starting from their seed.

c) Compute the commitments to every seed and corresponding
view.

d) Compute the NIZKP challenge e from the MPC outputs, the
commitments, the salt, the public key and the message.

e) Compute the NIZKP response by selecting for each MPC
execution the appropriate outputs and decommitments to
reveal, according to e.

f) Assemble the signature σ by including: e, the salt, the NIZ-
KP response, and the commitments not derivable from the
response.

Verification

Given a public key (C, p), to verify a signature σ on a message M
perform the following steps:

a) Deserialize σ extracting the NIZKP challenge e, the salt, the
NIZKP response, and the commitments.

b) Parse the NIZKP response to obtain, for each of the T MPC
executions, the outputs and the decommitments prescribed
by e.

c) Use the seeds included in the decommitments to derive (with
the salt) the tapes of the revealed parties, then use these
values and the rest of the response to simulate the MPC
executions that compute the LowMC encryption of p with
output C, computing the views for which the commitments
are not included in the signature.
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d) Complete the commitments deriving the missing values from
the results of the previous step, then derive the challenge e′
as in signing.

e) The signature is valid if every parsing/deserialization succeeds,
the MPC computations are correct, and e′ = e.

3. Comparison

Figura 1. Signature-Public Key Size Comparison

In Figure 1 we summarize the dimensions in bytes of the public
keys and the corresponding dimensions of the signatures of all
the schemes presented in this survey, as well as those of the two
classical schemes ECDSA and RSA. It is interesting to notice that
the multivariate schemes have small signatures, but the size of their
public keys is the largest among all the schemes. On the other hand,
SPHINCS+ and Picnic have small public keys, but large signatures,
while the algorithms based on lattices have intermediate values in
terms of both public keys and signatures. Finally it is worth to point
out that, among all the schemes depicted, the best compromise in
terms of dimension is still obtained by the non-quantum scheme of
ECDSA.
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One Time Pad and the Short Key Dream
Umberto Cerruti

Introduction

This is a survey on the One Time Pad (OTP) and its derivatives,
from its origins to modern times. OTP, if used correctly, is (the
only) cryptographic code that no computing power, present or
future, can break. Naturally, the discussion shifts to the creation
of long random sequences, starting from short ones, which can
be easily shared. We could call it the Short Key Dream. Many
problems inevitably arise, which affect many fields of computer
science, mathematics and knowledge in general. This work presents
a vast bibliography that includes fundamental classical works and
current papers on randomness, pseudorandom number generators,
compressibility, unpredictability and more.

1. The beginning of modern cryptography

There are several books on the history of cryptography, see [52],
[60], [10], [8], [9], [29], [57], [70]. These texts also contain the basics
of cryptography. You can find both the history of cryptography and
its modern addresses in William Easttom’s beautiful book [34].

We can trace the beginnings of modern cryptography back to
1467, the year of the publication of the book De Cifris, by Leon
Battista Alberti. In this text, an encryption tool is described in detail.
There are two concentric discs, one of which is movable and can
rotate inside the other. The symbols of the alphabet are imprinted
on the discs, so that a rotation of a certain angle corresponds to a
permutation of the alphabet itself. The method therefore consists
in replacing one symbol with another, in a reversible way, as in the
ancient so called monoalphabetic substitution codes. However, there
is a fundamental difference: the permutation may be changed for
each letter of the text. For this reason these are called polyalphabetic
substitution codes, or Vigenère codes. Blaise de Vigenère, in his
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book Traicté des Chiffres, written in 1586, divulged and improved
the ideas of Alberti and his successors Giovan Battista Bellaso and
Giovanni Battista Porta. Vigenère’s fundamental contribution can
be seen in the explicit use of the key (see [8], Chapter 3).

We describe the polyalphabetic substitution method with modern
terminology.

We call alphabet a set A of q symbols. S is the set of all per-
mutations of A. A string of permutations s = σ1 σ2 . . . σk, where
σi ∈ S, is a key. We call k the length of the key. A message M is a
string of symbols from A, M = x1x2 . . . xt.
M is encoded by the function Es in this way

Es(M) = σ1(x1)σ2(x2) . . . σk(xk)σ1(xk+1)σ2(xk+2) . . . (8)

Vigenère’s idea is very effective. The statistic of the message is
completely destroyed. The statistic of the message is the frequency
distribution of the q symbols that appear in the message. An investi-
gation based on the relative frequencies of letters is useless. However
in 1863 Friedrich Kasiski realized that, if the keyword length k is
known, the problem of breaking a polyalphabetic substitution code
can be reduced to that of deciphering k monoalphabetic codes.

In fact the symbols x1, xk+1, x2k+1, . . . , xhk+1 will be encrypted
by the permutation σ1, the symbols x2, xk+2, x2k+2, . . . , xhk+2 will
be encrypted by the permutation σ2, and so on.

This is a truly algebraic idea: a complex code is broken into the
direct sum of k simple codes.

If the keyword has length k, we construct, taking one letter every
k, k messages, each one of which has been encoded with a single
permutation σi.

Finally a statistical attack is used on each of the k messages
found (see e.g. [8], 3.3).

This attack is possible, because a one-letter substitution code
does not change the statistic of the message.

Kasiski himself proposed a method for finding the length of the
key, but today we have much more effective systems, for example
the Friedman index.

Despite this weakness, we observe that there are still studies and
applications of Vigenère’s method ( [45], [11], [79], [99]).
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2. The Friedman index

William Friedman, an eclectic scientist ( [43]), was one of the most
renowned cryptographers in history. He even studied ( [83]) the
famous Voynich Manuscript! He introduced the coincidence index
in 1922 ( [38]). This is a very fundamental idea. Given a text T
written by using q different characters, the index of coincidence I(T )
is the probability that by taking at random two symbols in the text,
they are equal. Supposing that T contains n characters and that the
i− th symbol appears ni times, then I(T ) is given by the formula

I(T ) =

q∑
i=1

ni(ni − 1)

n(n− 1)
(9)

By calculating the average of I(T ) for many texts written in a given
language L, we determine a coincidence index for L itself, I(L). We
call random language R(q) that one in which each of the q characters
is randomly selected with probability 1

q
. Obviously I(R(q)) = 1

q
. If

we encrypt a text T with a Vigenère cipher, with key K, obtaining
the ciphertext EK(T ), we will observe that I(EK(T )) approaches
I(R(q)) by increasing the length k of the key. This fact can be used
to determine the length of the key. Let’s take a couple of examples..

First of all, let’s update the Vigenère cipher, so that we can
encode every byte string.

Symbols are bytes, which are 8-bit numbers, ranging from 0
to 255. A text T is a string of bytes of length n. Key K is a
string of bytes of length k. We then apply the method (8), where
the permutations σi are simply cyclic shifts of the byte sequence.
Coding starts by repeatedly writing K under T and then adding
byte per byte modulo 256. For example, if T = (144, 90, 69, 102),
k = 3 and K = (70, 200, 240) then the text T encrypted with the
key K is

EK(T ) = (144, 90, 69, 102) + (70, 200, 240, 70) mod 256 =

(214, 34, 53, 172)

So from our point of view, a text is simply a finite sequence of
bytes. Any file on our computer can be considered text, reading it
one byte at a time. Notice that we have 256 characters, but each
text has its own particular q, which is the number of distinct bytes
that appear in it. Given a text T and an integer d, we define Td



100 OTP and the Short Key Dream

as the text that is obtained from T taking one character every d.
Finally, we define I(T, d) as the function I(T, d) = I(Td).

Suppose T was encrypted with a key K of length k and CK =
EK(T ). Then all the characters of CK have been encrypted with
the same permutation and, in the graph of I(CK , d), as d varies, we
will observe peaks corresponding to the multiples of k. We will then
find the length of the key.

Let’s come to the examples. The T text considered is the dante.txt
file, the complete text of the Divine Comedy. It contains 573753
characters.

We calculate the coincidence index of T with the formula (9). In
this case q = 82, because there are 82 different bytes.

We get I(T ) = 0.06217, while the index of a random text with
82 symbols is 1/82 = 0.01219.

The graph of the function I(T, d), with 1 ≤ d ≤ 200 is

Now we encode T with Vigenère and a random key K with
k = 30.

We have C = EK(T ).
The graph of the function I(C, d), with 1 ≤ d ≤ 200 is

In C there are q = 256 distinct characters (i.e. there are all),
I(C) = 0.00590 and 1/256 = 0.00390.
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It is clear that the highest peaks are at multiples of 30. The minor
peaks correspond to the length divisors. In this way, by examining
only the ciphertext C, we find out the length of the key!

Note that this technique does not require you to know in which
language the text is written, it does not make direct use of the
I(L) index. It is based solely on the fact that the language used
is structured, not casual. That is, it is based on the difference
between I(L) and I(R(q)) . This difference is seen in the peaks of
the graph, which appear when d is a multiple of the key length. In
fact, in this case, the sub-text examined has been encrypted with a
mono-alphabetical substitution code, and therefore it maintains the
statisics of the language L .

So let’s take an example with a completely different type of file,
an exe file. Let’s take the gp.exe file, the executable of the beautiful
computer algebra system Pari/Gp.

This is the graph of I(gp.exe, d), 1 ≤ d ≤ 200

In gp.exe contains 245248 bytes, and q = 256.
We have I(gp.exe) = 0.00640725, while I(R(256))= 0.00390625.
As before we encode gp.exe with Vigenère and a random key K

with k = 30.
We pose S = EK(gp.exe).
The graph of the function I(S, d), with 1 ≤ d ≤ 200 is

https://pari.math.u-bordeaux.fr/download.html
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The index of the encoded text S, I(S),dropped from the original
0.00640725 to 0.00397486. Peaks are clearly visible at multiples of
30.

Using the Friedman index, by analyzing the graph of I(S, d),
whoever intercepts the encrypted message S can find out if it has
been encoded with a polyalphabetic substitution code, and know
the length of the key, without knowing anything about the nature of
the original text. Obviously, not knowing the language of the source,
it will not be possible, in the decryption phase, to use a statistical
attack.

As noted in [2], although substitution codes are not safe in
themselves, they are used as constituent parts of other, more po-
werful codes. It is therefore important to thoroughly examine the
vulnerability of these systems. And it is necessary to do it automa-
tically, given the immense amount of data in circulation. Several
types of algorithms are used, including genetic and compression,
see [31], [2], [48], [87].

A variant of the Friedman index, called the Progress Index of
Coincidence (PIC), was used in [96] to define a good fitness function
for a genetic algorithm that is capable of breaking the Enigma code.

The index of coincidence is also used in fields other than cryp-
tography. For example in [100], where a distance between human
languages is introduced, and in [39], where the use of this index is
proposed to determine new patterns and evolutionary signatures in
DNA sequences.

The Friedman index (also known as the Kappa index) is an
important research tool, and certainly deserves further study on it.

3. Enigmatic Perfection

In polyalphabetic substitution ciphers, the key must be long. The
longer the key, the closer the Friedman index of the text approaches
the index of the random language, and, consequently, the peaks in
the graph are hardly detectable.
Furthermore, of course, the key must be unpredictable.

In Germany, a machine was produced, the Enigma machine,
which transformed a plaintext into the ciphertext, changing the
permutation used for each letter that was written. If the source text
is formed by the characters x1, x2, . . . , xn then the xi is encoded with
the permutation σi. The permutations are changed by rotating some
disks. The permutations were repeated periodically, but the period
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(i.e. the length of the keyword) was very large, tens of thousands
of characters. The Enigma code was broken by the collective work
of two teams of researchers, resident in England and Poland. The
best known of them is Alan Turing ( [25]), one of the founders of
computer science and complexity theory.

For the history and operation of the Enigma machine see [8] Ch.
8, [29] Ch. 8− 9, [57] Ch. 4− 5, [23], [98], [53].

The events that marked the breaking of the Enigma code were
really interesting, even at a theoretical level and developed, among
other things, a fruitful dispute between algebraists and probabilists,
see [70] p. 70− 76.

Trying to decrypt some short messages, encoded with the Enigma
machine, is still a challenge today, and can be very instructive,
see [90], [77], [78].

Tackling the Enigma remains an excellent benchmark for new
automatic decryption methods.

To proceed further, it is useful to reduce the Vigenère method
to the essential. Let us consider the alphabet formed only by the
two symbols 0 and 1, the bits. A key is a string of permutations
of the alphabet. In our case there are only two permutations: the
identical one and the one that swaps 0 and 1. We can then forget
about permutations and instead use the bit XOR, that is the sum
modulo 2. The key becomes a string of bits, 0 stands for the identical
permutation and 1 stands for the swap. We want the key to be long,
so take it as long as the message! We want it to be unpredictable,so
we choose the bits at random!

This is the OTP (One-Time Pad), the central figure of our story.
In [13] it is proved that the inventor of the OTP was Miller, who

discovered it about 35 years before the two re-discoverers, Vernam
and Mauborgne. Usually the OTP is called Vernam code or perfect
code.

We recall the definition of the OTP code.
The message M is a n bit string, of arbitrary length n. The key

K is also a n bit string.

M = x1, x2, . . . , xi, . . . , xn

k = k1, k2, . . . , ki, . . . , kn

The encrypted massage C is obtained by XORing the bits of the
message with those of the key.

C = c1, c2, , . . . , ci, . . . , cn
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where ∀i, ci = xi + ki mod 2.
Four conditions must be met for the OTP code:

a) the key must be as long as the message
b) the key must be random
c) the key must be used only once
d) the key must be kept secret.

In 1949 Claude Shannon ( [92]) proved that the OTP code is (the
only) perfect code. This means that if the text T has been correctly
encrypted with OTP, obtaining the text in cipher C, whoever inter-
cepts C cannot obtain any information about T , regardless of the
computing power at his disposal.

The reason is this: C can come with the same probability from
any text U , of the same length as T .

Even the brute force attack is not effective. If T is long n there
are 2n texts of equal length. And there are 2n keys K. If we take
all the keys one by one and calculate C XOR K we will find, in an
unpredictable order, all the possible messages U , and we will never
know which one was really sent!

It is clear that there is a major key management problem in the
OTP. The key must not only possess the qualities a,b,c,d, but, of
course, it must be shared between those who send the message and
those who can legitimately receive it. Now the question arises, if A
and B can share, on a secure channel, a n bit key, why don’t they
directly share the message M , which has the same length?

There are many ways to overcome these difficulties. OTP has
actually been used in the past, in communications that required a
very high degree of security ( [8] p. 103− 115, [52] p. 714− 731).

Particularly interesting was the SIGSALY system, designed to
encrypt telephone conversations.

With the Sigsaly machine an attempt was made to realize OTP
in the transmission of voice conversations. The voice was digitized
and compressed (to save bandwidth). Eventually it was represented
by strings of integers between 0 and 5. A key string was added
to the entry string modulo 6. The key was simply derived from a
16 inch vinyl record. Obviously, the record had to be the same for
whoever spoke and who received. In the decoding phase the key was
subtracted modulo 6.

SIGSALY was never broken. Turing also took an interest in it
and carried out his own project to improve it ( [36], Ch. 7).

SIGSALY weighed 50 tons, and the record was enough for ten
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minutes of broadcast. Nowadays everything has changed, thanks to
technology.

We can easily use our laptop to transmit OTP encrypted texts,
imitating the SIGSALY process. My message M is a string of n bits.
The only problem is sharing a string of n bits (the key) with the
receiver R. There are billions of terabytes available on the net! R
and I download the same text from the network (or piece of music, or
painting or any digital object), we perform the same preprocessing
operation on it, to destroy any internal structures (for example we
zip the file), we take n bits from a certain position, and we have the
common key K! So I send on the network C = M XOR K, and R,
when it receives C, computes C XOR K.

I could also transmit to R the key K, which I produced, hiding it,
by means of steganography, in an image file, or the like. We can share
the address of a huge database with an algorithm that compute the
sequence of the objects to be used and the starting points. This
would provide a substantially unlimited key, to be used as many
times as desired, always taking different parts. It is a pattern whose
technical details can be bridged in many different ways. This is why
there are so many articles that revolve around similar concepts.

It is not possible to quote all relevant articles, to trace a complete
history of what we might call the actualization of the OTP. See
these works and their bibliographies: [85], [74], [26], [102], [76].

There are very recent applications to new cryptographic methods
and modern technologies, for example to Single Sign-On ( [54]) and
Wireless Communications ( [61]).

A very interesting idea is to put together OTP and DNA. For
the fundamentals of the theory see [40] and [17].

As observed in ( [103]) there are at least two ways to use DNA:
manipulate it directly in a laboratory with biochemical tools, or
simply consider it as a code. The genetic code is a four base sequence
A - adenine, C - cytosine, G - guanine, T - thymine, which can be
easily converted into a binary sequence, by means of substitutions

A→ 00 C → 01 G→ 10 T → 11

These binary strings are manipulated so that they can be used as
keys in the OTP ( [18]).

A DNA based (biochemical) method for random key generation
and OTP management is presented in [103]. In [80] a one-time-pad
cipher algorithm based on confusion mapping and DNA storage
technology is proposed. There is also a very recent implementation
in Python ( [1]).
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4. OTP approximations

One of the advantages of DNA encryption is that you can share
keys using huge databases that are public (e.g. The National Center
for Biotechnology Information).

However, in reality, as we have already noted above, we can
try to use OTP easily. It is sufficient (for example) that one of us
gives or sends to the other one a DVD containing a long string
of bits (≈ 1014). The string, with a particular segmentation and
synchronization program, can be used as a key for many encrypted
OTP communications.

Can we trust the keys taken from our disk? Let’s look at the
question. Shannon ( [92]) showed that to achieve perfection it is
necessary that the space of the keys be as large as that of the
messages. Therefore 2n keys must be available. That is, any binary
string of length n must be available as a key. The single key used
can be any string. What matters is that we must have chosen it,
with uniform probability, in a basket that contains all the strings
of length n. It is therefore not very credible that the conditions
necessary for the application of Shannon’s Theorem are verified.

Our dream would be this: to be able to use a short key, which can
be easily shared on a secure channel, and then use it with OTP in
its perfection. It seems an impossible dream, but it can be realized
if we are satisfied with an approximate perfection.

In a seminal paper from 1992, Ueli M. Maurer presented a new
approach in which a public source of sequences of random bits is
used. Let’s see in detail Maurer’s method.

Suppose that user A wants to send B the n-bit message M,
M = (x1, x2, . . . , xn).

The publicly-accessible R is an array of independent and com-
pletely random binary random variables. R consists of m blocks of
length T . The block i, with 1 ≤ i ≤ m contains the bits (R[i, 0],
R[i, 1], . . . , R[i, T − 1]).

Now A creates a secret key Z, Z = (Z1, Z2, . . . , Zm), where
0 ≤ Zh ≤ T − 1 for every h. Z must be chosen from the set
(0, 1, . . . , T − 1)m with uniform probability. A sends Z to B on a
secure channel.

Using Z, A builds the key K, to be used with OTP.
We set S[h] = (R[h, Zh + j − 1] mod T ) with 1 ≤ h ≤ m and

j = 1, . . . , n.
Finally the OTP key is K = ⊕mh=1S[h].
A sends to B the message C = K ⊕M . Even B can calculate K,

https://www.ncbi.nlm.nih.gov/
https://www.ncbi.nlm.nih.gov/
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because he knows Z and R is public, and finds M = K ⊕ C.
We always assume that T � n. R contains L = mT random bits.

The binary length of the secret key Z is ≈ m log2 T . Those who
know Z must examine only mn of the L bits, that is a very small
fraction n/T . Let’s imagine that the opponent can, with the best
strategy (even probabilistic), examine N bits. Mauer proves that if
a certain event E occurs, the code is safe in Shannon’s sense, i.e. the
opponent cannot obtain any information about the plaintext X from
the ciphertext C. The nature of the event E is not important, what
matters is its probability, P (E). Maurer proves that P (E) = 1−nδm.
This probability is extremely high, because δ = N

L
.

Maurer’s Theorem is based on the fact that the opponent is
storage-bounded, and can only examine a delta fraction of the bits
of R.

Let’s take an example. I want to send B a document X containing
227 bits, about 100 Mb. With the classic OTP I would have to share
with B a random string (the key) of 100 Mb. Instead, I apply
Maurer’s method assuming m = 40 and T = 1010. Suppose that
opponent’s limit forces him to examine no more than 1/3 of R,
i.e. delta = 1/3. I create a secret key Z, which will be about 1328
bits long, as m log2(T ) ≈ 1328. I share Z with B, and send the
encrypted text C. By intercepting C, the opponent cannot have any
information about X, with probability 1− 227(1/3)40 = 1− 10−11.

Mauer’s idea was revived, modified and perfected by Rabin and
others, see [28], [82], [88].

In [88] the short key dream is essentially fulfilled. The final key,
which complies with Shannon’s requirements, is created through
an ingenious process of manufacturing intermediate keys. With an
iterative method, the author shows that the relationship between
key length and data can be made as small as desired, at the cost
of increased computational complexity. So, surprisingly, the birth
of quantum computers or other extremely powerful devices will not
facilitate the breaking of the code (which is impossible, as we know)
but will make the encoding of messages with OTP very fast, and
the key very short!

5. The Need for Randomness

We need randomness in everyday life. Pizza or pasta tonight? We
flip a coin, or do odds and evens. As Hayes says in [47], there is
a real Randomness Industry. Inside each slot machine there is a
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special chip that continuously calculates random numbers. Immense
amounts of random numbers are used every second around the world
in video games, simulations, optimization algorithms, probabilistic
algorithms, Monte Carlo methods and, we know, cryptography.

Any cryptographic system requires the use of keys. A sure rule is
that there are no secure systems with keys that are too short, for
the simple reason that, if the key is n bits long, with a brute force
attack it is enough to find all 2n keys. On the other hand, with a key
of a few hundred bits we would like to encrypt messages of many
thousands of bits.

We limit ourselves in this survey to stream codes, direct emana-
tions of our OTP, which can be considered their prototype.

It is important to note that many block ciphers, for example
AES, can be used as stream codes, using techniques such as Output
Feedback (OFB) and others, recommended by NIST ( [32], [33]).

In general, the encoding in a stream code occurs exactly as in
OTP. We have a stream of binary messages m1, ..,mt, .. and keys
k1, .., kt.., we get a stream of encrypted messages cj = mj ⊕ kj.

The key stream is generated from an initial secret and, of course,
random key K. If A and B want to communicate, they share K
and both generate the same key stream. For reference texts see [86]
and [55].

During the 10th International Conference on the Theory and
Application of Cryptology and Information Security (2004), Adi
Shamir gave a lecture entitled Stream Ciphers: Dead or Alive?
( [91]). In his presentation, Shamir talked about a decline of stream
ciphers, unlikely to be reversed in the near future. However, the
author highlighted two particular areas, in which stream ciphers
could have maintained priority. He said “I believe that stream ciphers
will remain competitive in two types of applications: a) hardware
oriented scheme with exceptionally small footprint (gates, power
consumption, etc) b) software oriented scheme with exceptionally
high speed”

These considerations sparked a lively discussion and in the same
year (2004) eSTREAM: the ECRYPT Stream Cipher Project was
launched. The competition ended in 2008. A full description of the
finalists can be found in this book [84]. For a survey on stream
ciphers see [50].

The research focuses on particularly fast or light stream codes.
Among the fastest codes there are Rabbit ( [16]) and Salsa family

( [14], [73]).
Lightweight Cryptographic Algorithms are increasingly important
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in the IoT. They are especially needed when dealing with small
medical implants, battery-powered handheld devices, embedded
systems, RFID and Sensor Networks, see Nist Internal Report [69].
A detailed study of Low Energy Stream Ciphers is here [7].

Everything we have seen requires the use of random bit strings.

6. Randomness

Let us begin by remarking that these bit (or number) sequences
are produced by programs running on ordinary computers, and are
therefore completely deterministic.

Calling them random seems strange. In fact they are said pseu-
do random. Their generators are called PRNG, Pseudo Random
Number Generators.

Thousands of articles have been and will be written about them
( [12]).

What do we mean by a random sequence?
Goldreich, in [44], summarizes the basic concepts of the three

main theories very well.

a) In his Information Theory (1948) Shannon characterizes per-
fect randomness as the extreme case in which the string of
symbols does not contain any redundancy, i.e. there is a
maximum amount of information.

b) Solomonov (1960), Kolmogorov (1963) and Chaitin (1965),
founded the second, computational theory. The complexity
of a string is essentially the length of the smallest program
that can generate it. In essence, if a string is truly random, a
program must contain it in order to express it.

c) Blum, Goldwasser, Micali and Yao began, in the years 1982−
84, the third theory which pays attention to the actual compu-
tation. A sequence is random if we do not have computational
procedures to distinguish it from a uniform distribution.

Chaitin-Kolmogorov’s theory is fascinating, because it makes it
possible to deal with the randomness of a single string, without
resorting to any probability distribution ( [22], [19], [62], [30], [93],
[37]).

According to it we see that three concepts are essentially equiva-
lent: randomness, incompressibility and unpredictability.
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This is also in accordance with our intuition. A random event
cannot be predictable, and in order to compress a string of bits it
needs to have some regularity.

There are many efficient compression algorithms available today.
The compressed text is expected to approach a random text. In this
context, some compressors are studied in [56], and it is proved that
arithmetic coding seems to produce perfectly random output.

If we delve into the subject, several surprises await us.

7. Incompressibility

We say that a string of n bits is c-incompressible if it cannot be
compressed more than c bits. A simple counting argument ( [62], p.
117) shows that there are at least 2n − 2n−c + 1 c-incompressible
strings. So there is at least one n-bit string that cannot be compres-
sed even by one bit, at least half of the strings are 1-incompressible,
the three quarts are 2-incompressible and so on.

The extreme majority of strings are very little compressible, and
therefore highly random!

Can any relationship exist between the infinity of prime numbers
and the incompressibility of information?

There are many different proofs of the infinity of primes. Often
they are based on the fact that if the primes were finite, something
would happen which is false. We have also made one [21]. If primes
were finite, N would be a field!

A proof I love is due to Chaitin (see [19] p. 361). If primes were
finite, almost everything would be compressible.

Suppose there are only k primes, p1, p2, ..., pk. Given an integer
N > 1, by the unique factorization theorem, we will have

N = pe11 p
e2
2 · · · p

ek
k

Clearly we have k ≤ log2N and ∀i, ei ≤ log2N .

The number N is identified precisely by the string of exponents
e1, ..., ek. These exponents are integers ≤ log2N and can therefore
be expressed (each) by log2 log2N bits.

In conclusion, every integer N can be expressed by

k log2 log2N (10)

bits.
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Let us take a string M containing m bits. This uniquely identifies
an integer N of m bits, of order 2m.

By (10) N , and hence M , is determined by a string of k log2m
bits.

There exists m0 such that

∀m > m0 m > k log2m

From this we deduce that all sufficiently long bit strings are
compressible!

But we know very well that this is not true.
What if we insist on compressing everything?
Of course this is possible, if we accept that we cannot go back,

that we lose information. For example, given a message M of n bits,
with n large, we can decide to take the first 128 bits of M. This does
not seem very useful.

However, it would be convenient to create, for each message M of
length n, a kind of 128-bit fingerprint, which would uniquely identify
it. This is clearly impossible, if n > 128, but hashing techniques try
to come close to this dream.

Hash functions are very important in cryptography. A hash func-
tion H transforms a message M of any length n into a string of fixed
length m. Typically m is 128 or 256.

A cryptographic hash function H must satisfy two conditions:
- given y = H(x) it must be computationally difficult to find x
- it must be computationally difficult to determine x and x′ such

that H(x) = H(x′)
Two other properties, not easily formalized, are required in

practice.
The hash H(x) must appear random (here we go again) even if

H is perfectly deterministic. It is also required that H is sensitive
to initial conditions. In the sense that, if we change a single bit in
x, about half of the bits of H(x) change.

Hash functions are public and intensively used, see Ch. 9 of [34],
Ch. 7 of [49].

Hash functions have a thousand uses, ranging from database
indexing to electronic signature (it is much faster to sign H(M)
than M). They are used in many cryptographic protocols, such as
bit commitment and password management. Precisely in this last
area we have patented a system that contains a rather interesting
hash function,based on the Chinese Remainder Theorem ( [81]).
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As is known, bitcoin was introduced by Satoshi Nakamoto in 2008
( [75]). Hash functions are the real engine of the so-called mining
that bitcoin uses: one must find an x such that H(x) ≤ t, where t
is a target 256 bits string, see Ch. 2 of [27] and 10.5 of [49]. Thanks
to bitcoins, through hash functions, randomness passes directly
into the economy, and earning capital becomes a worldwide lottery.
Bitcoin mining involves an enormous consumption of energy. For an
in-depth analysis of the impact of bitcoins on the economy and the
environment, see [5].

8. Unpredictability

We say that a sequence of bits S = (bn) is unpredictable if it passes
the next bit test ( [58], §6.1), i.e. if there is no polynomial time
algorithm which, receiving the first n− 1 bits of S as input, returns
the nth bit with probability p > 1/2.

In a truly masterful article ( [15]) L. Blum, M.Blum and M. Shub
examined the predictability of two PRNG.

One of them is the quadratic generator.
Let N = pq, where p, q are primes congruent to 3 modulo 4. We

choose an integer x0, the seed.
Then we produce the sequence

xn+1 = x2
n mod N

The random bit sequence generated is bn = xn mod 2.
The authors prove that the sequence bn is unpredictable, as long

as you don’t know how to factor N .
In their article BBS studied a second generator, besides the

quadratic one, the 1/P generator, which is truly remarkable.
P is a prime number, and b is a basis. If b generates the multipli-

cative group Z∗P , the expression of 1/P in base b has period P − 1.
We can thus obtain very large periods, since today it is easy to find
prime numbers with hundreds of digits.

If b generates Z∗P , you get long strings of b−digits, which pass
the statistical tests with good results.

Surprisingly BBS show that the 1/P generator is easily predic-
table: in fact it is sufficient to know 2l consecutive digits (where l
is the length of P in the base b) to deduce the entire period. The
method is based on continued fractions.

In general, the length of the period alone does not guarantee
security. For example the Mersenne Twister has a huge period,



OTP and the Short Key Dream 113

219937 − 1 but, as stated by the authors themselves (see ( [67])), it
is not suitable for cryptographic purposes: indeed the output of the
algorithm becomes a linear recurring sequence by applying a simple
linear transformation.

In prediction problems, it is natural to use Soft Computing or
Artificial Intelligence techniques.

A few years ago, with Mario Giacobini and Pierre Liardet ( [20]),
we studied the prediction capabilities of Finite State Automata
(FSA), evolving populations of automata using Genetic Algorithms.

The underlying idea was to use the evolutive ability of prediction
of the algorithm to get measures of the randomness of the sequence.
Among other things we found that

- the evolved prediction skills are in inverse proportion to the
period length of the considered sequence;

- the evolution of FSAs prediction skills seems to be directly
linked to the linear complexity of the sequences considered.

These last two conclusions make us hope that the evolution of
FSAs could be used as a measure of the randomness character of a
binary string.

In ( [95]) T. Smith considers automata of different types for the
prediction of infinite strings with various types of periodicity.

These machines, called predictors, can have multiple heads that
at each step move along the assigned infinite sequence, read the
symbol, change state and make a guess about the next symbol
before it appears. This interesting paper describes new prediction
algorithms for the classes of purely periodic, ultimately periodic,
and multilinear words.

The sequence of the digits of Pi (in any basis) is believed to
be random (see §10). Therefore, the results of Fa and Wang are
surprising. In ( [35]) Fenglei Fa and Ge Wang use Neural Networks
to make predictions on the bits of Pi. Their neural networks predict
the next bit (of 6 bit strings) with probability > 1/2.

The authors also apply the method to strings generated by PRNG.
They conclude that neural networks, even very simple ones, can
extract useful information for prediction from the data (if we are
not in the presence of maximum entropy, or total disorder).

In the remarkable article by Taketa et al. [97] it is observed
that neural networks learn to predict the next bit with a particular
sensitivity to the linear complexity of the sequence.

The field of machine learning in pseudorandom sequence predic-
tion is just beginning and is truly fascinating.
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9. Pseudo Random Number Generators

Most of us would like to have a TRNG (Truly Random Number
Generator) available. On the net there are several sources, see
www.random.org. A now classic is www.fourmilab.ch/hotbits: Hot-
Bits are generated by timing successive pairs of radioactive decays
detected by a Geiger-Müller tube interfaced to a computer.

This may not necessarily be the best choice. As Donald Knuth
observes in [59] p. 145, "a truly random sequence will exhibit local
nonrandomness"; there will certainly be, for example, sequences
consisting of a million consecutive zeros. OTP would send a million
bits as plain text!

Here, as we said, we make do with PRNGs.
At the beginning of the chapter on random numbers (now a

classic of the subject, recommended to all), Knuth recalls a fact
from his youth. He built a very complicated algorithm to generate
random sequences. Unfortunately when it was activated on the
computer, sequences were observed that were repeated with a very
short period! This is Knuth’s ( [59], p.5) conclusion:

“The moral of this story is that random numbers should not be
generated with a method chosen at random. Some theory should be
used. ”

Theory, examples and applications can be found here: [34] Ch.
12, [51] and [58].

[51] is particularly suitable for engineers and programmers,
and also contains valuable information on the actual use of many
programs.

Also in [58] there is a particular attention to programming. It is
a very well written text, rich in content. I found enjoyable the use
of the Monty Hall Dilemma ( [72], Ch.3) which is proposed, with
C-code and concrete examples, as a test of randomness!

Cryptography requires random sequences of a particular type: see
the overview [66] which states that one of the most important cha-
racteristics is that of unpredictability. In the survey [3], in addition
to these problems, quasi-random numbers are also considered.

In practice it is not possible to know a priori the qualities of a
PRNG, it must be subjected to batteries of randomness tests. Many
of them are currently in use, we quote Ent, Diehard, NIST, TestU01.
See [58] Ch. 4, [51] Ch. 8− 11, the important article of Shen [94]
and the recent ACM recommendations [63].

https://www.random.org/
https://www.fourmilab.ch/hotbits/
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10. Irrational Randomness

As we saw in §4, talking about DNA and the ideas of Mauer and
others, OTP can be realized starting from a large and public database
of random bits (or numbers). If really big, we wouldn’t even need to
change it. Users only need to share the access points and formatting
algorithms. This is a great idea, and it is revived periodically, in
ever new ways.

In [24] the author wonders if it would be better to extract rather
than expand. The classical OTP is revisited, then the expansion
paradigm is compared to the idea of extraction. Users A and B only
need to share a "mother pad". Gualtieri in [46] suggests using the
sequence of the digits of Pi. Naturally then each author proposes
his own method to manage the common source of randomness.

But are Pi’s digits really random? Marsaglia’s authoritative opi-
nion is positive, see [64] and [65]. There has been much debate on
the question, see for example [41], [6] and [42]. Empirically π seems
to pass all tests of randomness ( [71]).

We try to understand how random π is also in a qualitative way,
mainly visual, look at the beautiful Walking on real numbers ( [4]).
π is indistinguishable from the sequences generated by PRNG even
in the fractals produced by Chaos Games ( [89]). It seems that the
first to walk on the π digits was Venn ( [101]). Pi was developed
in base 8, and each digit 0, .., 7 was associated with a direction. Of
course numbers other than π can be used, we have uncountable
choices! Venn’s idea is used below to see the first 4000 digits of π, e
and cos(1) (left to right)

, ,

I believe that visualizing the numbers in a meaningful way is a very
important project to pursue, we are only at the beginning of a great
adventure!
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To conclude, we can say that the Short Key Dream can also be
realized in a different way: just whisper in your friend’s ear (assuming
the necessary technical details have been shared) "cos(5)".
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[5] Badea M., Mungiu-Pupǎzan M. C., The Economic and Environ-
mental Impact of Bitcoin, in IEEE Access, Vol. 9, p. 48091− 48104
(2021).

[6] Bailey D. H., Borwein J. M., Brent R. P., Reisi M., Reproducibility
in Computational Science: A Case Study: Randomness of the Digits
of Pi, Experimental Mathematics, Vol. 26, 298− 305 (2017).

[7] Banik S. et al., Towards Low Energy Stream Ciphers, IACR Tran-
sactions on Symmetric Cryptology, Vol. 2018, No. 2, p. 1 − 19
(2018).

[8] Bauer C. P., Secret History: The Story of Cryptology, CRC Press
(2013).

[9] Bauer C. P., Unsolved!, Princeton University Press (2017).
[10] Bauer F. L., Decrypted Secrets, Methods and Maxims of

Cryptology, Springer (2007).
[11] Bazeer Ahamed B., Krishnamoorthy M., SMS Encryption and De-

cryption Using Modified Vigener Cipher Algorithm, Journal of the
Operations Research Society of China (2020).

[12] Beebe N. F. H., A Bibliography of Pseudorandom Number Genera-
tion, Sampling, Selection, Distribution, and Testing, University of
Utah, Department of Mathematics (2019).

117



118 Bibliografia

[13] Bellovin S. M., Frank Miller: Inventor of the One-Time Pad,
Cryptologia, Vol. 35, p. 203− 222 (2011).

[14] Bernstein D. J., The Salsa20 family of stream ciphers, Lecture Notes
in Computer Science, Vol. 4986, p. 84− 97 (2008).

[15] Blum L., Blum M., Shub M., A Simple Unpredictable Pseudo-
Random Number Generator, SIAM J. Comput., Vol. 15, p. 364−383
(1986).

[16] Boesgaard M., Vesterager M., Pedersen T., ChristiansenJ., Sca-
venius O., Rabbit: A New High-Performance Stream Cipher, T.
Johansson (Ed.): FSE 2003, LNCS 2887, p. 307− 329 (2003).

[17] Borda M. E., Tornea O., DNA Secret Writing Techniques, 8th
International Conference on Communications, p. 451− 456 (2010).

[18] Borda M. E., Tornea O., Terebes, R., Malutan, R.,New DNA Ba-
sed Random Sequence Generation and OTP Encryption Systems for
Transmission and Storage, Proceedings of 2013 International Confe-
rence on Security for Information Technology and Communications
(SECITC) (2013).

[19] Calude C. S., Information and randomness: an algorithmic
perspective, Springer Science & Business Media (2002).

[20] Cerruti U., Giacobini M., Liardet P., Prediction of Binary Sequen-
ces by Evolving Finite State Machines, In: Collet P., Fonlupt C.,
Hao JK., Lutton E., Schoenauer M. (eds) Artificial Evolution. EA
2001. Lecture Notes in Computer Science, vol 2310. Springer, Berlin,
Heidelberg (2002).

[21] Cerruti U., Murru M., If the Primes are Finite, Then All of Them
Divide the Number One, American Mathematical Monthly, Vol.124,
p. 969 (2017).

[22] Chaitin G., Algorithmic Information Theory, Cambridge University
Press (1990).

[23] Christensen C., Review of IEEE Mileston eAward to the Polish
Cipher Bureau for The First Breaking of Enigma Code, Cryptologia,
Vol. 39, p. 178− 193 (2015).

[24] Coluccia A., Rethinking Stream Ciphers: Can Extracting be Better
than Expanding?, Wireless Pers Commun Vol. 73, p. 77−94 (2013).

[25] Cooper S. B., Van Leeuwen J. (editors), Alan Turing, His Work and
Impact, Elsevier (2013).

[26] David R., Măluţan R., Borda M., TLS protocol: Improving using
ElGamal elliptic curves and one-time-pad, 11th International Sym-
posium on Electronics and Telecommunications (ISETC), p. 1 − 4
(2014).



Bibliografia 119

[27] Dhillon V., Metcalf D., Hooper M., Blockchain Enabled
Applications, Apress, Berkeley, CA, Second Edition (2021).

[28] Ding Y. Z., Rabin M. O., Hyper-Encryption and Everlasting Securi-
ty, Annual Symposium on Theoretical Aspects of Computer Science,
STACS 2002 (LNCS 2285), p. 1− 26.

[29] Dooley J. F., History of Cryptography and Cryptanalysis, Springer
(2018).

[30] Downey R. G., Hirschfeldt D. R., Algorithmic Randomness and
Complexity, Springer Science & Business Media (2010).

[31] Dureha A., Kaur A., A Generic Genetic Algorithm to Automate
an Attack on Classical Ciphers, International Journal of Computer
Applications, Vol. 64, p. 20− 25 (2013).

[32] Dworkin M., Recommendation for Block 2001 Edition Cipher
Modes of Operation, Methods and Techniques, NIST Special
Publication 800− 38A Recommendation for Block 2001 Edition.

[33] Dworkin M., Recommendation for Block Cipher Modes of Opera-
tion: Three Variants of Ciphertext Stealing for CBC Mode, NIST
Special Publication SP800− 38A Addendum Recommendation for
Block 2010 Edition.

[34] Easttom W., Modern Cryptography, Springer (2021).
[35] Fan F., Wang G., Learning from Pseudo-Randomness With an

Artificial Neural Network - Does God Play Pseudo-Dice? https:
//ieeexplore.ieee.org/document/8350369IEEE Access (2018).
ì

[36] Floyd J., Bokulich A. (editors), Philosophical Explorations of the
Legacy of Alan Turing, Springer (2017).

[37] Franklin J. N., Porter C. P. (editors), Algorithmic Randomness:
Progress and Prospects, Cambridge University Press, Lecture Notes
in Logic Vol. 50 (2020).

[38] Friedman W., The Index of Coincidence and its Applications in
Cryptography, Riverbank Laboratories, Geneva (1922).

[39] Gagniuc P., Cristea P. D., Tuduce R., Ionescu-Tírgovişte C., Gavri-
la L., Dna patterns and evolutionary signatures obtained through
Kappa Index of Coincidence, Rev. Roum. Sci. Techn. Électrotechn.
et Énerg., Vol. 57, p. 100− 109 (2012).

[40] Gahani A., LaBean T., Raif J., DNA-based Cryptography, in Aspec-
ts of Molecular Computing, Lecture Notes in Computer Science
2950, p. 167− 188 (2005).

[41] Ganz R. E., The Decimal Expansion of π Is Not Statistically
Random, Experimental Mathematics, Vol. 23, p. 99− 104 (2014).

https://ieeexplore.ieee.org/document/8350369
https://ieeexplore.ieee.org/document/8350369


120 Bibliografia

[42] Ganz R. E., Reply to Reproducibility in Computational Science:
A Case Study: Randomness of the Digits of Pi? [Bailey et al. 17],
Experimental Mathematics, Vol. 26, p. 303− 307 (2017).

[43] Goldman I. L., William Friedman, Geneticist Turned Cryptogra-
pher, Genetics, Vol. 206, p. 1− 8 (2017).

[44] Goldreich O., On the Impact of Cryptography on Complexity Theo-
ry, Department of Computer Science, Weizmann Institute of Science
(2019).

[45] Gros̆ek O., Antal E., Fabs̆ic̆ T., Remarks on breaking the Vigenère
autokey cipher, Cryptologia, Vol. 43, p. 486− 496, (2019).

[46] Gualtieri D., One-Time Pads from the Digits of π
https://arxiv.org/abs/2103.08783 (2021).

[47] Hayes B., Computing Science: Randomness as a Resource, Ame-
rican Scientist, Vol. 89, p. 300 − 304, (2001)arXiv:1907.03251v1
(2019).

[48] Hilton R., Automated cryptanalysis of monoalphabetic substitu-
tion ciphers using stochastic optimization algorithms, PhD thesis,
Department of Computer Science and Engineering, University of
Colorado, Denver (2012).

[49] Hwang S. O., Kim I., Lee W. K., Modern Cryptography with Proof
Techniques and Implementations, CRC Press (2021).

[50] Jiao L., Hao Y. L., Feng D. G., Stream cipher designs: a review,
SCIENCE CHINA Information Sciences, Vol. 63, Issue 3 (2020).

[51] Johnston. D., Random Number Generators-Principles and Practi-
ces, Walter de Gruyter (2018).

[52] Khan D., The Codebrakers: The Story of Secret Writings, The
Macmillan Company (1967).

[53] Kenyon D., Weierud F., Enigma G: The counter Enigma,
Cryptologia, Vol. 44, p. 385− 420 (2020).

[54] Kihara M., Iriyama, S., Security and Performance of Single Sign-
On Based on One-Time Pad Algorithm, Cryptography, Vol. 4, 31
pages, doi:10.3390/cryptography4020016 (2020).

[55] Klein A., Stream Ciphers, Springer (2013).

[56] Klein S. T., Shapira D., On the Randomness of Compressed Data,
Information 11(4), 196 (2020).

[57] Klima R., Sigmon N., Cryptology Classical and Modern, CRC Press
(2019).

[58] Kneusel R. T., Random Numbers and Computers, Springer
International Publishing AG, part of Springer Nature (2018).

https://arxiv.org/abs/2103.08783
https://arxiv.org/abs/1907.03251


Bibliografia 121

[59] Knuth D. E.,The art of computer programming, volume 2:
Seminumerical algorithms, Addison-Wesley, Second Edition (1981).

[60] Lewand R. E., Cryptological Mathematics, The Mathematical
Association of America (2000).

[61] Li G., Zhang Z., Zhang J., Hu A., Encrypting Wireless Communica-
tions On the Fly Using One-Time Pad and Key Generation, IEEE
Internet of Things Journal, Vol. 8, p. 357− 369 (2021).

[62] Li M., Vitáni P., An Introduction to Kolmogorov Complexity and
Its Applications, Springer (2008).

[63] Luengo E. A., Villalba L. J. G., Recommendations on Statisti-
cal Randomness Test Batteries for Cryptographic Purposes, ACM
Comput. Surv. 54, 4, Article 80 (2021), 34 pages.

[64] Marsaglia G., On the Randomness of Pi and Other Decimal
Expansions, InterStat (2005).

[65] Marsaglia G., Refutation of claims such as “Pi is less random than
we thought ”, InterStat (2006).

[66] Marton K., Suciu A., Ignat I., Randomness in Digital Crypto-
graphy: A Survey, Romanian Journal of Information Science and
Technology, Vol. 13, p. 219− 240, (2010).

[67] Matsumoto M., Nishimura T. Mersenne Twister: A 623-
Dimensionally Equidistributed Uniform Pseudo-Random Num-
ber Generator, ACM Transactions on Modeling and Computer
Simulation, Vol. 8, p. 3− 30 (1988).

[68] Mauer U. M., Conditionally-Perfect Secrecy and a Provably-Secure
Randomized Cipher, J. Cryptology, Vol. 5, p. 53− 66 (1992).

[69] McKay K. A., Bassham L., Turan M. S., Mouha N., Report on
Lightweight Cryptography, NIST Internal Report 8114 (2017).

[70] Megyesi B.(editor), Proceedings of the 3rd International Conferen-
ce on Historical Cryptology HistoCrypt 2020, NEALT Proceedings
series 44, Linköping Electronic Conference Proceedings, No. 171
(2020).

[71] Mitsui T., The Number π as a Pseudo-Random Number Generator,
The Science and engineering review of Doshisha University, Vol. 49,
p. 160− 168 (2008).

[72] Mlodinow M., The Drunkard’s Walk: How Randomness Rules Our
Lives, Vintage (2009).

[73] Muhammad F., Ahendyarti C., Masjudin, Chacha stream cipher
implementation for network security in wireless sensor network,
Broad Exposure to Science and Technology 2019 (BEST2019), IOP



122 Bibliografia

Conference Series: Materials Science and Engineering Vol. 673, p.
487− 492 (2019).

[74] Nagaraj N., Vaidya V., Vaidya P. G., Re-visiting the One-Time Pad,
International Journal of Network Security, Vol.6, p. 94−102 (2008).

[75] Nakamoto S., Bitcoin: A Peer-to-Peer Electronic Cash System.

[76] Omolara A. E., Jantan A., Abiodun O. I., Arshad H. An Enhan-
ced Practical Difficulty of One-Time Pad Algorithm Resolving the
Key Management and Distribution Problem, Proceedings of the In-
ternational MultiConference of Engineers and Computer Scientists
(2018) Vol I.

[77] Ostwald O., Weierud A., History and Modern Cryptanalysis of
Enigma’s Pluggable Reflector, Cryptologia, Vol. 40, p. 70 − 91
(2016).

[78] Ostwald O., Weierud A., Modern breaking of Enigma ciphertexts,
Cryptologia, Vol. 41, p. 395− 421 (2017).

[79] Park S., Kim J., Cho K., Yum D. H. Finding the key length of a
Vigenère cipher: How to improve the twist algorithm, Cryptologia,
Vol. 44, p. 197− 204 (2020).

[80] Peng W., Cui S., Song C., One-timepad cipher algorithm based
on confusion mapping and DNA storage technology,PLoS ONE
16(1):e0245506 (2021).

[81] Perna A., Abrate M., Barbero S., Cerruti U., Murru N., Method
for the management of virtual objects corresponding to real ob-
jects, corresponding system and computer program product, https:
//patents.justia.com/patent/20170371950.

[82] Rabin M. O., Provably Unbreakable Hyper-Encryption In the Limi-
ted Access Model, IEEE Information Theory Workshop on Theory
and Practice in Information-Theoretic Security, 34− 37 (2005).

[83] Reeds J., William F. Friedman’s Transcription of the Voynich
Manuscript, Cryptologia, Volume 19, p. 1− 23, (1995).

[84] Robshaw M., Billet O. (editors), New Stream Cipher Designs,
Lecture Notes in Computer Science, Vol. 4986 (2008).

[85] Rubin F., One Time Pad Cryptography, Cryptologia, Vol. 20, p.
359− 364 (1996).

[86] Rueppel R. A. Analysis and Design of Stream Ciphers, Springer
(1986).

[87] Sabonchi A. K. S., Akay B., A Binomial Crossover Based Artificial
Bee Colony Algorithm for Cryptanalysis of Polyalphabetic Cipher,
Tehnic̆ki vjesnik, Vol. 27, p. 1825− 1835 (2020).

https://bitcoin.org/bitcoin.pdf
https://patents.justia.com/patent/20170371950
https://patents.justia.com/patent/20170371950


Bibliografia 123

[88] Sadjadpour H. R., On the Shannon Perfect Secrecy Result, 14th
International Conference on Signal Processing and Communication
Systems (ICSPCS), 1− 8, (2020).

[89] Salau T. A. O„ Ajide O. O., Comparative Analyses of Iterative-
ly Generated Fractals: The Cases of Two ?Chaos Game? Options,
American Journal of Engineering Research, Vol. 6, p. 174 − 178
(2017).

[90] Schrödel T., Breaking Short Vigenère Ciphers, Cryptologia, Vol. 32,
p. 334− 347 (2008).

[91] Shamir A., Stream Ciphers: Dead or Alive?, In: Lee P.J. (eds)
Advances in Cryptology - ASIACRYPT (2004). Lecture Notes in
Computer Science, Vol. 3329. p. 78. Springer, Berlin, Heidelberg.

[92] Shannon C., Communication Theory of Secrecy Systems, Bell
System Technical Journal, Vol. 28, p. 656− 715 (1949).

[93] Shen, A., Uspensky, V. A., Vereshchagin, N., Kolmogorov complexi-
ty and algorithmic randomness, American Mathematical Soc., Vol.
220 (2017).

[94] Shen A., Randomness Tests: Theory and Practice, in Fields of Logic
and Computation III, LNCS 12180, p. 258− 290 (2020).

[95] Smith T., Prediction of infinite words with automata, Theory of
Computing Systems, Vol. 62, p. 653− 681 (2018).
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