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Preface

This thesis, “Synergies between Effective-One-Body Models and Numerical Relativity
Simulations for Noncircularized Black Hole Binaries”, is based on results concerning the
modelization of noncircularized black hole binaries with the effective-one-body (EOB)
approach completed and improved with numerical methods. The first two chapters of
this manuscript are an introduction to the original results, which will be presented start-
ing from the third chapter. Since this work is a collection of published results, many
discussions are taken, mutatis mutandis, from the original references [1–7]. The papers
on which this thesis is based are listed below in chronological order. The original results
here presented were achieved in collaboration with other researchers. More specifically,
the analytical results were achieved mainly in collaboration with my supervisor, Dr.
Alessandro Nagar, and another researcher, Dr. Andrea Placidi, who was a Ph.D. student
at the University of Perugia when we authored the articles on the 2PN noncircular cor-
rections [3–5]. The numerical results stem from a collaboration with the research group
of Prof. Sebastiano Bernuzzi, from the University of Jena. During my Ph.D. I have also
contributed to other projects [8–14], but these results will not be discussed in detail in
this thesis.
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A. Font, William Cook, Boris Daszuta, Francesco Zappa, and David Radice

Preprint: arXiv:2307.08697

3

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.105.104031
https://arxiv.org/abs/2202.10063
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.105.L121503
https://arxiv.org/abs/2203.16286
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.108.084037
https://arxiv.org/abs/2305.19336
https://arxiv.org/abs/2307.08697


Contents

Introduction 7

1 Gravitational perturbations and test masses 9
1.1 Linear perturbations on a Minkowskian background . . . . . . . . . . . . 10
1.2 Gravitational wave multipoles and radiation . . . . . . . . . . . . . . . . 12
1.3 Linear perturbations of Schwarzschild spacetime . . . . . . . . . . . . . . 15
1.4 Linear perturbations of Kerr spacetime . . . . . . . . . . . . . . . . . . . 19
1.5 Numerical solutions in the time-domain . . . . . . . . . . . . . . . . . . . 22

1.5.1 RWZHyp: Regge-Wheeler and Zerilli equations . . . . . . . . . . . . 23
1.5.2 Teukode : Teukolsky equation . . . . . . . . . . . . . . . . . . . . 24

1.6 Time-like geodesics in black hole geometries . . . . . . . . . . . . . . . . 24
1.6.1 Integrals of motion in Kerr spacetime . . . . . . . . . . . . . . . . 24
1.6.2 Hamiltonian of a test mass . . . . . . . . . . . . . . . . . . . . . . 26

2 Coalescence of binary black holes 28
2.1 Approaches to the relativistic two-body problem . . . . . . . . . . . . . . 28
2.2 Effective-one-body approach . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3 The effective-one-body model TEOBResumS . . . . . . . . . . . . . . . . . 32

2.3.1 Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2 Inspiral Waveform . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.3 Radiation reaction . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.4 Numerical completion for the radiation . . . . . . . . . . . . . . . 39
2.3.5 Summary and test mass limit . . . . . . . . . . . . . . . . . . . . 41

2.4 Numerical Relativity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.1 3+1 decomposition of General Relativity . . . . . . . . . . . . . . 42
2.4.2 Global quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.3 Initial data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.4 Gauge conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.5 Free evolution schemes . . . . . . . . . . . . . . . . . . . . . . . . 47

3 Eccentric dynamics and inspirals in the test mass limit 50
3.1 Kerr planar orbits and eccentricity . . . . . . . . . . . . . . . . . . . . . 51
3.2 Waveform and fluxes from eccentric geodesics . . . . . . . . . . . . . . . 54

3.2.1 Numerical test mass waveforms . . . . . . . . . . . . . . . . . . . 54
3.2.2 Analytical improvements in the circular sector . . . . . . . . . . . 57
3.2.3 Generic Newtonian prefactor: waveform . . . . . . . . . . . . . . 58
3.2.4 Generic Newtonian prefactor: fluxes . . . . . . . . . . . . . . . . . 61

3.3 Non-conservative eccentric dynamics . . . . . . . . . . . . . . . . . . . . 65

4



3.3.1 A simple ringdown model . . . . . . . . . . . . . . . . . . . . . . 65
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4 Noncircular 2PN corrections 69
4.1 Instantaneous and hereditary corrections . . . . . . . . . . . . . . . . . . 69

4.1.1 Instantaneous contributions . . . . . . . . . . . . . . . . . . . . . 70
4.1.2 Hereditary contributions . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.3 Factorization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.1.4 Resummation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.1.5 Compensation between instantaneous and tail terms . . . . . . . . 80
4.1.6 Higher modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.1.7 Comparison with other factorization schemes . . . . . . . . . . . . 83
4.1.8 An alternative for m ̸= 0 modes: ṗr∗ . . . . . . . . . . . . . . . . 87
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Introduction

Following the landmark discovery of the gravitational wave (GW) event GW190514 [15],
subsequent years have witnessed the detection of numerous gravitational signals gener-
ated by the coalescence of compact binary objects [16–18], bringing gravitational wave
astronomy into its mature phase. While most detected events have been generated by
the coalescence of binary black holes, events resulting from binaries with neutron stars
can also produce an electromagnetic counterpart. A notable example is GW170817 [19],
which represents the first detected signal originating from a binary neutron star merger.
The kilonova generated by this coalescence has been observed by numerous observato-
ries [20, 21], marking the beginning of the multi-messenger astronomy era. Since the
sensitivity band of the interferometers is between 10 Hz and a few kHz, we are currently
able to detect signals generated by the last few orbits before merger, when the distance
between the compact objects is at most a few Schwarzschild radii. This means that
the gravitational waves that we observed were generated in extreme gravitational fields;
therefore, these events are of primary importance for studying the validity of general
relativity (GR) in the strong-field regime.

The data that have been collected in recent years by the LIGO-Virgo-KAGRA (LVK)
collaboration have opened a new window of investigation on the Universe, and more
interferometers will be built in the forthcoming years, allowing us to better understand
the weakest of the fundamental forces. In particular, many ground-based interferometers
are going to be built across the globe: LIGO-India [22, 23] in this decade, Einstein
Telescope [24, 25] and Cosmic Explorer [26] in the next decade. Future plans also include
space-based detectors, that will allow us to study GWs in sensitivity bands that are
not accessible from the Earth’s surface: the Laser Interferometer Space Antenna [27]
and TianQuin [28] will work in the [100µHz, 100mHz] band, while DECIGO [29] will be
sensitive from 0.1 to 10 Hz. Finally, nano-Hertz wavelengths can be studied with pulsar
timing arrays [30–36].

To fully exploit the opportunities provided by current and future detectors, accurate
waveform models for gravitational wave sources, compact binary coalescences in partic-
ular, are essential. The description of strong-gravitating systems requires the solution of
the Einstein Field Equations (EFE). However, the non-linearity and complex structure of
these equations rule out the possibility of exact analytical solutions for binaries, even in
the vacuum case. Consequently, the waveform models rely on analytical approximations
or numerical simulations. Both approaches are highly non-trivial and involve numerous
subtleties and difficulties, making them active areas of research. The synergy between
numerical and approximate analytical solutions is fundamental in constructing state-of-
the-art waveform models. Among the various analytical and semi-analytical approaches
used to study two-body problems, notable methods include the post-Newtonian (PN) [37–
41] and post-Minkowskian (PM) [42–46] expansions, whose synergies [47–50] are essential
to obtain effective-one-body (EOB) models [11, 51–60]. Other approaches include phe-
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nomenological models [61–68], and the gravitational self-force (GSF) approach [69–75].
On the numerical side, several research groups are currently able to generate waveform
catalogs by solving on supercomputers the EFE formulated in the 3+1 formalism [76–88].
We will delve into further detail about these methods in Chapter 2, focusing in particular
on EOB models and numerical relativity (NR) simulations.

The primary focus of the gravitational wave community has been on investigating
binaries in which two compact objects revolve around each other following quasi-circular
orbits. The adoption of the (quasi)-circular approximation is grounded in two princi-
pal rationales. First, studying binaries with quasi-circular orbits is easier than studying
generic orbits, both from analytical and numerical points of view. Second, the orbits of
the systems that we are currently able to detect are thought to become quasi-circular
by the time they enter the sensitivity band of our detectors. Indeed, over the course of
millions or even billions of years, these binaries, influenced by the emission of gravita-
tional waves, naturally tend to circularize their orbits. However, although less common,
eccentric and even hyperbolic orbits can occur in dense clusters [89–94] or due to the
perturbation caused by a third body [95]. Modeling these non-circularized systems has
garnered significant attention in recent years. In particular, the signal GW190521 [96]
might have been generated by this kind of systems, as shown by recent analysis [2, 97, 98],
even if its origin is still debated [99–101]. The description of eccentric and hyperbolic
black hole binaries also constitutes the main focus of this thesis. Specifically, we begin
our study by examining eccentric binaries in the test particle limit using numerical black
hole perturbation techniques and EOB models. We then argue that the EOB approach
can be used to describe comparable mass binaries with eccentric and hyperbolic orbits.

The thesis is structured as follows. In the first two chapters, we introduce well-known
methods and models used in the field of gravitational wave physics. In particular, in
Chapter 1 we begin by discussing gravitational waves in linearized theory and the motion
of massive particles in Kerr geometry, while in Chapter 2, we introduce the most used
analytical and numerical methods employed for the description of binary black holes. We
consider the EOB approach in Secs. 2.2 and 2.3, and briefly introduce numerical relativity
simulations in Sec. 2.4. From Chapter 3 we present original results. In particular, we
discuss the gravitational waves generated by the motion of a test particle along eccentric
orbits in the Kerr equatorial plane, discussing both geodesic and non-conservative dynam-
ics. We also discuss the analytical Newtonian noncircular prescription to be introduced in
the EOB radiation sector in order to faithfully reproduce the numerical results obtained
in linear perturbation theory. In Chapter 4, we extend these noncircular corrections of
the EOB radiation to the 2PN order and test their relevance, both in the test particle
limit and in the comparable mass case. In Chapter 5 we discuss in detail the transition
from the inspiral to plunge, merger, and ringdown of a test particle in Schwarzschild
spacetime. We conclude this thesis by discussing hyperbolic orbits in Chapter 6, focusing
in particular on the comparable mass case and presenting NR simulations of dynamical
captures and hyperbolic scatterings performed with the code GR-Athena++.
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Chapter 1

Gravitational perturbations and test
masses

When studying physical systems, it is always instructive to start from the simplest case
that one can think of. For this reason, before diving into the study of BBHs with compa-
rable masses, we will focus on test masses orbiting around, and thus perturbing, central
black holes. These systems are proxies of extreme mass ratio inspirals (EMRIs) [102], as-
trophysical binaries in which a stellar black hole orbits around a (super)massive black hole.
In this chapter, we discuss only linear-order perturbations, even if second-order terms
are thought to be essential for accurately describing these astrophysical systems [103].
Therefore, the goal of this chapter is to discuss the linearization of the GR equations on
a stationary background.

We begin by recalling that the Einstein Field Equations (EFE) read

Rµν −
1

2
Rgµν =

8πG

c4
Tµν , (1.1)

where gµν is the spacetime metric, Rµν is the Ricci tensor, R is the scalar curvature,
and Tµν is the stress-energy tensor. The term on the left-hand side (lhs) is also called
Einstein tensor and is denoted as Gµν ≡ Rµν − 1

2
Rgµν . In other words, on the lhs there is

the spacetime geometry, encoded in the metric tensor, while on the right-hand side (rhs)
there is the matter-energy distribution. In Eq. (1.1) we have written the speed of light in
vacuum c and the gravitational constant G explicitly, but in the following, we will always
use geometrized units (G = c = 1), if not specified otherwise. The Ricci tensor and scalar
are defined as Rµν = Rα

µαν and R = Rα
α , where Rλ

µνσ is the Riemann tensor and can be
written in terms of Christoffel symbols Γλµν

Rλ
µνσ = ∂νΓ

λ
µσ − ∂σΓλµν + ΓλανΓ

α
µσ − ΓλασΓ

α
µν , (1.2)

Γλµν =
1

2
gλα
(
∂µgαν + ∂νgµα − ∂αgµν

)
. (1.3)

We also recall that GR is invariant under the group of all possible coordinate trans-
formation. Under a generic diffeomorphism xµ → x′µ(x), a generic tensor T

µ1,...,µp
ν1,...,νq (x)

transforms as

T ′µ1,...,µp
ν1,...,νq

(x′) =
∂x′µ1

∂xα1
. . .

∂x′µp

∂xαp

∂xβ1

∂x′ν1
. . .

∂xβp

∂x′νp
T
α1,...,αp

β1,...,βq
(x). (1.4)

and therefore the metric, which is a 2-rank tensor, transforms as

gµν(x)→ g′µν(x
′) =

∂xα

∂x′µ
∂xβ

∂x′ν
gαβ(x). (1.5)
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The linearization problem is already non-trivial since the aforementioned coordinate
freedom of GR does not allow us to distinguish between physical perturbations and
perturbations produced by infinitesimal coordinate changes. To overcome this issue, one
can either fix the gauge or formulate the linear perturbation problem in a gauge-invariant
manner. To follow the latter approach, one has to find a way to define linear perturbations
of a background metric such that infinitesimal coordinate transformations xµ → xµ + ξµ

with |ξµ| ≪ 1 leave unchanged the perturbations. More precisely, given a tensor X
defined on a background metric ḡ, its perturbation δX transforms as δX → δX ′ =
δX + LξX, where Lξ is the Lie derivative along ξ in the metric ḡ. Then δX is gauge
invariant if and only if LξX = 0 (see also Lemma (2.1) and (2.2) of Ref. [104]). This
means that the construction of gauge invariant linear perturbation relies on background
symmetries. When discussing linear perturbation in Minkowski, we will see that if one
does not exploit background symmetries, then a gauge fixing is needed to isolate the
gravitational wave content. On the contrary, we will briefly see how to construct gauge
invariant perturbations when we consider Schwarzschild. Finally, for Kerr spacetime, it
is convenient to consider perturbations in the curvature rather than in the metric.

1.1 Linear perturbations on a Minkowskian back-

ground

We begin by considering linear perturbations in Minkowski spacetime, mainly following
Ref. [105]. Denoting the Minkowskian metric as η, we can write the total metric as

gµν = ηµν + hµν , (1.6)

where the symmetric tensor hµν is the coordinate-dependent perturbation, and |hµν | ≪ 1
in a certain reference frame for a sufficiently large region. Since the metric transforms ac-
cording to Eq. (1.5), we have that under the usual infinitesimal coordinate transformation
xµ → x′µ = xµ + ξµ, the metric perturbation transforms at linear order as

hµν → h′µν = hµν −
(
∂µξν + ∂νξµ

)
. (1.7)

Linearizing the Riemann tensor, we obtain the expression

Rµνρσ =
1

2

(
∂ν∂ρhµσ + ∂µ∂σhνρ − ∂µ∂ρhνσ − ∂ν∂σhµρ

)
, (1.8)

that is invariant under the transformation of Eq. (1.7). The linearized EFE can then be
written as

□h̄µν + ηµν∂
ρ∂σh̄ρσ − ∂ρ∂ν h̄µρ − ∂ρ∂µh̄νρ = −16πTµν , (1.9)

where we have introduced, for convenience, h̄µν = hµν − 1
2
hηµν , being h = hµµ the trace

of the perturbation. The transformation laws for h̄µν and its derivative are

h̄µν →h̄′µν = h̄µν − ξµν , (1.10)

∂ν h̄µν →
(
∂ν h̄µν

)′
= ∂ν h̄µν −□ξµ, (1.11)

where ξµν ≡
(
∂µξν + ∂νξµ − ηµν∂ρξρ

)
and□ = ∂µ∂µ is the (always invertible) d’Alembertian

operator in Minkowski spacetime. From these transformations, it follows that we can al-
ways impose the harmonic gauge condition

∂µh̄µν = 0. (1.12)
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Indeed, if we have ∂µh̄µν = fν(x) in a certain reference frame, we can always perform an
infinitesimal transformation that satisfies □ξµ = fµ(x) in order to get ∂µh̄′µν = 0. Thus,
we can exploit this property to remove four degrees of freedom and reduce the linearized
EFE to the simpler form

□h̄µν = −16πTµν . (1.13)

We have so far kept the stress-energy tensor, to highlight in the harmonic gauge it is
not necessary to consider a vanishing Tµν . However, we will now restrict ourselves to
the vacuum case Tµν = 0. We can thus perform another coordinate transformation
x′µ = xµ + ξ̄µ(x) with □ξ̄µ = 0. This transformation does not spoil the harmonic gauge
condition, nor the wave equation □h̄µν = 0, since □ξ̄µν = 0. We can thus choose ξ̄µ such
that

h0µ = hii = ∂jhij = 0. (1.14)

This is known as the transverse-traceless (TT) gauge and shows that the propagative GW
has only two degrees of freedom. In this gauge h̄µν = hµν , so that the vacuum-propagating
perturbation satisfies the typical d’Alembertian equation □hµν = 0. The simplest non-
trivial solution is thus a plane wave hµν = eµνe

ik·x, where eµν is the polarization tensor
and kµ =

(
ω
c
,k
)
. If we choose the z-axis as the propagation direction, we can write the

solution as

hTT
µν (t, z) =


0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0


µν

ei(ωt−kz). (1.15)

If we consider a waveform hµν in the harmonic gauge propagating in vacuum along the
direction n̂ = k/|k|, we can always define the symmetric transverse projector

Pij(n̂) = δij − ninj, (1.16)

and define the Lambda tensor as

Λij,kl(n̂) = PikPjl −
1

2
PijPkl. (1.17)

This object is a projector since1 Λij,klΛkl,mn = Λij,mn, it is transverse in all indices, e.g.
niΛij,kl = 0, it is traceless with respect to the pair-indices since Λii,kl = Λij,kk = 0, and it
is symmetric for (i, j)↔ (k, l) exchanges. Given the waveform in the Lorentz gauge, we
can obtain the spatial components of the perturbation in the TT-gauge as

hTT
ij = Λij,klhkl. (1.18)

The components h+ and h× are the amplitudes of the plus and cross polarizations. One
can easily verify that under a global rotation with angle θ, these components transform
as

h+ → h′+ = h+ cos 2θ − h× sin 2θ, (1.19)

h× → h′× = h+ sin 2θ + h× cos 2θ. (1.20)

1Note that since we are in Minkowski and we have chosen the signature (−,+,+,+), we can raise and
lower spatial indices as we like. Therefore, in expressions like Λij,klΛkl,mn = Λij,mn, the equal indices
are contracted even if they are both lower indices.
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We can also consider the complex combination h× ± ih+, which transforms according to

(h× ± ih+)→ e∓2iψ(h× ± ih+). (1.21)

The scalar h× − ih+ is the quantity that is usually decomposed in spherical tensor har-
monics with spin-weight -2. We will discuss this topic in more detail in the next section.

To conclude our brief discussion on linearized EFE in Minkowski, we observe that if
we consider two test masses initially at rest in the TT reference frame, then these two
masses remain at rest even after the passage of the GW. This can be seen considering
the geodesic equation

d2xσ

dλ2
+ Γσµν

dxµ

dλ

dxν

dλ
= 0, (1.22)

where λ is an affine parameter along the geodesic. If we parametrize the geodesic with
the proper time τ and specify the TT gauge, we have

d2xi

dτ 2

∣∣∣
τ=0

= −
[
Γiµν

dxµ

dτ

dxν

dτ

]
τ=0

= −

Γi00
(
dx0

dτ

)2

τ=0

, (1.23)

where we have used the fact that dxi/dτ = 0, by hypothesis. We can then linearize the
affine connection and get

Γρµν =
1

2
ηρσ
(
∂µhνσ + ∂νhµσ − ∂σhµν

)
, (1.24)

but since we are in TT gauge, we have h00 = 0 and h0i = 0. Therefore, from Eq. (1.23)
we have that the acceleration of the test masses is zero, so that they remain at rest
even after the arrival of the GW. This result does not mean that the passage of a GW
does not have physical effects, but is instead a consequence of our coordinate choice.
Indeed, if we compute the proper distance of two particles with initial separation L, we
get s =

√
L2 + hij(t)LiLj ≃ L+

LiLj

2L
hij(t), and thus the proper separation changes over

time due to GW passage.

1.2 Gravitational wave multipoles and radiation

To discuss GW multipoles, we continue to mostly follow Ref. [105]. When specifying the
TT gauge, we considered the vacuum linearized EFE, so we restricted our discussion to
the propagation of the perturbation. We now want to study the generation of GWs by
matter sources. We start with the linearized EFE in the harmonic gauge, as written in
Eq. (1.13). To solve this wave equation, it is possible to use Green’s functions. Since we
are dealing with a wave equation, the corresponding solution is the usual retarded Green
function. The solution to Eq. (1.13) is thus

h̄µν(x) = −16π
∫
d4x′G(x− x′)Tµν(x′) (1.25)

with

G
(
x− x′

)
= − 1

4π|x− x′|
δ(tret − t′), (1.26)

12



where tret is the retarded time t = t − |x − x′|. Assuming small velocities for motion
inside the source, a waveform propagating in the n̂ direction observed at a large distance
r is given by

hTT
ij (t,x) =

4G

rc4
Λij,kl(n̂)

(
Skl +

1

c
nmṠ

kl,m +
1

2c2
nmnpS̈

kl,mp + ...

)
ret

, (1.27)

where we have kept G and c explicit for clarity. The momenta in parenthesis are defined
in terms of the spatial stress-energy tensor T ij as

Sij(t) =

∫
d3xT ij(t,x), (1.28)

Sij,k(t) =

∫
d3xT ij(t,x)xk, (1.29)

Sij,kl(t) =

∫
d3xT ij(t,x)xkxl, (1.30)

· · ·

Similarly, one can define the momenta M , M i, M ij, etc. using T 00/c2, and P i, P i,j,
P i,jk, etc. using T 0i/c. From the conservation law ∂µT

µ0 = 0 and integrating over a large
volume V , one can write explicitly

Ṁ =
1

c

∫
V

d3x∂0T
00 = −1

c

∫
V

d3x∂iT
0i = −1

c

∫
∂V

dSiT 0i = 0, (1.31)

where Ṁ = ∂tM = c∂0M , and we have used the fact that T 0i is zero on the boundary of
V . Following a similar procedure, we can find

Ṁ i =
1

c

∫
V

d3x∂0T
00xi = −1

c

∫
V

d3x
(
∂jT

0j
)
xi (1.32)

=
1

c

∫
V

d3x
(
∂jx

i
)
T 0j = P i, (1.33)

and also Ṁ = P i,j + P j,i, Ṁ ijk = P i,jk + P j,ki + P k,ij, etc. Similarly, we can find the
conservation of linear momentum Ṗ i = 0, and then the relations Ṗ i,j = Sij, Ṗ i,jk =
Sij,k + Sik,j, etc. In addition, the angular momentum of the source is conserved because
Ṗ i,j − Ṗ j,i = Sij − Sji = 0. The conservation of mass and linear and angular momentum
is a consequence of the fact that we are in linearized theory; thus, the back-reaction on
the source due to GW emission is neglected. Using the relations found, we can easily
obtain higher-order time-derivatives of the S-momenta, obtaining in particular

Sij =
1

2
M̈ ij, (1.34)

Ṡij,k =
1

6

...
M

ijk
+

1

3

(
P̈ i,jk + P̈ j,ik − 2P̈ k,ij

)
. (1.35)

Looking at Eq. (1.27), the lowest order contribution to GWs is proportional to M̈ ij. We
further notice that because on the rhs of Eq. (1.27) we have the Lambda tensor, only the
traceless part of M̈ ij contributes to the perturbation. Thus, we can define

Qij ≡M ij − 1

3
δijMkk, (1.36)
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and we can write the lowest-order contribution to the GW as[
hTT
ij (t,x

]
quad

=
1

r

2G

c4
Λij,kl(n̂)Q̈kl

(
t− r/c

)
. (1.37)

This is the famous quadrupole formula and states that the lowest order contribution to
GWs is given by the mass quadrupole Q̈ij, which is strictly related to the lowest-order of
the 1/|x− x′| expansions in Eq. (1.26).

With the same procedure discussed above, one can easily find higher-order contribu-
tions, such as the mass octupole and the current quadrupole. However, given that we
have an infinity of higher terms, it is convenient to perform the multipole expansion in a
more generic way [106]. This can be achieved by starting from the expansion

1

|x− x′|
=

∞∑
ℓ=0

(−1)ℓ

ℓ!
x′i1 . . . x′iℓ∂i1 . . . ∂iℓ

1

|x|
, (1.38)

and then writing hTT
ij in terms of the symmetric-trace-free (SFT) mass-type moments Uijk

and of the STF current-type moments Vijk, both explicit expressions can be found, e.g.,
in Refs. [106, 107]. Finally, using an orthonormal triad and the spin-weighted spherical
harmonics, we can write the strain as [106]

h+ − ih× = D−1
L

∞∑
ℓ=2

ℓ∑
m=−ℓ

hℓm −2Yℓm(Θ,Φ), (1.39)

where DL is the luminosity distance of the source with respect to the observer, and the
hℓm multipoles are functions of the retarded time. The explicit expressions of the spherical
harmonics are [107]

−sY
ℓm(Θ,Φ) = (−1)s

√
2ℓ+ 1

4π
dℓms(Θ)eimΦ, (1.40)

where the Wigner functions dℓms are defined as

dℓms(Θ) =
√

(ℓ+m)!(ℓ−m)!(ℓ+ s)!(ℓ− s)!

×
kf∑
k=ki

(−1)k(sin Θ
2
)2k+s−m(cos Θ

2
)2ℓ+m−s2k

k!(ℓ+m− k)!(ℓ− s− k)!(s−m+ k)!

(1.41)

and ki = max(0,m− s), kf = min(ℓ+m, ℓ− s). Note that this multipole decomposition
is the standard one used when dealing with GWs generated by compact binaries.

Other crucial quantities in GW physics are the energy and angular momentum carried
by the GWs. To give a proper definition, we can start by applying Noether’s theorem
to the linearized Lagrangian of GR and find the stress-energy tensor of the gravitational
radiation, tµν , that in asymptotically flat spacetimes satisfies the conservation law ∂µtµν =
0. We can thus define the energy, strictly related to t00, and the angular momentum,
associated with the invariance of the Lagrangian under spatial rotations. We can then
compute the corresponding fluxes, Ė and J̇ , that in the multipole expansion that we have
just discussed are given by

Ė =
1

16π

∞∑
ℓ=2

ℓ∑
m=−ℓ

|ḣℓm|2, (1.42a)
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J̇ = − 1

16π

∞∑
ℓ=2

ℓ∑
m=−ℓ

mℑ
(
ḣℓmh

∗
ℓm

)
, (1.42b)

where the asterisk denotes the complex conjugation and ℑ the imaginary part. For most
practical applications, one can stop the summation at ℓ = 8. However, depending on
the accuracy required, one could consider even more multipoles. These are, for exam-
ple, needed for long inspirals in the high mass ratio regime, see e.g. Ref. [108], where
multipoles up to ℓ = 10 were included in the radiation reaction.

1.3 Linear perturbations of Schwarzschild spacetime

In this section we discuss linear perturbations of the Schwarzschild solution ḡ, whose line
element ds2 = ḡµνdx

µdxν can be written in Schwarzschild coordinates as

ds2 = −
(
1− 2M

r

)
dt2 +

(
1− 2M

r

)−1

dr2 + r2(dθ2 + sin2 θd2). (1.43)

In the above metric, there are two manifest singularities, one at r = 2M , and the other
at r = 0. The former is just due to the coordinate choice, and it is therefore said to be
a coordinate singularity. The singularity at r = 0 is instead fundamental, and cannot
be removed with a suitable coordinate transformation. The Riemann tensor is indeed
singular in this case, while it was not for r = 2M . Still, the r = 2M radius plays
an important role in the physical interpretation of this metric, since it is the radius
of the event horizon, i.e. the region of spacetime causally disconnected from the outside
region. Note that, from Birkhoff’s theorem, the Schwarzschild solution is the most general
spherically symmetric vacuum solution.

Linear perturbations of the Schwarzschild solution have been first studied by Regge
and Wheeler for the axial-parity case [109], and by Zerilli for the polar one [110]. In
both cases, the master equations for the perturbation have been found by a suitable
gauge-fixing. We will instead briefly discuss a gauge-invariant approach proposed by
Moncrief [111]. We start by considering a metric perturbation hµν such that the total
metric is

gµν = ḡµν + hµν , (1.44)

where |hµν | ≪ |ḡµν |. The key point to obtain the master equation for the perturbations
without any coordinate choice [112–114] is to note that the Schwarzschild manifold can
be written as the product M = M2 ⊗ S2, where M2 is a Lorentzian 2-manifold with
coordinates (t, r), and S2 is the 2-sphere with angle coordinates (θ, ϕ). The waveform can
be decomposed into odd-parity (axial) and even-parity (polar) multipoles. The odd modes
transform as h(o) → (−1)ℓ+1h(o) under a parity transformation (θ, ϕ) → (π − θ, π + ϕ),
while the even ones as h(e) → (−1)ℓh(e). The metric perturbation can be written as

hµν =
∞∑
ℓ=2

ℓ∑
m=−ℓ

[(
hℓmµν

)(o)
+
(
hℓmµν

)(e)]
. (1.45)

Similarly, one can proceed to decompose in odd and even parity perturbations the stress-
energy tensor that generates the perturbation,

tµν =
∞∑
ℓ=2

ℓ∑
m=−ℓ

[(
tℓmµν

)(o)
+
(
tℓmµν

)(e)]
. (1.46)
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The components of these objects can be written using terms that live on M2, scalar
spherical harmonics Y ℓm, and their covariant derivatives (with respect to the 2-sphere
metric). For example, the odd-parity term for the wave perturbation can be written
as [114] (

hℓmµν

)(o)
=

(
0 h

ℓm,(o)
A Sℓmc

h
ℓm,(o)
A Sℓmc hℓm∇(dS

ℓm
c)

)
. (1.47)

In the above expression, A = 0, 1 is an index onM2, c, d = 2, 3 are indices on S2, and the
parentheses indicate symmetrized indices. The definitions of the functions in Eq. (1.47)

can be found in Ref. [114], but the crucial aspect is that h
ℓm,(o)
A and hℓm are functions of

(t, r), while the covariant derivative ∇c and S
ℓm
c live on the 2-sphere. Once all the terms

are properly decomposed, we can write the linearized EFE

R̄µν +Rµν −
1

2
ḡµνR = 8πtµν , (1.48)

where the Ricci tensor Rµν is the one related to the metric perturbation hµν . Note that
R̄µν = 0 because Schwarzschild is a vacuum solution, so the equations reduce to

Rµν −
1

2
ḡµνR = 8πtµν , (1.49)

where the Ricci components are given by

Rµν = ∇ρΓ
ρ
µν −∇νΓ

ρ
µρ, (1.50)

and the Christoffel symbols are analogous to Eq. (1.24), but with the Schwarzschild
inverse metric ḡρσ instead of the Minkowskian inverse metric ηρσ.

By defining various gauge-invariant combinations of multipoles, Eqs. (1.49) can be
rewritten in a compact form. For the odd-parity perturbation, one can define [114] (we
drop the (ℓ,m) indices for notation simplicity)

kA ≡ hA −∇Ah+ 2h
∇Ar

r
, (1.51)

where ∇ is the covariant derivative on the M2 manifold. One can then choose the gauge-
invariant master function

Ψ(o)(t, r) =
r3

Λ− 2
ϵAB∇B

(
kA
r2

)
=

r

Λ− 2

∂th(o)1 − r2∂r

(
h
(o)
0

r2

)  , (1.52)

where Λ = ℓ(ℓ + 1), and ϵAB is the antisymmetric volume form on M2, so that ϵ00 = 0,
ϵ01 = −ϵ10 = −1. Inserting Eq. (1.52) in Eq. (1.49) leads to the non-homogeneous
Regge-Wheeler equation

∂2tΨ
(o) − ∂2r∗Ψ

(o) + V
(o)
ℓ Ψ(o) = S(o), (1.53)

where we have used the tortoise coordinate

r∗ = r + 2M ln

(
r

2M
− 1

)
, (1.54)
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Figure 1.1: Regge-Wheeler and Zerilli potentials up to ℓ = 5.

and V
(o)
ℓ is the Regge-Wheeler potential, which reads

V
(o)
ℓ ≡

(
1− 2M

r

)(
Λ

r2
− 6M

r3

)
. (1.55)

The explicit form of the source term S(o) can be found in Eq. (24) of Ref. [114].
For even-parity perturbations it is possible to find an equation analogous to Eq. (1.53),

but with potential

V
(e)
ℓ =

(
1− 2M

r

)
Λ(Λ− 2)2r3 + 6(Λ− 2)2Mr2 + 36(Λ− 2)M2r + 72M3

r3
[
(Λ− 2)r + 6M

]2 (1.56)

and generic source term given by Eq. (34) of Ref. [114]. Therefore, it is possible to write
the Regge-Wheeler and Zerilli (RWZ) equations in just one line as

∂2tΨ
(o/e) − ∂2r∗Ψ

(o/e) + V
(o/e)
ℓ Ψ(o/e) = S(o/e), (1.57)

where the only differences are the potentials V
(o/e)
ℓ written in Eq. (1.55) and Eq. (1.56),

and the source terms S(o/e). The RWZmaster functions are strictly linked to the waveform
strain of Eq. (1.39) by the asymptotic relation [114]

h+ − ih× = D−1
L

∑
ℓ,m

√
(ℓ+ 2)!

(ℓ− 2)!

(
Ψ

(e)
ℓm + iΨ

(o)
ℓm

)
−sYℓm(Θ,Φ) +O

(
1

r2

)
. (1.58)

It is also interesting to note that while the analytic expressions of V (o) and V ℓ are quite
different, both potentials have the same asymptotic expansions, both at infinity, where

V
(o/e)
ℓ ≃ ℓ(ℓ+ 1)

r2
, r →∞, (1.59)

and near the event horizon (r∗ → −∞), where they decay exponentially in the tortoise
coordinate r∗. Moreover, the two potentials are also quite similar from the numerical
point of view for any r∗, especially for large ℓ, as shown in Fig. 1.1.

17



The RWZ equations can be also written in the frequency domain as

d2

dr∗2
Ψ̃(o/e) +

(
ω2 − V (o/e)

ℓ

)
Ψ̃(o/e) = S̃(o/e), (1.60)

where we have used the Fourier Transform of the master function

Ψ̃(o/e)(ω, r) =

∫ +∞

−∞
dtΨ(t, r)eiωt, (1.61)

and similarly for the source term. It is interesting to note that Eq. (1.60) is a Schrödinger
equation in the presence of a potential barrier. In this formulation, we can impose
boundary conditions requiring that there are no ingoing perturbations from infinity and
that there are no outgoing perturbations from the event horizon, so that

Ψ ∼
∫ ∞

−∞
dωAout

ℓm (ω)e−iω(t−r∗), r∗ → +∞, (1.62a)

Ψ ∼
∫ ∞

−∞
dωAin

ℓm(ω)e
−iω(t+r∗), r∗ → −∞, (1.62b)

where A
in/out
ℓm (ω) are determined by the initial conditions. Note that we cannot impose

Ain
ℓm(ω) = Aout

ℓm (ω) = 0, because this would be equivalent to searching for bound states
that cannot exist since the Regge-Wheeler and Zerilli potentials are positive everywhere.

Now let us suppose to have a disturbance at t = 0 localized at x′, and an observer at x.
Then the homogeneous RWZ equations lead to a signal that has three clearly separated
contributions: a precursor related to the initial localized disturbance that arrives at
the observer at t ≃ x − x′, a superposition of dumped sinusoids with discrete complex
frequencies, called quasi-normal modes (QNMs), that arrives at the observed at t ≃ x+x′,
and a power-law tail that becomes observable when the QNM signal has exponentially
decayed. While we have not discussed the procedure that leads to this solution, the fact
that the QNM frequencies are complex can be understood considering that black holes
are dissipative systems, since they emit GWs and have horizon absorption. In general,
the QNM signal for a certain (ℓ,m) mode can be written as

ΨQNM,Schw
ℓm =

∞∑
n=1

(
Cℓmne

−σ+
ℓnτ + Cℓ−mne

−σ−
ℓnτ
)
, (1.63)

where Cℓmn are complex constants, τ is the retarded time rescale with the beginning time
of the QNM ringing, i.e. τ = t − tQNM

0 , and σ±
ℓn = αℓn ± iωℓn are the QNM frequencies.

While the constant amplitudes depend on the nature of the perturbation, the QNM
frequencies depend only on the background metric (that is, on the mass parameter M).
Note that due to the spherical symmetry of the background, we have that the QNM
frequencies do not depend on the number m, and therefore the frequencies of co-rotating
modes (σ+

ℓn) and counter-rotating modes (σ−
ℓn) differ only by a complex conjugation. Some

QNM frequencies, both for nonspinning (â = 0 )and spinning (â ̸= 0) black holes (that
we discuss in the next section), are shown in Fig. 1.2. The fundamental mode (n = 1)
is the one with lowest damping coefficient αℓ1 and highest oscillating frequency ωℓ1. The
overtones have smaller oscillation frequencies and are damped faster.
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1.4 Linear perturbations of Kerr spacetime

In order to describe the spacetime around a rotating black hole, we need to consider the
axis-symmetric Kerr metric [115]. The line element in Boyer-Lindquist coordinates reads

ds2 = −
(
1− 2Mr

Σ

)
dt2 +

Σ

∆
dr2 + Σdθ2+(

r2 + a2 +
2Mra2 sin2 θ

Σ

)
sin2 θdφ2 − a sin2 θ

4Mr

Σ
dtdφ, (1.64)

where a is the Kerr parameter, and

Σ = r2 + a2 cos2 θ, (1.65)

∆ = r2 + a2 − 2Mr. (1.66)

The polar angle θ ∈ [0, π] is zero at the north pole and π/2 in the equatorial plane.
As can be seen from Eq. (1.64), the Kerr metric depends on only two parameters: the
mass of the black hole M , and the spin a, which has the dimension of a length. The
angular momentum of the black hole is thus given by J = aM . We will often use the
dimensionless spin parameter, which is simply defined by â = a/M . Not all the values
of â are allowed; in fact the spin parameter is constrained to be in the range â ∈ [0, 1]
to avoid naked singularities. A black hole with â = 1 is said to be extremal, but in this
work we will always consider sub-extremal black holes, i.e. â < 1. Moreover, we will
often consider particles orbiting in the equatorial plane of a spinning black hole; in this
case, we assign negative values to the Kerr spin when it is anti-aligned with the orbital
angular momentum, so that we can have â ∈ (−1, 1).

We now turn our attention to the singularities of this metric. By looking at Eq. (1.64),
it is evident that the equation ∆ = 0 leads to two singularities for the coordinate radii

rH± =M ±
√
M2 − a2. (1.67)

However, the Riemann tensor is not singular at r = rH± , so these are just two coordinate
singularities and identify the inner and outer horizons. Eq. (1.67) justifies the above
discussion on the constraints on the Kerr spin, since a > M would give complex values
for rH± . Note that the condition r = rH± does not imply spherical horizons, since
the surface induced by fixing t = const. and r = rH± is not a 2-sphere. The only
fundamental singularity occurs when Σ = 0, or in other words, on the ring identified by
(r, θ) = (0, π/2). Another interesting feature of the Kerr metric is the frame-dragging,
that is strictly linked to the non-vanishing component gtφ.

We now discuss linear perturbations of Kerr spacetime. When we studied in Sec. 1.3
the linear perturbations in the Schwarzschild case, the key observation was the possibility
to write the spacetime as the product of a Lorentzian 1+1 manifold and a 2-sphere. This
symmetry no longer exists in axis-symmetric Kerr spacetime, and therefore we cannot
follow the same path. The master equation for perturbations in Kerr spacetime found by
S. Teukolsky [116] is indeed based on the Newman-Penrose formalism and is, in a sense
that we will clarify later, a perturbation of the curvature rather than of the metric. We
start by recalling that in the Newman-Penrose formalism, one has to consider a tetrad,
which is a set of four linearly independent 4-vectors zµa ≡ (lµ, nµ,mµ, m̄µ), where lµ and
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nµ are real and m̄µ is the complex conjugate of mµ. It is useful to choose them to be
null-vectors (gµνz

µ
az

ν
a = 0), and to require that

gµνm
µm̄ν = 1, gµνl

µnν = −1, (1.68)

while all the other scalar products vanish. The inverse metric can be rewritten as

gµν = mµm̄ν +mνm̄µ − lµnν − lνnµ. (1.69)

The validity of the last equation can be verified by multiplying both sides by the elements
of the tetrad. A widely used tetrad is the Kinnerslay one, which written in Boyer-
Lindquist reads

lµ =
1

∆
(r2 + a2,∆, 0, a), (1.70a)

nν =
1

2Σ2
(r2 + a2,−∆, 0, a), (1.70b)

mµ =
1√
2

1

r + ia cos θ

(
ia sin θ, 0, 1,

i

sin θ

)
. (1.70c)

We can then project any tensor on a tetrad. We can proceed to project the Weyl tensor
Cµνρσ, that is the traceless component of the Riemann tensor of Eq. (1.2) and reads

Cµνρσ = Rµνρσ −
1

2

(
gµρRνσ − gµσRνρ − gνρRµσ + gνσRνρ

)
+

1

6
R
(
gµρgνσ − gµσgνρ

)
. (1.71)

It is interesting to note that the Weyl tensor is completely determined by the Ricci tensor
in dimensions d ≤ 3, so it is non-vanishing in vacuum only for 4 or higher-dimensional
spacetimes. Then we can define the Weyl scalars by projecting the Weyl tensor on a
null-tetrad. We are particularly interested in

Ψ0 = Cµνρσl
µmνlρmσ, (1.72a)

Ψ4 = Cµνρσn
µm̄νnρm̄σ, (1.72b)

since these two scalars can be linked to the perturbation in the TT-gauge as measured
at infinity, thanks to the fact that the Kerr metric is asymptotically flat. Quantitatively
we have

R0i0j = −
1

2
ḧTTij , (1.73a)

Ψ0 = −
1

2

(
ḧ+ + iḧ×

)
, (1.73b)

Ψ4 = −
1

8

(
ḧ+ − iḧ×

)
, (1.73c)

while Ψ1 = Ψ2 = Ψ3 = 0. We can thus recover the strain of Eq. (1.39) from a double
time-integration of Ψ4.

As anticipated, the Newman-Penrose formalism is at the base of the computation
performed by S. Teukolsky to find the master equation for linear perturbations in Kerr
spacetime [116]. More precisely, the perturbation is introduced in the elements of the
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tetrad as za = zAa + zBa , where the index A denotes the Kerr unperturbed quantities
and B the perturbed ones; then all the Newman-Penrose quantities can be written as
Ψ2 = ΨA

2 + ΨB
2 , etc. Note that with the Kinnerslay tetrad of Eq. (1.70), we have ΨA

0 =
ΨA

1 = ΨA
3 = ΨA

4 = 0. The master equation for the test field Ψ in Boyer-Lindquist
coordinates reads(r2 + a2

)2
∆

− a2 sin2 θ

 ∂2t ψ +
4Mar

∆
∂t∂φψ +

[
a2

∆
− 1

sin2 θ

]
∂2φψ

−∆−s∂r
(
∆s+1∂rψ

)
− 1

sin θ
∂θ (sin θ∂θψ)− 2s

[
a (r −M)

∆
+ i

cos θ

sin2 θ

]
∂φψ

− 2s

[
M
(
r2 − a2

)
∆

− r − ia cos θ

]
∂tψ +

(
s2 cot2 θ − s

)
ψ = 4πΣT, (1.74)

where s is the spin-weight of the test field and T is the source term, which also de-
pends on s. The value of s is linked to different fields: s = 0 for scalar perturbations,
s ± 1/2 for neutrino fields, s = ±1 for electromagnetic perturbations, and s = ±2 for
the gravitational case. In this work, we are interested in the s = −2 case, so that
ψ = (r − ia cos θ)4Ψ4, and T is given by Eq. (2.15) of Ref. [116]. Note that it is not
possible to exploit spherical harmonics to decompose Eq. (1.74), as we are dealing with
an axisymmetric spacetime rather than a spherical one. However, despite its complicated
look, it is possible to separate Eq. (1.74) by writing the test field as

ψ(s) =

∫ ∞

−∞
dω

∞∑
ℓ=2

ℓ∑
m=−ℓ

R
(s)
ℓm(r, ω)S

(s)
ℓm(θ, ω)e

imφe−iωt. (1.75)

Then in the vacuum case we can write two separate equations. For the angular part, S
(s)
ℓm,

we find

1

sin θ
∂θ

(
sin θ∂θS

(s)
ℓm(θ, ω)

)
+

[
a2ω2 cos2 θ − m2

sin2 θ
− 2saω cos θ

−2sm cos θ

sin2 θ
− s2 cot2 θ + s+ A

(s)
ℓm

]
S
(s)
ℓm(θ, ω) = 0, (1.76)

where A
(s)
ℓm = A

(s)
ℓm(ω) is the separation constant and is ω-dependent. Due to this depen-

dency, the separation in radial and angular parts can be performed only in the frequency
domain. The S

(s)
ℓm functions are denoted as spin-weighted spheroidal harmonics, and are

the natural angular basis for the perturbation in Kerr spacetime. While for ω = 0 they re-
duce to the spin-weighted spherical harmonics, in the sense that −sYℓm(θ, φ) = S

(s)
ℓm(θ)e

imφ,
in the general case the two bases differ. This fact gives rise to the mode-mixing between
modes with the same m but different ℓ [117]. This effect is particularly evident in the
ringdown signal generated by the infalling of a particle in a spinning black hole with
â < 0, as discussed in Ref. [118]. Instead, for the radial part R

(s)
ℓm we have the equation

∆−s∂r
(
∆s+1∂r

)
R

(s)
ℓm(r, ω)+[

K2

∆
− is

∆
(2r −RS)K + 4isωr − λ(s)ℓm

]
R

(s)
ℓm(r, ω) = 0, (1.77)
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Figure 1.2: QNM frequencies σℓmn = αℓmn + iωℓmn for the multipoles (ℓ,m) = (2, 2), (3, 3). We show
the fundamental mode (leftmost points) and the first four overtones for different values of Kerr spin
â. QNMs frequencies for negative values of â are computed as σℓmn(−â) = σℓ−mn(â). Schwarzschild
frequencies are highlighted with diamond markers.

where K =
(
r2 + a2

)
ω−am, and λ

(s)
ℓm = A

(s)
ℓm+a2ω2−2amω. Solving this radial equation,

one can find the values of the QNM frequencies for Kerr black holes [119, 120]. However,
since we are no longer in spherical symmetry, the pure QNM solution is more complicated
than the Schwarzschild one shown in Eq. (1.63), and reads

ΨQNM,Kerr
ℓm =

∞∑
n=1

(
Cℓmne

−σℓmnτ + Cℓ−mne
−σ∗

ℓ−mnτ
)
, (1.78)

where the QNM frequencies σℓmn = αℓmn + iωℓmn also depend on the azimuthal number
m, and the co-rotating and counter-rotating QNM frequencies are related by σℓ−mn(â) =
σℓmn(−â). This dependence on the azimuthal number m leads to more complex waveform
phenomenologies, as shown, for example, in Ref. [118]. Some QNM frequencies are shown
in Fig. 1.2 for different values of the dimensionless spin parameter â. Also in the spinning
case, the fundamental harmonic is the less damped one and is also the one with the higher
oscillation frequency. However, when the spin increases, the overtones tend to live longer
with respect to slower rotating cases, and their oscillation frequencies get closer to the
fundamental harmonics. We conclude our discussion by recalling that a power-law tail
overcomes the QNM signal at late times also in the spinning case, see e.g. Ref. [121].

1.5 Numerical solutions in the time-domain

In the previous sections, we have discussed the RWZ equations, which describe linear
perturbations in Schwarzschild, and the Teukolsky equation, which describes linear per-
turbation in Kerr. We have also briefly discussed their solution in the homogeneous
case, i.e. without source term. We are now interested in their solution in the inhomo-
geneous case, where the source term is the one of a particle orbiting around the black
hole. To this end, we will use the numerical time-domain codes RWZHyp [122–125] and
Teukode [126], which were coded years ago, before the beginning of this thesis. Despite
their longevity, these two codes are still very useful tools to understand the physics of
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gravitational waves. Note that in this section we assume that the dynamics of the particle
has been already computed. We will discuss in detail later how these dynamics are ob-
tained, but we anticipate that they can be obtained by time-integrating numerically some
Hamilton equations using standard numerical techniques for ODEs, such as a 4th-order
Runge-Kutta algorithm with adaptive step-size.

1.5.1 RWZHyp: Regge-Wheeler and Zerilli equations

We now discuss in some detail the code RWZHyp [122–125], which we will use to solve the
RWZ equations (1.57) in the presence of a source-particle term. The functional form of
the latter is [127–129]

S
(o/e)
ℓm = G

(o/e)
ℓm (r, t)δ

(
r∗ − r∗(t)

)
+ F

(o/e)
ℓm (r, t)∂r∗δ

(
r∗ − r∗(t)

)
, (1.79)

where r∗(t) is the tortoise coordinate of the particle and δ is the Dirac delta. Therefore,
we have that the source terms are discontinuous at the particle location. While this could
seem problematic, it has been shown that approximating the Dirac delta with a narrow
Gaussian function (σ ≪ M) produces reliable results, allowing the computation of the
source term along any particle dynamics.

Another complication is that the tortoise radial coordinate is not compact, since
r∗ ∈ (−∞,∞), while we would like to have the whole causally-connected spacetime in
the computational domain. Moreover, from Eq. (1.58) it is clear that in order to have

an accurate strain, we need to extract Ψ
(o/e)
ℓm at a distance as large as possible. For this

reason, a hyperboloidal layer approach [130] is employed in order to include future null

infinity in the computational domain, and thus extract the waveform multipoles Ψ
(o/e)
ℓm at

infinity [123]. The coordinates used are thus (τ, ρ) ∈ R+× [R−
∗ , S

+]R+
∗
, and they coincide

with (t, r∗) in the compact region [R−
∗ , R

+
∗ ]. This latter domain has to be chosen in order

to include all the motion of the particle; a typical choice for quasi-circular inspirals is
R±

∗ = ±50. At ρ = r∗ = R+
∗ we have the interface between the grid that contains

the motion of the particle and the outer hyperboloidal layer. Here the compactification
variable ρ(r∗) maps [R+

∗ ,∞) in [R+
∗ , S]. The time Killing vector (that is the vector

associated with the stationarity of the spacetime) is left invariant in the two coordinate
systems, so that the condition ∂t = ∂τ holds. As a consequence, the new time coordinate
can be rescaled by a height function that depends only on the radial coordinate, i.e.
τ = t − h(r∗). In order to leave the representation of the outgoing null ray invariant,
one also asks for t− r∗ = τ − ρ. This latter condition determines a future hyperboloidal
foliation, provided that the choice of compactification is sufficiently smooth. The surface
ρ = S corresponds to future null infinity and is where we extract Ψ

(o/e)
ℓm . For a quasi-

circular configuration, a typical choice is S+ = 70. As outlined in Ref. [124], the method
of the hyperboloidal later could also used to include the horizon in the computational
domain, but we do not use this method in this thesis.

To conclude, we mention that the code solves the RWZ equation as a first-order-
in-time second-order-in-space system with the method of lines and a Runge-Kutta 4th
order scheme. The discretization of the source term on [R−

∗ , S]R+
∗
is performed with a 4th

order finite-difference scheme with central stencils (sided on the boundary). At future
null infinity there are no boundary prescriptions, while maximally dissipative outgoing
conditions are used at the inner boundary [131].
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1.5.2 Teukode : Teukolsky equation

For the more general case of linear perturbations of a spinning black hole, we have to
numerically solve the Teukolsky equation. However, the expression reported in Eq. (1.74)
is written in Boyer-Lindquist coordinates, while in numerical computations other coordi-
nates are more suitable. In particular, as we have discussed in the RWZ case, it is useful
to compactify the spacetime, so that future null infinity is included in the computational
domain, and the Weyl scalar ψ4 can be extracted at infinity. Moreover, it is useful to have
coordinates that extend up to (and even beyond) the event horizon. All these features
are available in the time-domain code Teukode [126], that we have used in many papers
that are at the base of this thesis [1, 3–5]. The Teukolsky equation can be then rewritten,
in general, as [132]

Cττ∂ττΨm + Cτρ∂ρ∂τΨm + Cρρ∂ρρΨm + Cθθ∂θθΨm+

Cτ∂τΨm + Cρ∂ρΨm + Cθ∂θΨm + C0Ψm = Ss (1.80)

where C(ρ, θ,m, s) are coefficients that depend on the coordinates chosen, on the spin
weight s and on the azimuthal number m, Ψm is the m-Fourier mode of the Weyl scalar
(Ψ4 if we choose s = −2), and Ss is the source term. Note that also in this case,
the particle-source term contains a Dirac delta. This term is treated with a narrow
Gaussian function, as discussed in the RWZ case. As we will show when discussing the
inspiral, plunge, and merger of test particles, the waveform integrated from the Weyl
scalar extracted from Teukode simulations is in agreement with the one computed using
RWZHyp. We will use the Hawking-Hartle tetrad and hyperboloidal-horizon penetrating
coordinates with scri-fixing at S = 10. Note that with the latter coordinate choice, future
null infinity and the event horizon are in the computational domain. Therefore, we do
not need a coordinate transformation to include future null infinity in the computational
domain, as opposed to the case of RWZHyp where we need to perform a suitable coordinate
transformation at R+

∗ (see discussion in Sec. 1.5.1).

1.6 Time-like geodesics in black hole geometries

We conclude this chapter by briefly discussing the motion of test mass particles around
spinning black holes, ignoring for the moment the back-reaction on the dynamics due to
GW emission. In other words, we briefly discuss time-like geodesics in Kerr. This section
is intended to be preparatory to Sec. 3.1, where we will discuss planar eccentric geodesic
in Kerr, and also non-conservative (and thus more realistic) test mass dynamics.

1.6.1 Integrals of motion in Kerr spacetime

We have already seen the geodesic equation (1.22), but here we follow a different approach
to study geodesics in Kerr spacetime. We start by defining the Lagrangian

L =
1

2
gµν

dxµ

dλ

dxν

dλ
, (1.81)

where λ is a generic affine parameter. We can now choose an affine parameter τ such
that 2L = µ2, where µ2 = 0 for null geodesics and µ2 = 1 for time-like geodesics. Note
that this choice means that we are considering µ-normalized momenta. We also denote
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the derivatives with respect to this parameter with a dot. Straightforward calculations
show that the associated Euler-Lagrange equations

d

dτ

(
∂L
∂ẋµ

)
− ∂L
∂xµ

= 0 (1.82)

are equivalent to Eq. (1.22). This formulation allows us to compute the canonical mo-
menta pµ ≡ ∂L/∂ẋµ, and thus to identify two constants of motion, namely the energy

Ê ≡ −pt = −∂L
∂ṫ
, and the angular momentum L̂ ≡ pφ = ∂L

∂φ̇
. The hat indicates that

the energy and the angular momentum are µ normalized, as a consequence of the choice
µ2 = 1. The two quantities, together with µ2, are the first three constants of motion. A
fourth constant of motion, the Carter constant C, appears quite naturally if one writes
explicitly the Hamilton-Jacobi equation [133]. To show this, we start by recalling that the
Hamiltonian H can be obtained from the Lagrangian L via a Legendre transformation

H(x,p) = pµẋ
µ − L(x, ẋ). (1.83)

From the definition of the Lagrangian in Eq. (1.81), and from the definition of canonical
momenta, it follows that ẋµ = gµνpν , and thus Eq. (1.83) becomes

H =
1

2
gµνpµpν . (1.84)

We now want to construct a generating function of a canonical transformation (x,p)↔
(X,P ) that makes the new Hamiltonian H̃(X,P ) identically vanish, so that the new
canonical coordinates and momenta are constant

Ẋµ =
∂H̃
∂Pµ

= 0, Ṗµ =
∂H̃
∂Xµ

= 0. (1.85)

Then we define the generating function S = S(τ,x,P ) of the canonical transformation
such that p and X are given by

pµ =
∂S

∂xµ
, Xµ =

∂S

∂P µ
. (1.86)

Then the generating function satisfies the Hamilton-Jacobi equation

∂S

∂τ
+H(xµ, ∂S

∂xµ
) = 0 (1.87)

If we now consider that we have already found three (manifest) integrals of motion, we
can provide an ansatz for S,

S = −1

2
µ2τ − Êt+ L̂φ+ f(r) + g(θ), (1.88)

where f(r) and g(θ) are unknown functions; note that the conditions ∂S/∂xµ = pµ for t
and φ are automatically satisfied. If we now insert the ansatz (1.88) and the Hamiltonian
written in terms of the inverse Kerr metric (as in Eq. (1.84)) in the Hamilton-Jacobi
equation (1.87), we can find an equation of the type h(r) + h(θ) = 0. As a consequence,
both h(r) and h(θ) must be separately constant. We can thus define the Carter constant
as C ≡ h(θ) = −h(r). The generating function reads

S = −1

2
µ2τ − Êt+ L̂φ+

∫ √
R

∆
dt+

∫ √
Θdθ, (1.89)
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where we have defined

Θ(θ) = C + cos2 θ

[
a2
(
µ2 + Ê2

)
− 1

sin2 θ
L̂2

]
, (1.90)

R(r) = ∆

[
−C + µ2r2 −

(
L̂− aÊ

)2]
+
[
Ê
(
r2 + a2

)
− L̂a

]2
. (1.91)

We have thus found that any geodesic is identified by four integrals of motion: (µ, Ê, L̂, C).
Note that µ is just a mass-normalization, so that each generic orbit in Kerr is practically
specified by (Ê, L̂, C). In the specific case of equatorial orbits, we have that the motion
is planar, and therefore each equatorial orbit can be specified by just two constants of
motion: Ê and L̂.

1.6.2 Hamiltonian of a test mass

If we now write explicitly Eq. (1.84) for time-like geodesics in Schwarzschild, we find

H =
1

2

(
−Ê

2

A0

+
p2r
B0

+
p2φ
r2

)
=

1

2
, (1.92)

where A0 = 1−2M/r, B0 = A−1
0 , and the last equality is a consequence of the Hamilton-

Jacobi equation (1.87). We can thus re-arrange the terms and write

ÊSchw =

√√√√A0

(
1 +

p2φ
r2

+
p2r
B0

)
, (1.93)

This is the equation for the µ-normalized energy of a test mass orbiting in Schwarzschild
spacetime; note that also the momenta are µ-normalized. To further simplify the nota-
tion, we can rescale the coordinates and the angular momentum by M , so that the new
coordinates and momenta are dimensionless. For clarity, if T , R, PR and Pφ are the phys-
ical phase space variables, the rescaled ones, that we will use from now on, are t = T/M ,
r = R/M , pr = PR/µ, and pφ = Pφ/(µM). With this notation, the Schwarzschild metric
potential reads A0 = 1− 2u, where we have also introduced u = 1/r. We also define the
conjugate momentum of the tortoise coordinate as p2r∗ = A0

B0
p2r, which is regular at the

event horizon, as opposed to pr. Note that this definition is consistent with the one given
in Eq. (1.54). While the notation A0/B0 might seem too pedantic in the Schwarzschild
case, since B0 = A−1

0 , it will be clear soon why we use this notation. Now, using this new
notation and Eq. (1.93), we can write the µ-normalized Hamiltonian of a test particle in
Schwarzschild as

Ĥ =

√
A0

(
1 + p2φu

2
)
+ p2r∗ . (1.94)

Note that while the definition in Eq. (1.83) was true for any spacetime metric, the
Hamiltonian defined in Eq. (1.94) has been found specifically for time-like geodesics in
Schwarzschild, and we have explicitly used the fact that the time-variable t is cyclic in
the Schwarzschild metric. Indeed, since we started from pt, we are parametrizing the
geodesics using the time-variable of the metric.

We now turn our attention to the Kerr case. As one can easily imagine, the generic
Hamiltonian for a test particle in Kerr has a more involved structure with respect to the
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Schwarzschild one, as can be seen from Eq. (2) of Ref. [134]. However, following Ref. [134]
we can write the µ-normalized Hamiltonian for test particles along equatorial orbits in
Kerr as

Ĥeq
Kerr = Ĥeq,orb

Kerr + Ĥeq,SO
Kerr =

√√√√A

(
1 +

p2φ
r2c

)
+ p2r∗ +

2âpφ
rr2c

, (1.95)

where the conjugate momenta of the tortoise coordinate is formally defined as in the
Schwarzschild case,

p2r∗ =
A

B
p2r, (1.96)

but now the metric potentials A and B read

A =
1 + 2uc
1 + 2u

(1− 2uc) , (1.97a)

B =
1

1− 2u+ â2u2
. (1.97b)

In the above definition we have used the centrifugal radius rc, defined as

r2c = r2 + â2 + 2
â2

r
, (1.98)

and its inverse uc = 1/rc. Notably, the orbital part of the Hamiltonian in Eq. (1.95),
Ĥeq,orb

Kerr , has the same structure as ĤSchw from Eq. (1.94), while the spin-orbit coupling

Ĥeq,SO
Kerr is a new term that clearly vanishes in the absence of spin. We can now write the

Hamilton equations associated with Ĥeq
Kerr, that read

ṙ =

(
A

B

)1/2
∂Ĥeq

Kerr

∂pr∗
, (1.99a)

φ̇ =
∂Ĥeq

Kerr

∂pφ
≡ Ω, (1.99b)

ṗr∗ = −
(
A

B

)1/2
∂Ĥeq

Kerr

∂r
, (1.99c)

ṗφ = 0, (1.99d)

where we have also defined the orbital frequency as Ω ≡ φ̇. The solution of the above ODE
system gives equatorial time-like geodesics in Kerr spacetime and can be easily obtained
with a standard numerical solver. Being planar, these orbits are fully determined by two
constants of motion. We will further discuss these orbits in Sec. 3.1.
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Chapter 2

Coalescence of binary black holes

As anticipated, the coalescence of compact binaries, and in particular of binary black
holes, is of primary interest to the gravitational wave physics community, since these
systems generate the signals that we can detect with the interferometers of the LVK
collaboration. More precisely, for binary black holes we are able to detect the last few
orbits before the merger and the subsequent ringdown, while for binary neutron stars we
can observe the late inspiral and the plunge, but not the signal from the after-merger,
that is at frequencies beyond the current sensitivity band. In this chapter we focus, in
particular, on the methods used to describe binary black holes, discussing in particular
the EOB approach and numerical relativity simulations. However, note that both EOB
models and NR simulations can be used to describe binary neutron stars, or even BH-NS
mixed systems.

2.1 Approaches to the relativistic two-body problem

Due to the intricated structure of the EFE (1.1), it is not possible to find an exact ana-
lytical solution for the coalescence of binary black holes, so we have to rely on numerical
simulations or analytical approximations.

The numerical approach is known as numerical relativity (NR), and exploits super-
computers to solve the EFE written in a 3+1 decomposition. Due to technical and
computational difficulties, the first numerical evolutions of binary black holes up to the
merger were achieved only in 2005 [76, 77]. Today many groups can produce numerical
evolutions of binary black holes, both for quasi-circular and more complicated dynam-
ics [78–88]. It is also possible to produce simulations of binary neutron star mergers,
even including magnetic fields, see e.g. Refs. [14, 135, 136], but we will not discuss
these systems in this thesis. Since the numerical evolution of binary black hole space-
times is performed considering the full-EFE without introducing any approximation, this
approach produces the most reliable and accurate waveforms, granted that enough reso-
lution is used and that the numerical errors are under control. These simulations are very
expensive in computational terms and it is difficult to simulate high-mass ratio systems,
even if progress in this direction has been made recently [137]. The NR waveforms play
a crucial role in gravitational wave physics since they are fundamental to calibrate, com-
plete, and validate the (semi)-analytical models, that we discuss below. We will discuss
NR simulations in more detail in Sec. 2.4.

From a chronological point of view, the first analytical approach to the two-body
problem to be developed was the post-Newtonian (PN) expansion [37–41], which uses as
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a small parameter the velocity of the source. This method provides corrections to the
Newtonian (0PN) solution as an expansion in

(
v
c

)
, and thus becomes unreliable in the

strong field regimes and when the velocities of the two black holes approach the speed
of light. An approach complementary to the previous one is the post-Minkowskian (PM)
approach [42–46], which is a weak-field expansion, formally in powers ofG or, equivalently,
in the inverse of the angular momentum. This approach is particularly useful for unbound
orbits and has seen a rapid growth in recent years. Since this is a weak-field expansion,
this approach is not reliable in the strong-field regime. Moreover, the PM approach is
also complementary to the PN expansion, since the latter is valid in the near region of
the GW source but breaks in the far region, where we want to compute waveforms. The
multipolar PM expansion is thus matched to the PN solution in an intermediate region in
order to compute the GW at a large distance from a source whose dynamics is described
using PN equations of motion [47–50].

The two methods just discussed are at the base of the effective-one-body (EOB) ap-
proach [51–53], which consists of creating a map between the two-body problem and the
motion of a particle in a ν-deformed black hole metric, where ν is the symmetric mass
ratio. These models naturally include the geodesic limit, that can be obtained by setting
ν = 0. To improve the reliability of the model in strong-field regimes, proper resumma-
tions are adopted both for the PN expressions used in the dynamics [134, 138, 139] and
in the waveform [140]. While pure EOB models can be used only to accurately describe
the inspiral, with NR-calibrated corrections it is possible to improve the description of
the late inspiral and plunge. NR-calibrated model can be completed with a ringdown
waveform, so that these EOBNR model can be used to describe the whole evolution of
compact binaries [11, 54–60]. EOB models can be used also to portray systems with
precessing [141–144] and noncircularized [1, 3, 5, 6, 145–151] dynamics. As can be seen
from the references cited, there are currently two main families of state-of-the-art EOB
models: TEOBResumS [11, 57, 146, 147] and SEOBNR [58–60]. We will discuss EOB models
in more detail in the next section, focusing in particular on TEOBResumS.

A different method is the gravitational self-force (GSF) approach [69–75], which uses
as an expansion parameter the mass ratio of the binary. Therefore, this method is reliable
for intermediate or extreme mass-ratio binaries, where one of the two black holes is much
more massive than the other one. Note that while the linear Kerr and Schwarzschild
perturbations discussed in the previous chapter are an aspect of this formalism, in general
the GSF computation also involves the study of the dynamics. Calculations in this
approximation are currently being performed at second order in the mass ratio. Note
that this approach is particularly relevant for the description of EMRIs, and thus for the
LISA mission [102, 152]. The GSF information can be also used to improve EOB models
in the intermediate/high mass ratio regimes [10, 153].

Finally, a rather practical approach used to generate waveform is to build phenomeno-
logical models [61–66]. These models generate waveforms in the frequency domain using
PN approximants for the inspiral and NR-calibrated templates for the merger-ringdown.
While their accuracy is comparable to current NR-calibrated EOB models, they strongly
depend on the availability of numerical simulations. Thanks to their computational effi-
ciency, these models are often used in data analysis, since a full Bayesian analysis requires
the generation of a large number of waveforms. Recently, phenomenological models have
been developed also in the time domain [67, 68].
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2.2 Effective-one-body approach

As anticipated, the basic idea behind the EOB model is to create a map between the
two-body problem and the motion of an effective particle in a certain effective metric. To
create such a map in the non-spinning case at 2PN, Buonanno and Damour [51] started
from the PN equations of motion (EOM) written in harmonic coordinates (i.e. coordinates
that satisfy the gauge condition □xµ = 0) and found the associated Lagrangian. However,
this Lagrangian does not depend only on the coordinates and the velocities but, starting
from 2PN, also depends on the accelerations. To eliminate this dependence, one can work
in the Arnowitt-Deser-Misner (ADM) coordinates1 and, with a Legendre transformation,
it is possible to find the corresponding 2PN Hamiltonian Ĥ = Ĥ0PN+c

−2Ĥ1PN+c
−4Ĥ2PN.

Due to the symmetries of the problem, it is convenient to rewrite it using polar coordinates
(r, φ) in the plane of motion. Then, since the Hamiltonian is invariant under time-
translation and spatial rotations, a natural ansatz for the Jacobi principal function Ŝ
can be constructed using the two constants of motion related to these symmetries, that
are the non-relativistic energy ENR and the angular momentum J . Explicitly, we have
Ŝ = −ENRt + jφ + Ŝr(r; ENR, j), where j ≡ J /(µM), while M = m1 + m2 and µ =
m1m2/(m1+m2) are the total and reduced mass of the system, respectively. Subsequently,
one can use the Hamilton-Jacobi equation (1.87) and the PN Hamiltonian written in
ADM coordinates to determine the unknown part Ŝr. The author of Ref. [51] found an
expression of the relativistic energy ER = ENR + Mc2 as a function of the symmetric
mass ratio ν = µ/M , the angular momentum J , and the principal number N ≡ J + IR
(where IR is a radial action variable). The explicit expression can be found in Eq. (2.15)
of Ref. [51]. Since ER, J , and N are observables, the expressions for ER(ν,J ,N ) is
invariant under coordinates transformations. Moreover, in this expression there is also a
coupling α = GµM that makes Eq. (2.15) of Ref. [51] reminiscent of a quantum Coulomb
problem. The next step is now to consider the problem of a particle with mass µ moving
in an effective metric

ds2eff = geffµνdx
µ
effdx

ν
eff =− A(Reff)c

2dt2eff +B(Reff)dR
2
eff

+R2
eff

(
dθ2eff + sin2 θeffdφ

2
eff

)
, (2.1)

where the metric functions have the generic form

A(R) = 1 +
a1
c2R

+
a2
c4R2

+
a3
c6R3

+O

(
1

R4

)
, (2.2a)

B(R) = 1 +
b1
c2R

+
b2
c4R2

+O

(
1

R3

)
, (2.2b)

and the coefficients ai and bi have to be determined. The coefficient a1 can be immediately
fixed at −2 to reproduce, at low order, the Schwarzschild metric. The Hamilton-Jacobi
equation for a particle of mass µ in the effective metric geffµν reduces to

gµνeff p
eff
µ p

eff
ν + µ2c2 = 0. (2.3)

where peffµ = ∂Seff

∂xµ
. Then Buonanno and Damour required that the motion of such a test

particle in this effective metric is equivalent to the two-body problem characterized by the

1The ADM coordinate system is also of primary importance in NR simulations, as we will discuss in
Sec. 2.4.
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expression ER(ν, α,J ,N ) discussed before. To create this map they exploited analogies
with the Bohr-Sommerfeld quantization used in the Coulomb problem and found that
the map between the energy of the real two-body problem, Ereal, and the effective one,
Eeff , simply reduces to

Eeff
µc2

=
E2real −m2

1c
4 −m2

2c
4

2m1m2c4
. (2.4)

Then one can write the relation between the EOB Hamiltonian of the two-body problem in
terms of the Hamiltonian of the particle moving in the effective metric, that in geometrized
units reads

ĤEOB ≡
HEOB

µ
=

1

ν

√
1 + 2ν

(
Ĥeff − 1

)
. (2.5)

This map has been proven to hold also at higher PN order, and also for binaries with
aligned or anti-aligned non-vanishing spins. However, starting from 3PN, one has to
modify the on-shell condition (2.3) to conserve Eq. (2.5):

gµνeff p
eff
µ p

eff
ν + µ2c2 + µ2Q(xµ, peffµ ) = 0, (2.6)

where Q is a term that takes into account higher-than-quadratic momenta contributions.
The effective Hamiltonian Ĥeff in the general spinning case can be written as

Ĥeff =

√√√√A(r; ν)

(
1 +

p2φ
r2

+
p2r

B(r; ν)
+Q(r, pr; ν)

)
+ ĤSO

eff + ĤSS
eff , (2.7)

whereQ is an EOB potential introduced to keep the map (2.5) valid also beyond 2PN, ĤSO
eff

is the spin-orbit Hamiltonian, and ĤSS
eff is the spin-spin Hamiltonian. We also dropped the

pedices “eff” for notation simplicity and we have uses rescaled coordinates and momenta
as already done in Sec. 1.6.2, i.e. t = Teff/M , r = Reff/M , pr = PR,eff/µ, and pφ =
Pφ,eff/(µM). Note that this Hamiltonian is similar to the one of a test mass orbiting
around a Kerr black hole, cfr. with Eq. (1.95).

Once the Hamiltonian is specified, the dynamics of an EOB model is complete intro-
ducing a prescription for a radiation reaction (RR) F , that parametrizes the loss of energy
and angular momentum of the system due to the GWs emission. The leading-order con-
tribution of the RR is at 2.5PN. Once that F =

(
Fr,Fφ

)
is specified, the dynamics can

be computed by solving the Hamilton equations

φ̇ =
∂ĤEOB

∂pφ
≡ Ω, (2.8a)

ṙ =

(
A

B

)1/2
∂ĤEOB

∂pr∗
, (2.8b)

ṗφ = F̂φ, (2.8c)

ṗr∗ =

(
A

B

)1/2
(
F̂r −

∂ĤEOB

∂r
,

)
, (2.8d)

where we have defined the orbital frequency Ω, and we have introduced F̂r,φ = Fr,φ/ν
and p2r∗ = A

B
p2r. The tortoise coordinate r∗ is defined according to the relation between

pr and pr∗ .
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Now that we have included both conservative (the Hamiltonian) and non-conservative
(radiation reaction) effects, we can compute the EOB dynamics by solving the Hamilton
EOM (2.8) with a standard numerical ODE solver. For this reason, EOB models are often
referred to as semi-analytical models Finally, the last ingredient that completes an EOB
model is a prescription that, given the EOB dynamics, allows us to compute the waveform
at infinity. In conclusion, each EOB model has three building blocks: a Hamiltonian, a
radiation reaction, and a prescription to compute the waveform at infinity.

We now conclude this brief overview of the EOB approach by noting that the metric
potentials A, B, and Q, the radiation reactions, and the EOB waveform are often re-
summed to make them more robust in the strong-field regime [134, 138–140]. Moreover,
the conservative sector of the dynamics and the waveform are improved using information
from numerical data, both using full-NR simulations and test mass data. We will further
discuss these two aspects in the following section, where we introduce the state-of-the-art
EOB model TEOBResumS.

2.3 The effective-one-body model TEOBResumS

We will discuss in the following TEOBResumS [11, 57, 134], a time-domain EOB model
that is informed and completed using NR data. The model can also describe binaries
with generic orbits [7, 11, 145–147]. We start by discussing the Hamiltonian, and we then
move to the radiation reaction and the waveform. We also briefly discuss how the model
is calibrated and completed using numerical information.

2.3.1 Hamiltonian

To better highlight the structure of the Hamiltonian used in TEOBResumS, we start by
discussing the non-spinning part and then we discuss the spin contributions.

Non-spinning sector

The effective Hamiltonian for the non-spinning sector is written as

Ĥorb
eff =

√
(Aorb(r)

(
1 + p2φu

2 +Qorb(r, pr∗)
)
+ p2r∗ , (2.9)

where we have used the inverse of the radius u = 1/r. The metric potentials are known
at 5PN and read [154]

A5PN(u) =1− 2u+ 2νu3 + νa4u
4 + ν

[
ac5 + alog5 log(u)

]
u5

+ ν
[
ac6 + alog6 log(u)

]
u6, (2.10a)

D5PN(u) =1− 6νu2 −
(
52ν − ν2

)
u3 + d4u

4 + d5u
5, (2.10b)

Q5PNloc(u, pr∗) =2ν (4− 3ν)u2p4r∗ +
[
q43u

3p4r∗ + q62u
2p6r∗ +O(up8r∗)

]
+
[
q44locu

4p4r∗ + q63locu
3p6r∗

+q82locu
2p8r∗ +O(up10r∗)

]
, (2.10c)

where the coefficients of this expansion can be found in Ref. [154]. The B-potential is then
defined as B5PN ≡ D5PN/A5PN. However, in Eq. (2.9) the A, B, and Q orbital potentials
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are used in a Padé-resummed form. In Ref. [148] for example, the resummations used
were

Aorb(r) = P 3
3 [A

eff
5PN(r; a

c
6)], (2.11a)

Dorb(r) = P 3
2 [D5PN(r)], (2.11b)

Qorb(r, pr∗) = Q5PNloc(r, pr∗), (2.11c)

where P n
d [f(x)] means that the polynomial-expanded function f is replaced with a Padé-

approximant, that is a rational function where the numerator is an x-polynomial of order
n, and the denominator is an x-polynomial of order d. The coefficients of these two
polynomials are chosen so that the Taylor expansion of P n

d [f(x)] matches f(x). The
coefficients ac6 is an analytically unknown coefficient that is treated as a parameter to be
effectively determined by calibrating the model on NR simulations. For more details on
the resummation of the potentials and on the calibration of ac6, see Refs. [11, 148]; both
aspects play a crucial role in ensuring the reliability of the model during the last few
orbits of the coalescence.

Spinning sector

We now consider black hole binaries where the two objects have aligned or anti-aligned
spins, denoted as Si, where i = 1, 2. By convention, we choose m1 > m2. Then we can
define the dimensionless spin quantities χi ≡ Si/m

2
i and ãi ≡ Si/(miM). We further

define ã0 ≡ ã1 + ã2, ã12 ≡ ã1 − ã2, and X12 ≡
√
1− 4ν. Then the orbital part of

TEOBResumS Hamiltonian in the more general spinning case is written in a Kerr form
as [134]

Ĥorb
eff =

√
A(r)

(
1 + p2φu

2
c +Q(r, pr∗)

)
+ p2r∗ , (2.12)

where uc is the inverse of the centrifugal radius rc that includes the spin-spin contribu-
tions; its explicit form is [134]

r2c ≡ r2 + ã20 (1 + 2u) + δa2NLOu+ δa2NNLOu
2, (2.13)

where the next-to-leading-order and next-to-next-to-leading order contributions δa2NLO

and δa2NNLO can be found in Refs. [134, 148, 155]. The metric potentials in Eq. (2.12) are
defined as

A(r;χi) =
1 + 2uc
1 + 2u

Aorb(rc) (2.14a)

D(r;χi) = Dorb(rc) (2.14b)

B(r;χi) =
r2

r2c

D(r;χi)

A(r;χi)
. (2.14c)

With these choices, the orbital effective Hamiltonian contains also even-parity spin con-
tributions. The complete effective Hamiltonian is then given by

Ĥeff = Ĥorb
eff + pφ

(
GSŜ +GS∗Ŝ∗

)
, (2.15)

where the spin-orbit coupling terms GS and GS∗ are called gyro-gravitomagnetic func-
tions, and

Ŝ ≡ S1 + S2

M2
, (2.16)
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Ŝ∗ ≡
1

M2

(
m2

m1

S1 +
m1

m2

S2

)
. (2.17)

In TEOBResumS the gyro-gravitomagnetic functions are written in the DJS (Damour-
Jaranowski-Schäfer) gauge [156] and are functions of r and pr∗ :

GS = 2uu2cĜS, (2.18)

GS∗ =
3

2
u3cĜS∗ . (2.19)

The explicit expressions for ĜS and ĜS∗ can be found in Ref. [148]. These expressions are
known at (next-to)3-leading-order (N3LO), i.e. at 4.5PN, but in TEOBResumS these terms
are used considering the analytically-known expressions up to NNLO and adding a N3LO
free coefficient c3 that is calibrated using NR simulations. In the effective Hamiltonian,
we have thus two parameters that are fitted on NR data: ac6 and c3.

We conclude this section by noting that setting ν = 0 and S2 = 0, we recover the
Hamiltonian for a non-spinning test particle in equatorial Kerr, cfr. with Eq. (1.95).
However, if one sets ν = 0 and S1 = 0, GS∗ does not reduce to the spin-orbit coupling for
a spinning particle in Schwarzschild. This is linked to the fact that the exact test mass
limit expression of GS∗ has a light-ring singularity in the DJS gauge [134] and thus it has
been expanded at 4PN.

2.3.2 Inspiral Waveform

For reasons that will be clear soon, we first discuss the EOB waveform and then we focus
on the radiation reaction force. The EOB waveform is decomposed in multipoles on the
spin-weighted spherical harmonics −2Yℓm(Θ,Φ) as in Eq. (1.39), and then each multipole
is factorized. If we consider only the circular part of the inspiral waveform, the explicit
factorization is [140]

hinsplℓm = h
(N,ϵ)c
ℓm ĥ

(ϵ)c
ℓm = h

(N,ϵ)c
ℓm Ŝ

(ϵ)
eff Tℓme

iδℓm(ρℓm)
ℓ, (2.20)

where ϵ denotes the parity of the multipole (ϵ = 0 if ℓ + m is even, ϵ = 1 otherwise),

h
(N,ϵ)c
ℓm is the circular Newtonian contribution and ĥ

(ϵ)c
ℓm is the circular PN correction. The

Newtonian factor in the circular limit reads

h
(N,ϵ)c
ℓm =Mνn

(ϵ)
ℓmcℓ+ϵ(ν)x

(ℓ+ϵ)
2 Y ℓ−ϵ,−m

(
π

2
, φ

)
, (2.21)

where x = (MΩ)2/3 and the coefficients are given by

n
(0)
ℓm = (im)ℓ

8π

(2ℓ+ 1)!!

√
(ℓ+ 1)(ℓ+ 2)

ℓ(ℓ− 1)
,

n
(1)
ℓm = −(im)ℓ

16πi

(2ℓ+ 1)!!

√
(2ℓ+ 1)(ℓ+ 2) (ℓ2 −m2)

(2ℓ− 1)(ℓ+ 1)ℓ(ℓ− 1)
,

cℓ+ϵ = Xℓ+ϵ−1
2 + (−1)mXℓ+ϵ−1

1 ,

(2.22)

and Xi = mi/M . Note that in Ref. [140] there is also the distance from the source in the

expression of h
(N,ϵ)c
ℓm (cfr. with Eq. (1)), but here we have already factorized the distance
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in Eq. (1.39). To improve the behavior of the Newtonian factor is it useful to replace x
with the tangential velocity vφ ≡ rΩΩ, where rΩ is defined as [134]

rΩ ≡


(
r3cψc

)−1/2
+ G̃

ĤEOB


−2/3

pr∗=0

, (2.23)

ψc = −
2

A′

u′c + G̃′

ucA

√
A

p2φ
+ u2cA

 , (2.24)

G̃ = GSS +GS∗S∗, (2.25)

and the prime indicates a derivative with respect to r. This definition of rΩ is valid for
binaries of any mass ratio and satisfies the third circular Kepler law 1 = Ω2r3Ω. However,
when discussing the motion in equatorial Kerr, we obtain rΩ from the Kerr generalization
of the third Kepler law for circular orbits [157], so that rΩ is simply given by

rΩ = r
(
1 + âr−3/2

)2/3
. (2.26)

Therefore, aside from numerical factors, the circular Newtonian quadrupolar contribution
is h

(N,0)
22 ∝ v2φe

−2iφ. The PN contributions included in ĥ
(ϵ)c
ℓm of Eq. (2.20) are, in principle,

written in the form ĥℓm = 1 + h1PNx+ h1.5PNx
3/2 + ... and are [134, 140]:

• the source term Ŝ
(ϵ)
eff , that is the effective Hamiltonian for even-parity multipoles

and the Newtonian-normalized angular momentum for odd-parity ones. Explicitly
we have

Ŝ
(ϵ)
eff =

{
Ĥeff(x) if ϵ = 0
pφ
rΩvφ

if ϵ = 1
(2.27)

• the resummation of the leading logarithmic contributions of the tail factor Tℓm,
which is generated by the back-scattering of the GWs with the curved spacetime
associated with the mass of the binary. The explicit formula is

Tℓm =
Γ(ℓ+ 1− 2i

ˆ̂
k)

Γ (ℓ+ 1)
eπ

ˆ̂
ke2i

ˆ̂
k ln(2kr0), (2.28)

where
ˆ̂
k = mHEOBΩ, k = mΩ, r0 = 2M/

√
e and Γ(z) is the Euler Gamma function.

• the residual phase of the tail factor eiδℓm , that takes into account the fact that Tℓm
includes only the leading contributions. The δℓm are truncated at a certain PN
order and therefore are not written in closed form, as opposed to the factors Ŝ

(ϵ)
eff

and Tℓm.

• the residual relativistic amplitude corrections ρℓm that, as the δℓm, are given at a
certain PN order. To define the ρℓm, we can start by defining

fℓm ≡ TPN


∣∣∣ĥ(e)ℓm∣∣∣

Ŝ
(ϵ)
eff |Tℓm|

 (2.29)
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where TPN denotes an expansion in the PN parameter x, and then we finally define

ρℓm ≡ TPN

[
f
1/ℓ
ℓm

]
. (2.30)

It is preferable to use the ρℓm instead of the fℓm because the expansion of the
latter has terms ∝ ℓx that might be problematic for higher-order multipoles. A
resummation scheme that has strongly improved the agreement with numerical data
for spinning binaries of the analytical ρℓm is the one proposed in Refs. [158, 159].
We will see in more detail this procedure in the next chapters.

We conclude this discussion by recalling that the Newtonian contribution of the mul-
tipoles is obtained for even-parity modes from the ℓth-time derivative of the symmetric-
trace-free (STF) mass Newtonian multipole, Iℓm ∝ νrℓe−imφ, and for odd-parity modes
from the current Newtonian multipole, Jℓm ∝ νrℓ+1Ωe−imφ. In the case of circular mo-
tion, the radius and the orbital frequency are constant and, therefore, their derivatives
vanish, leading to the expressions mentioned above. However, if we consider generic pla-
nar orbits, the terms ṙ and Ω̇ do not vanish. We can thus easily generalize the circular
Newtonian contribution h

(N,ϵ)c
ℓm and obtain a generic Newtonian prefactor [145]

h
(N,ϵ)
ℓm = h

(N,ϵ)c
ℓm ĥ

(N,ϵ)nc
ℓm , (2.31)

where

ĥ
(N,0)nc
ℓm =

(
h
(N,0)c
ℓm

)−1

I
(ℓ)
ℓm, (2.32)

ĥ
(N,1)nc
ℓm =

(
h
(N,1)c
ℓm

)−1

J
(ℓ)
ℓm, (2.33)

(2.34)

and (ℓ) denotes a ℓth-time derivative. The correction for the quadrupolar waveform reads

ĥ
(N,0)nc
22 = 1− r̈

2rΩ2
− ṙ2

2r2Ω2
+

2iṙ

rΩ
+

iΩ̇

2Ω2
. (2.35)

These Newtonian corrections contain time-derivatives of the radius and the orbital fre-
quency that are evaluated numerically, i.e. considering the complete EOM. We will come
back to this in Chapter 3, and we will also discuss the generalization of this procedure at
2PN in Chapter 4. The inspiral waveform with Newtonian noncircular corrections thus
reads

hinsplℓm = h
(N,ϵ)c
ℓm h

(N,ϵ)nc
ℓm Ŝ

(ϵ)
eff Tℓme

iδℓm(ρℓm)
ℓ. (2.36)

The analogous noncircular Newtonian corrections for the (2, 1), (3, 3), (3, 3), and (4, 4)
multipoles are reported in Appendix A.

2.3.3 Radiation reaction

We now discuss the radiation reaction force that enters the Hamilton equations (2.8).
To obtain the analytical expression, we require that the energy and angular momentum
losses of the system are equal to the energy flux Ė and angular momentum flux J̇ carried
away by the emitted GWs. In this work, we consider only the fluxes at infinity, and we
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neglect the fluxes absorbed by the horizons. The balance equations along generic orbits
are [160]

ṙFr + ΩFφ + Ė + ĖSchott = 0, (2.37a)

Fφ + J̇ = 0, (2.37b)

where the Schott energy is a term related to the interaction of the system with the local
field. It identically vanishes along circular orbits, and the same happens to its radial
average on generic bound orbits. The Schott contribution to the angular momentum in
the balance laws (2.37) can be set to zero with a gauge fix [160].

We now focus on circular orbits, where we have ṙ = 0, ĖSchott = 0, and thus Ė = ΩJ̇ .
Then using this latter relation, Eq. (1.42), and the fact that hℓ,−m = (−1)ℓh∗ℓm, we can
write

J̇ ≡ 1

Ω

∞∑
ℓ=2

ℓ∑
m=1

Fℓm =
2

16πΩ

∞∑
ℓ=2

ℓ∑
m=1

|ḣℓm|2 =
1

8π

∞∑
ℓ=2

ℓ∑
m=1

m2Ω|hℓm|2, (2.38)

where Fℓm are the multipoles of the energy flux. We can then factorize the Newtonian
quadrupolar contribution and write F̂φ = Fφ/ν as

F̂φ = −32

5
νx7/2f̂ , (2.39)

where we have used

f̂ =
∞∑
ℓ=2

ℓ∑
m=1

(FN
22)

−1Fℓm, (2.40)

F =
1

8π
m2Ω2|hℓm|2 (2.41)

and, in particular, FN
22 = 32

5
x5. We can then use the generalized third Kepler law (2.23)

to rewrite x7/2 as
x7/2 = v7φ = r7ΩΩ

7 = r4ΩΩ
5. (2.42)

We thus finally obtain the expression for the quasi-circular angular radiation reaction
with the Newtonian leading contribution factorized,

F̂φ = −32

5
νr4ΩΩ

5f̂ . (2.43)

Since in the quasi-circular case the radial component of the radiation reaction force Fr
can be set to zero, we have that Eq. (2.43) is the only dissipative contribution in the
quasi-circular dynamics of TEOBResumS.

We now turn our attention to the more generic noncircular case. To start with, we
can use the dominant generic Newtonian prefactor of Eq. (2.35) to generalize Fφ. We

thus include a noncircular correction f̂Nnc
φ,22 that is directly obtained from Eq (2.35) and

Eq. (1.42a). This correction reads

f̂Nnc
φ,22 = 1 +

3

4

r̈2

r2Ω4
− Ω̈

4Ω3
+

3ṙΩ̇

rΩ3
(2.44)

+
4ṙ2

r2Ω2
+

Ω̈ṙ2

8r2Ω5
+

3

4

ṙ3Ω̇

r3Ω5
+

3

4

ṙ4

r4Ω4
+

3

4

Ω̇2

Ω4
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− ...
r

(
ṙ

2r2Ω4
+

Ω̇

8rΩ5

)
+ r̈

(
− 2

rΩ2
+

Ω̈

8rΩ5
+

3

8

ṙΩ̇

r2Ω5

)
.

In the radiation reaction presented in the Chiaramello-Nagar work [145], this contribution
was included as a global factor, i.e.

F̂φ = −32

5
νr4ΩΩ

5f̂Nnc
φ,22f̂ . (2.45)

However, this expression has been improved in more recent works (see e.g. Refs. [1,
147]) including the factor f̂Nnc

φ,22 only in the (2,2) multipole, as it should be. We will
further discuss this point in Sec. 3.2.4. Note that the insertion of the flux-correction
f̂Nnc
φ,22 in the rhs of the EOM (2.8) makes the latter system of equations not solvable
with a standard ODE solver. To overcome this complexity, TEOBResumS uses an iterative
procedure to compute the time-derivatives in the rhs of the EOM that is a straightforward
generalization of the procedure outlined in Appendix A of Ref. [56]. Finally, we mention
that Ref. [160] presented a 2PN prescription for Fφ. However, Ref. [145] showed that
the angular radiation reaction computed from Eq. (2.45) is more reliable. This is a
consequence of the fact that the time-derivatives in f̂Nnc

φ,22 are computed using the complete
equation of motion, rather than the PN-expanded ones.

For the radial component of the radiation reaction, F̂r, we used the 2PN results of
Ref. [160] Padé resummed as in [145]

F̂r =
32

3
ν
pr∗
r4
P 0
2 [f̂

BD
r ], (2.46)

where the explicit expressions for the 2PN terms read

f̂BD
r =f̂N

r + f̂ 1PN
r + f̂ 2PN

r , (2.47)

and (see also Ref. [147])

f̂Nr =− 8

15
+

56

5

p2φ
r
, (2.48a)

f̂ 1PN
r =− 1228

105
p2r∗ −

1984

105

1

r
− 124

105

p2r∗p
2
φ

r

+
1252

105

p4φ
r3
− 1696

35

p2φ
r2
, (2.48b)

f̂ 2PN
r =

323

315
p4r∗ +

59554

2835
r2 − 1774

21

p2r∗p
2
φ

r2

− 628

105

p2r∗p
4
φ

r3
− 29438

315

p2φ
r3
− 461

315

p4r∗p
2
φ

r

+
20666

315

p2r∗
r
− 3229

315

p6φ
r5
− 35209

315

p4φ
r4
. (2.48c)

Finally, for the Schott energy we also use the results of Ref. [145],

ESchott =
16

5

pr∗
r3
P 0
2 [E

c
Schott]P

0
2 [E

nc
Schott], (2.49)

where the circular and noncircular parts, taken at 2PN accuracy, are also Padé resummed.
The two contributions are explicitly reported, for example, in Eq. (31) and Eq. (32) of

38



Ref. [1]. The noncircular radiation reaction discussed in this section has been tested
systematically in the test mass limit in Ref. [1]. We will come back to this in Chapter 3.
However, note that when testing the analytical energy instantaneous fluxes with numerical
results, the Schott contribution cannot be disentangled from the radial component. This
means that there is an intrinsic ambiguity in the analytical choice of the radial component.

In the eccentric version of the model TEOBResumS, often referred to as TEOBResumS-Dalı̀,
the radial radiation reaction has been changed to improve the quasi-circular limit of the
model. In particular, the radiation used in Refs. [147] and subsequent TEOBResumS avatars
is

f̂ 2PN
r = 1−

(
573

280
+

118

35
ν

)
u+

(
−33919

2160
+

6493

560
ν +

1311

280

)
u2. (2.50)

However, when discussing binaries in the test mass limit in this thesis, we will consider
f̂r as in Eq. (2.47).

2.3.4 Numerical completion for the radiation

All the terms of TEOBResumS that we have discussed so far are purely analytical, except for
the NR-calibrated parameters a6c and c3 in the Hamiltonian. We now want to complete
the model so that we can describe the full evolution of binaries, up to the ringdown.
The goal is to have a waveform for the ringdown, hrngℓm , correct the inspiral waveform of

Eq. (2.36) with some numerically-informed corrections ĥNQC
ℓm , and then to match the two

solutions at a certain time tmatch
ℓm . We will thus have a waveform that reads

hℓm = θ(tmatch
ℓm − t)hinsplℓm ĥNQC

ℓm + θ(t− tmatch
ℓm )hrngℓm , (2.51)

where θ is the Heaviside step-function.
We start by discussing the ringdown waveform that is typically defined, for each

multipole, as the post-amplitude-peak waveform2, i.e. the portion of waveform after tpeakAℓm
.

While it is true that the spacetime oscillations produced by the remnant of the merger can
be described with a superposition of QNMs as in Eq. (1.78), it is not trivial to determine
from which time this description, that is based on the homogeneous linearized solution,
is valid. The first important consideration is that, at relatively early times after merger,
the solely fundamental QNM is not sufficient to provide an accurate description of the
waveform, and higher harmonics have to be taken into account [161–163]. However, while
some works suggested that the inclusion of these overtones allows the description of the
whole post-merger waveform in terms of QNMs [162, 163], others showed that nonlinear
effects have to be taken into account in the early ringdown [164–168]. As a consequence,
the pure QNM ansatz can be consistently used only starting from later times. In Sec. 5.4
we will argue that, even when considering linear perturbations generated by a particle
falling in a Schwarzschild black hole, the pure QNM ansatz cannot be used to describe the
whole postpeak waveform. In this case, the failure of this ansatz in the early ringdown
is due to the non-vanishing source term at merger time, so that the non-homogeneous
RWZ equations have to be considered.

We thus use the phenomenological ringdown model introduced in Ref. [169], which is
based on the idea of factorizing the contribution of the fundamental QNM. The QNM-
rescaled waveform is

h̄ℓm(τ) = eσℓm1τ+iϕ
peak
ℓm hrngℓm (τ), (2.52)

2Note that in the literature the merger time tmrg is often defined as the peak of the quadrupolar

amplitude tpeakA22
.
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where τ = t − tpeakAℓm
, ϕpeak

ℓm is the value of the phase at the amplitude peak, σℓm1 is the
fundamental QNM frequencies associated with the spin of the remnant, and hrngℓm is the
actual ringdown waveform. The QNM-rescaled waveform h̄ℓm(τ) is then written using two
templates for the amplitude and the phase, h̄(τ) = Ah̄(τ)e

iϕh̄(τ). Part of the coefficients
of these templates are constrained by requiring the continuity between the ringdown and
the inspiral-plunge waveform. The other coefficients are instead determined by fitting the
templates on some numerical waveforms. These fits are called primary fits, and they are
repeated for a sufficiently large number of numerical waveforms. The coefficients found
with the primary fits and some quantities extracted from the numerical data (such as
Apeak, Äpeak, ωpeak, etc. for each multipole) are fitted over the parameter space; these
latter fits are called global. From these fits are we able to reconstruct h̄ℓm and thus hrngℓm

for every point in the parameter space. We will discuss these ringdown-modeling in more
detail in Sec. 5.

The correcting factor ĥNQC
ℓm is instead known as Next-to-Quasi-Circular (NQC) cor-

rection. The name is linked to historical reasons, since for the quasi-circular EOB-NR
models this correction was non-vanishing only during the plunge, when the motion was
no longer quasi-circular. The NQC correction is written as

ĥNQC
ℓm =

1 +
3∑
i=1

aℓmi ni

 exp

i 3∑
j=1

bℓmj nj+3

, (2.53)

where ni are functions that are combinations of quantities negligible during the quasi-
circular inspiral but relevant during the plunge. It is thus natural to write them in terms
of time-derivatives of the radius or in terms of pr∗ . For all the higher modes, in Ref. [6]
we used

n1 =
p2r∗
r2Ω2

, (2.54a)

n2 =
r̈

rΩ2
, (2.54b)

n3 = n1 p
2
r∗ , (2.54c)

n4 =
pr∗
rΩ

, (2.54d)

n5 = n4Ω, (2.54e)

n6 = n5 p
2
r∗ . (2.54f)

For the (2,2) mode, we used the same ni with i ≤ 4, but we changed n5 = n4 r
2Ω2 and,

consequently, n6 = n5 p
2
r∗ . Note that in TEOBResumS only the first derivatives of A and ω

are typically considered, so that n3 and n6 are set to zero. Moreover, in TEOBResumS the
n5 function for the higher modes is different than the one considered here. The coefficients
ai and bi are determined at a specific time tNQC

ℓm . If we consider tNQC
ℓm > tpeakAℓm

, as typically
done in EOB models, then we can determine the coefficients by solving the linear system

AEOB
ℓm (tNQC

ℓm ) = Arng
ℓm (tNQC

ℓm ), (2.55a)

ȦEOB
ℓm (tNQC

ℓm ) = Ȧrng
ℓm (tNQC

ℓm ), (2.55b)

ÄEOB
ℓm (tNQC

ℓm ) = Ärng
ℓm (tNQC

ℓm ), (2.55c)

ωEOB
ℓm (tNQC

ℓm ) = ωrng
ℓm (tNQC

ℓm ), (2.55d)
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ω̇EOB
ℓm (tNQC

ℓm ) = ω̇rng
ℓm (tNQC

ℓm ), (2.55e)

ω̈EOB
ℓm (tNQC

ℓm ) = ω̈rng
ℓm (tNQC

ℓm ), (2.55f)

where on the lhs the amplitude, frequency, and corresponding time-derivatives are com-
puted from hinsplℓm ĥNQC

ℓm , while on the rhs they are computed from the ringdown waveform

hrngℓm . In Ref. [6] we explored also the option tNQC
ℓm < tpeakAℓm

; in this case we have to consider,

in the rhs of Eqs. (2.55), quantities extracted from numerical data at tNQC
ℓm . The choice

tNQC
ℓm > tpeakAℓm

is, in principle, preferable since it reduces the number of numerical-informed
parameters in the model. However, as we will discuss in Chapter 5 when studying the
eccentric insplunge in Schwarzschild, choosing tNQC

ℓm < tpeakAℓm
works better for the higher

modes. Finally, note that when we consider noncircularized orbits, the ni functions are
non-vanishing during the inspiral, and we have to switch off the NQC corrections with a
sigmoid function before the beginning of the plunge (we will clarify in Chapter 5 how to
precisely identify the plunge time for eccentric configurations).

We have thus all the ingredients to compute the complete EOB-NR waveform of
Eq. (2.51). In TEOBResumS the matching time used is related to the peak of the pure-
orbital frequency (i.e. the frequency associated with Ĥorb

eff ).
We conclude this section by highlighting that the quadrupolar NQC contribution is

also included in the radiation reaction, see e.g. Ref. [8] and Eqs. (13-15) therein.

2.3.5 Summary and test mass limit

We have thus introduced the Hamiltonian, the radiation reaction, and the multipolar
waveform of the EOB model TEOBResumS. Each of these pieces is informed with numerical
results, both from perturbation theory and from full-GR simulations. The model exists
in two branches: GIOTTO, which can describe quasi-circular binaries with spin-aligned,
and DALI, which can describe generic planar orbits. Note that the quasi-circular limit of
the latter does not exactly reduce to the former model. However, in this thesis, we will
often consider the test mass limit of the eccentric avatar of TEOBResumS, and, in this case,
we will use the Kerr Hamiltonian of Eq. (1.95) instead of the EOB one from Eq. (2.15).
In other words, when working in the test mass limit, we neglect the ν-corrections in the
conservative part of the dynamics. The study of the test mass limit is a common practice
because it allows to test EOB prescriptions in a controlled laboratory, and thus to decide
which prescriptions are good candidates also for generic mass ratios [55, 118, 122–125].
We consider only the leading order contributions in ν, both in the radiation reaction force
and in the waveform, to be consistent with the numerical results obtained from the linear
perturbation theory in Schwarzschild and Kerr. Therefore, the EOB EOM that we will
consider when discussing the dynamics of test particles in Kerr and Schwarzschild are

ṙ =

(
A

B

)1/2
∂Ĥeq

Kerr

∂pr∗
, (2.56a)

φ̇ =
∂Ĥeq

Kerr

∂pφ
(2.56b)

ṗr∗ =

(
A

B

)1/2
(
F̂r −

∂Ĥeq
Kerr

∂r

)
, (2.56c)

ṗφ = F̂φ, (2.56d)
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where the metric potentials A and B are given by Eq. (1.97). If we want to study
geodesics, it is sufficient to set F = 0 in the above Hamiltonian equations (and thus
recover Eqs. (1.99)).

Note that if the goal is, instead, to accurately describe real astrophysical systems, the
ν corrections in the Hamiltonian cannot be neglected, as shown, for example, in Fig. 7 of
Ref. [10]. The tests and implementations in the test mass limit proposed in the papers
at the base of this thesis [1, 3–6], have to be intended as a base for future improvements
of TEOBResumS-Dalı̀.

2.4 Numerical Relativity

If we want to solve the EFE for binary black holes without relying on a perturbative
approach, numerical methods are unavoidable. During the final stages of the coalescence,
where the EFE exhibit strong non-linearity, numerical approaches stand out as the sole
viable method of investigation. For this reason, NR simulations of binary black holes
play a crucial role in validating and completing semi-analytical models. This has been
already mentioned in Sec. 2.1, and was further discussed in Sec. 2.3 in the context of
EOB models.

To numerically evolve a dynamical spacetime, it is necessary to establish a suitable
concept of time and reformulate the EFE into a well-posed system of partial differential
equations (PDEs). Subsequently, one must employ initial data that accurately reproduces
the physical system under investigation and evolve them. Proper handling of singularities
is also essential, necessitating the use of appropriate approaches and gauges. Once the
problem is well-formulated on the mathematical side, the application of efficient numerical
techniques becomes crucial for solving the EFE. Given the computational costs involved,
high-performance computing clusters are typically employed. Before delving into these
points in the following sections, it is useful to remind that, while this thesis will primarily
focus on simulating black hole binaries in GR, the numerical approach is also fundamental
for studying gravitational collapses, the coalescence of compact binaries where one or
both objects have matter fields (e.g., neutron stars), the dynamical stability of stationary
solutions, and compact binaries in alternative theories of gravity.

2.4.1 3+1 decomposition of General Relativity

We start by considering a globally hyperbolic spacetimeM, i.e. a spacetime that admits
a spacelike hypersurface Σ from which it is possible, loosely speaking, to predict the past
and the future. Such a surface is said to be a Cauchy surface. We can then foliate M
by a family of nonintersecting spatial hypersurfaces Σt identified by a scalar function
t(p) = x0(p) such thatM = ∪Σt. The future-pointing normal vector in then defined as

nµ ≡ −α (∇t)µ, where α is the lapse function, given by α =
(
−gµν∇µt∇νt

)−1/2
, and gµν

is the metric onM. One can then define the projector P µ
ν = δµν + nµnν and easily show

that the induced 3-metric3 is given by

γµν = P σ
µP

ρ
ν gσρ = gµν + nµnν . (2.57)

3Note that in Eq. (2.57) the 3-metric γ is a 4-dimensional tensor. While this might look confusing,
one has to consider that the time components vanish in adaptive coordinates (that we will discuss in a
moment).
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Then, defining the extrinsic curvature as Kµν ≡ −γσµγρν∇σnρ and the vector mµ = αnµ,
simple algebra leads to an evolution equation for the 3-metric:

Lmγµν = −2αKµν . (2.58)

Note that Eq. (2.58) is a pure geometrical relation and we have not used any physical
information in its derivation.

To write Eqs. (1.1) in the 3+1 formalism, it is possible to use the Gauss-Codazzi equa-
tions (Eq. (2.95) and (2.101) of Ref. [170]), that are relations between the 4-dimensional
Riemann tensor 4Rµνσρ of M and the 3-dimensional one of Σt. These equations “live”
on a single spatial hypersurface Σ or, stated in an alternative way, they do not require a
complete foliation ofM. Using the Gauss-Codazzi relations on

(
4Gµν − 8πTµν

)
nµ = 0,

one can find the Hamiltonian and the momentum constraints, that contains only spatial
quantities and spatial derivatives. Finally, using the Ricci equation that relates 4Rσ

µνρ to
3-quantities but also contains derivatives in the normal direction to Σt (see Eq. (3.44) of
Ref. [170]), we can find an evolution equation for Kij. The equations read

Lmγij =− 2αKij, (2.59a)

LmKij =−DiDjα + α
(
Rij +KKij − 2KikK

k
j+

4π
[
(S − E) γij − 2Sij

])
, (2.59b)

C0 ≡R +K2 −KijK
ij − 16πE = 0, (2.59c)

Ci ≡DjK
j
i −DiK − 8πPi = 0, (2.59d)

where K = γµνKµν is the trace of the extrinsic curvature, Di is the covariant derivative
associated with the 3-metric, E = nµnνTµν is the matter energy density, Pµ = −γσµnρTσρ
is the matter momentum density, S = gµνSµν is the trace of Sµν = γσµγ

ρ
νTσρ. Note that

the trace of stress-energy tensor is T = S −E. Equations (2.59) are the Arnowitt-Deser-
Misner equations [171] written à la York [172], also known as the ADMY equations. The
typical coordinates used in Eq. (2.59) are the adapted coordinates xµ = (t, xi), where xi

are the coordinates on Σt and ∂t is the normal vector to Σt. We can write the latter as

(∂t)µ = mµ + βµ = αnµ + βµ, (2.60)

where we have introduced the shift vector βµ, which satisfies nµβ
µ = 0. Note that ∂t is

not necessarily time-like, but this is not a problem since there are no observers associated
with it. In these coordinates, the line element reads

ds2 = gµνdx
µdxν = −α2dt2 + γij

(
dxi + βidt

)(
dxj + βjdt

)
, (2.61)

and also clarifies why βi is called shift vector (see also Fig. 4.1 of Ref. [170]). Note that
α and βi just describe how we move from one foliation to the next one; that is, they are
just gauge degrees of freedom.

However, J. York showed that all the 3-metric that are conformally equivalent to γ
have the same gravitational wave content [173, 174]. This brings us to the 3+1 conformal
decomposition of GR. Indeed, among all the 3-metric conformal to γ, we could choose
γ̃ij = Ψ−4γij such that det γ̃ij = 1. The issue is that, within this choice, Ψ would not
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be a scalar and γ̃ would not be a tensor (it would be a tensor density with weight -
2/3). Therefore, it is useful to define Ψ in terms of a background metric fij on Σt with
determinant f , so that

Ψ ≡
(
γ

f

)1/12

, (2.62a)

γ̃ij = Ψ−4γij. (2.62b)

The metric fij must have signature (+,+,+) and its component must be time-independent,
∂tfij = 0. We denote the corresponding covariant derivative as Di (and Di = f ijDj). In
Cartesian coordinates the natural choice is the flat metric fij = diag(1, 1, 1), so that
f = 1 and the Christoffel symbols are trivial. The relation between the physical and the
conformal derivatives can be obtained from the general relations between two connections

DkT
i1,...,ip
j1,...,jq

= D̃kT
i1,...,ip
j1,...,jq

+

p∑
r=1

Cir
klT

i1,...,l,...,ip
j1,...,jq

−
q∑
r=1

C l
kjrT

i1,...,ip
j1,...,l,...,jq

, (2.63)

where Ck
ij = Γkij − Γ̃kij. One can then define the trace-free part of the extrinsic curvature

Aij = Kij − 1
3
Kγij, and then

Aij ≡ ΨpÃij, (2.64)

where natural choices for the conformal rescaling p are p = −4, suggested by the kine-
matical Eq. (2.58), and p = −10, suggested by the momentum constraint (2.59d). With
the latter choice one can find the Lichnerowicz equation [175] for the conformal factor Ψ,
which reads

C0 = D̃iD̃
iΨ− 1

8
R̃Ψ+ ÂijÂ

ijΨ−7 +

(
− 1

12
K2 + 2πE

)
Ψ5 = 0, (2.65)

where Âij ≡ Ψ10Aij, and R̃ is the Ricci scalar associated with the γ̃ij metric. Similarly,
one can conformally-decompose the other equations. With this procedure one finds:
i) an evolution equation for the conformal factor from the kinematical equations, ii)
evolution equations forK and Ãij (with scaling p = −4), iii) Hamiltonian and momentum

constraints. These constraints can be written either using Âij and p = −10 (as in the
Hamiltonian constraint (2.65)), or Ãij and p = −4. Energy and momentum are usually
rescaled as Ẽ = Ψ8E and P̃ i = Ψ10P i.

2.4.2 Global quantities

If we are considering an asymptotic flat spacetime, it is possible to define some global
quantities that characterize the spacetime itself and that are useful to build initial data
for NR simulations. To start with, we recall that a spacetime is asymptotically flat (AF)
if and only if for every hypersurface Σt exists a background metric fij that satisfies the
following conditions [170]: i) fij is flat except for a compact region, ii) there is a coordinate
system xi such that fij = diag(1, 1, 1) for r =

√
xixi → ∞, and iii) in the asymptotic

region r →∞ we have

γij = fij +O(r−1), (2.66a)

∂kγij = O(r−2), (2.66b)
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Kij = O(r−2), (2.66c)

∂kKij = O(r−3). (2.66d)

The asymptotic region r → ∞ is called spatial infinity, i0. Kerr and Schwarzschild are
examples of AF spacetimes. Note that the presence of GWs at i0 would violate Eq. (2.66a).
However, we can include GWs in the spacetime by requiring that GWs are emitted at a
finite time in the past. We can now define the ADM mass MADM at i0 as [170, 171]

MADM = − 1

8π
lim
r→∞

∮
∂Σt

√
q (κ− κ0) , (2.67)

where the integral is on the boundary of the hypersurface, ∂Σt = ∂M ∩ Σt, q is the
determinant of the induced metric of ∂Σt embedded in (Σ, γij), and κ is the trace of the
corresponding extrinsic curvature; κ0 is the trace of extrinsic curvature of ∂Σt embedded
in (Σ, fij). Using the normal vector to ∂Σt, s

i, and the conformal decomposition we can
also write [170]

MADM = − 1

2π
lim
r→∞

∮
∂Σt

√
q

(
DiΨ−

1

8
Dj γ̃ij

)
(2.68)

In the Schwarzschild case one finds MADM = M . Moreover, if the dominant energy
condition E2 ≥ PiP

i is satisfied, then MADM ≥ 0, where the equality is obtained if and
only if Σt is a foliation of Minkowski. We also have that ṀADM = 0. In NR simulations,
MADM is computed at a large finite radius and therefore the integral is in general not
conserved. However, if we also consider the radiation traveling to future null infinity
that crosses the sphere at which MADM is computed, then the integral is approximately
conserved. We can further define the ADM momentum as [170, 171]

PADM
k =

1

8π
lim
r→∞

∮
∂Σt

√
q(∂k)

isj
(
Kij −Kγij

)
. (2.69)

The 4-momentum (−MADM, P
ADM
k ) transforms as a 1-form under coordinate changes that

preserve the asymptotic flatness. Note that the index k is associated with the vector p
and is not tensor index.

Finally, considering the Killing vectors associated with rotations ϕ, we could try
to define an angular momentum similarly to the linear momentum case. We can thus
write [170]

Jk =
1

8π
lim
r→∞

∮
∂Σt

√
q (ϕk)

i (Kij −Kγij
)
. (2.70)

However, this quantity does not transform as a 1-form (as opposed to PADM
k ), and more-

over, the AF conditions do not guarantee the existence of the integral (as opposed to
the cases of MADM and PADM

k ). To cure this problem, one could impose even stronger
asymptotic conditions:

∂kγ̃ij = O(r−3), (2.71a)

K = O(r−3). (2.71b)

Despite these conceptual difficulties, the notion of ADM angular momentum is often used
in the literature for binary black holes, see e.g. [176–178]. For this reason, we will use the
notation4 JADM, even if Eq. (2.70) was not presented in the original ADM article [171].

4Since in this thesis we focus only spin-aligned or anti-aligned binaries, the z-index is understood
since JADM

x = JADM
y = 0.
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The initial values of MADM and JADM are also fundamental to study the dynamics
of binaries. Indeed, these two values, together with the fluxes computed from the NR
waveforms, can be used to construct the energetic curves E(J), where typically E is the
binding energy, defined as the total energy minus the rest mass of the system. These
gauge-invariant relations can be then exploited also to validate EOB models as done, for
example, in Ref. [179].

2.4.3 Initial data

We can now turn our attention to the initial data problem. We now want to set up some
initial conditions that satisfy the constraints of Eq. (2.59c) and (2.59d) (or equivalent)
and that, at the same time, have a physical meaning. Since we have to determine 12
components (for γij andKij), we have to prescribe 8 quantities and solve for the remaining
4. In this thesis, we focus on the Bowen-York initial data for black holes [172, 180, 181].
One can start by prescribing on Σ0 conformally and asymptotically flat vacuum data:
γ̃ij = fij, K = 0, and Ẽ = P̃ i = 0. The condition K = 0 is known as maximal slicing
because it implies that Σt has the maximum volume. One can then write the extrinsic
curvature in terms of a vector potential V (see e.g. Eq. (23) of Ref. [182]) and obtain two
elliptic equations for Ψ and V . The vector potential can be given as a sum of terms that
are singular at Np spatial points, known as punctures (see e.g. Eq. (26) of Ref. [182]).
Each of these terms depends on six parameters (Pi, Si) that can be identified as the linear
momenta and spins of the punctures. In the case of a single puncture, these parameters
reduce to the aforementioned ADM linear and angular momentum. The conformal factor
is then written isolating the Brill-Lindquist singular part ΨBL as

Ψ = ΨBL + u = 1 +

Np∑
n=1

mn

2|xn|
+ u (2.72)

with u → 0 as the Euclidean distance from the puncture goes to infinity, |xn| → ∞.
The parameter mn is known as the bare mass of the puncture. Then one can solve
numerically the Hamiltonian constraints for u, which is generally C2 at the puncture
locations, using for example spectral methods [182]. The puncture approach has been used
in the seminal paper of 2005 [77] and it is still used in NR simulations nowadays [85, 183,
184]. Other approaches for the initial data include the conformal thin-sandwich [185, 186],
its extended version [187], and methods that exploit helical symmetry [188, 189].

2.4.4 Gauge conditions

As mentioned before, the lapse function α and βi are gauge degrees of freedom. However,
to successfully simulate BH spacetimes, these quantities have to be chosen carefully. In
particular, one has to choose a gauge that has singularity-avoiding properties and that
minimizes, in some way, the coordinate distortion.

Indeed, if one uses the simplest choice, known as geodesic gauge, that consists of setting
α = 1 and βi = 0 everywhere, the simulations crash after a short time. For example,
in Schwarzschild, the simulation would crash at t ∼ πM , when the innermost grid point
reaches the fundamental singularity [190]. However, we have already discussed a gauge
condition that has singularity-avoiding properties. Indeed, the extrinsic curvature, and
therefore its trace K = −∇nµ, measures how much nµ bends when transported along
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Σt. We have thus that the maximal slicing condition K = 0, that can be written as
an equation for the lapse α, prevents the Eulerian observers associated with nµ from
converging towards a singularity (in the eventuality that it forms at some point during
the evolution). This gauge leads to the so-called collapse of the lapse, i.e. α → 0 near
singularities for t→∞. A general evolution equation for α is the Bona-Masso slicing [191]

Lmα = −α2f(α)K, (2.73)

that for f(α) = 0 reduces to the geodesic gauge, for f(α) = 1 reduces to the so-called
harmonic gauge, where the name is because the same equation can be obtained by con-

sidering □x0 = (−g)−1/2∂µ

[
(−g)1/2gµν∂νt

]
= 0, and finally by setting f(α) = 2/α one

obtains the so-called 1+log gauge. The name of the last gauge is because if one sets
βi = 0, then α = 1 + log(γ) is a solution of the evolution equation (2.73). Both the
harmonic and 1+log gauges have singularity-avoiding properties [188].

While the singularity-avoiding properties are useful to avoid crashes of the simulations,
the collapse of the lapse near the singularities leads to large coordinate gradients that
would require too many grid points to be resolved. We want therefore to choose βi

so that the distortion is minimal. Then, defining the trace-free part of the distortion
Qij = ∂tγij− 1

3
Qγij, one can extremize the associated functional I

[
βi
]
=
∫
Σt
QijQ

ij√γd3x
and find an elliptic equation for βi. This latter condition is automatically satisfied by
stationary spacetimes since if ∂t is a Killing vector, the distortion tensor identically
vanishes. However, for practical purposes, evolution equations are always preferred to
elliptic equations. For this reason, it is more common to use parabolic and hyperbolic
gauge conditions for βi with minimal distortion properties, known as Gamma-freezing
and Gamma-driver [192]. The latter, after an integration, can be written as [193, 194]

∂tβ
i = µsΓ̃

i − ηβi + βj∂jβ
i, (2.74)

where µs and ν are parameters whose values has to been chosen carefully in order to not
spoil the well-posedness of the evolution scheme considered [194] (see also discussion in
the next section). A typical choice for the former is µS = 1, while the damping η = 2/M
works well for binaries with mass ratio close to one. The 1+log slicing and the hyperbolic
Gamma-driver are typical choices for NR codes that evolve binaries using the punctures
approach [77, 85, 183, 184, 195]. The typical initial values for the lapse and the shift
vector on the initial slice are α = Ψ−2

BL and βi = 0.

2.4.5 Free evolution schemes

If the initial data satisfy the energy and momentum constraints at t = 0, then the system
can be evolved by solving numerically the evolution equations and, aside from numerical
errors, the constraints remain satisfied during the evolution. We thus find initial data that
satisfy the constraints, and then we evolve the system without enforcing the constraints
during the evolution (but they have to be monitored to ensure that they remain small).
However, to evolve the initial data, the 3+1 scheme employed must be well-posed, i.e.
the solution of the associated Cauchy problem is unique and depends continuously on the
initial data. More formally, a well-posed initial value problem exists if and only if there
is a norm ||.|| and a class of initial data so that the solution u(t, x) is always bounded as
||u(t, x)|| ≤ Keαt||u(0, x)|| for some α, K that do not depend on the initial data. The
existence of a well-posed Cauchy problem is guaranteed if the second-order PDE system
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under investigation is strongly hyperbolic, i.e. if and only if the principal part (the highest
derivatives) is in the form □gu ≃ 0. The evolution ADMY equations (2.59) are strongly
hyperbolic if the lapse α is of the Bona-Masso family (Eq. (2.73)) and the momentum
constraint identically vanishes during the evolution. If one drops this latter condition,
then the system is only weakly hyperbolic5, and thus the problem is ill-posed. Since
the momentum constraint is inevitably violated during the evolution due to numerical
approximations, the ADMY formulation cannot be used in numerical simulations. We
thus mention in the following some common free-evolution schemes that are used by the
NR community.

The first scheme for evolutions that we mention is the generalized harmonic gauge
(GHG) [196–198], which has been used by Pretorius in the first complete evolution of a
binary black hole merger [76] and is also used nowadays (in first-order symmetric hyper-
bolic formulation) by the SXS collaboration [83]. This formulation is used in numerical
codes where regions inside the event horizons and around the fundamental singularities
are excised by the computational domain. We have already encountered the (not general-
ized) harmonic gauge a few times, which can be written as □xα = −gµνΓαµν0 ≡ −Γα = 0.
If one set this gauge, the EFE are strongly (even symmetric) hyperbolic. One can then
generalize this condition as Γα = Hα, where Hα is some given function, and define the
constraint Zα ≡ Hα − Zα = 0. The lhs of the EFE in this formulation can be written
as gσρ∂σ∂ρgµν + (. . . ), where the dots denote a non-linear part with first-order metric
derivatives. Then the vacuum EFE in the GHG can be written as Rµν − ∇(µZν) = 0
with Zµ = 0. From the Bianchi identities one can find that the constraint evolves as
linear wave equation, □gZµ +RµνZ

ν = 0, so that if Zµ = Żµ = 0 initially, the constraint
vanishes for the whole evolution. In actual evolutions, the constraints are damped, see
e.g. Ref. [76].

A different free-evolution scheme that is typically used in codes that use the punctures
approach is the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) formulation [199, 200].
The first successful binary black evolution with this scheme has been achieved in Ref. [77],
within four months from the result of Ref. [76]. If one considers the ADMY equa-
tions (2.59), then it is possible to define an auxiliary variable (f i = ∂jγ

ij) whose time-
evolution is linked to the momentum constraint. Using thus the momentum constraint,
one can re-write the ADMY equations so that the principal part is a wave-like equation.
To obtain the BSSN equations, one starts from the conformal ADMY equations and

define the auxiliary conformal variable Γ̃i ≡
(
Γ̃ijk − F i

jk

)
γ̃jk, where we recall that F i

jk

are the Christoffel symbols of the background metric fij. Then an evolution equation is
found for this variable, so that the BSSN has evolution equations for Ψ, γ̃ij, K, Ãij, Γ

i.
Together with some classes of gauges, including the 1+log slicing and the Gamma-driver
shift, the BSSN are strongly hyperbolic [194]. We also mention that typically, instead of
using Ψ, it is common to use χ ≡ Ψ−4. The equations obtained in this way have some
1/χ terms that are in principle singular, but numerical experiments showed that they are
not problematic if one uses a numerical floor for χ. One can then find the positions of
the punctures by searching for curves along which the variable χ vanishes. From the evo-
lution equation for the conformal factor χ, one can find that the velocity of the puncture
is simply given by the shift vector evaluated at the puncture locations,

vip = −βi|xp . (2.75)

5That is, the principal symbol has real eigenvalues but not a complete set of eigenvectors.
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A free-evolution scheme that is closely related to the BSSN one is the Z4c scheme [201–
203], which improves the constraints-violation by introducing an additional field that
transforms the constraints in evolution equations. More precisely, one can add (in a fully
covariant way) an extra 4-vector Zµ to the lhs of the EFE as Rµν → Rµν + 2∇(µZν) +
(damping terms for Zµ). For Zµ = 0, one recovers GR. Moreover, from the Bianchi
identities we have that Zµ evolves according to a wave-like equation as discussed in the
GHG case, so that if Zµ vanishes at the beginning, then it vanishes at all times. As
anticipated, the advantage of introducing Zµ is that the constraints are now hyperbolic
equations. This scheme is the one implemented, for example, in GR-Athena++ [14, 85].
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Chapter 3

Eccentric dynamics and inspirals in
the test mass limit

From this chapter, we start to present original results. We begin by discussing the phe-
nomenology of eccentric binaries in the test particle limit, focusing on the dynamics and
on the eccentric inspiral. In particular, we will analyze the analytical Newtonian non-
circular prescriptions for the EOB eccentric radiation. The following sections are mostly
based on Ref1. [1]. The discussion of 2PN noncircular corrections [3–5] is postponed to
Chapter 4, while we will analyze in detail the transition from the inspiral to the merger-
ringdown phase in Chapter 5, following Ref. [6].

As discussed in Sec. 2.2, the EOB description of comparable mass binaries is smoothly
connected by the symmetric mass ratio ν to the test particle limit. In other words,
the time-like geodesics are naturally included in the EOB formulation and, therefore,
one can obtain geodesic orbits by solving Eqs. (2.56) setting the radiation reaction F
to zero (that is, solving Eqs. (1.99)). Given a certain test particle dynamics, even a
geodesic one, we can compute the associated waveform, either numerically by solving the
RWZ equations (1.57) or the Teukolsky equation (1.80) (in appropriate coordinates), or
analytically by using the EOB prescription (2.36). Note that in a realistic scenario, one
should impose the conservation of energy, and thus consider the back-reaction due to the
GW emission on the dynamics; in other words, one should take into account the non-
conservative effects parametrized by F . However, if our goal is to test the goodness of the
analytical prescriptions for the inspiral in the test particle limit, we can just ignore the
back-reaction and compare the EOB analytical waveform to the numerical one obtained
from linear perturbation theory. More importantly, one can use the numerical waveforms
to compute the numerical fluxes at infinity through Eqs. (1.42), and compare them to the
analytical radiation reaction F computed using the balance equations (2.37). For these
reasons, as a first step, one can consider the waveform associated with geodesic motion
and study the non-conservative dynamics only in a second moment.

The test particle limit is, therefore, a controlled laboratory that we can exploit to
test the analytical model. If a certain prescription works well in the test particle limit,
then it is probable (but not guaranteed) that will work well also in the comparable mass
case. On the other hand, if a prescription underperforms in the test particle limit, there
is little or no hope that it will be reliable in the comparable mass scenario. Note that the

1Ref. [1] has been concluded and submitted to the editor a few months after the beginning of my
Ph.D., but some of the results of that paper have been already discussed in my master thesis. However,
to make the discussion more self-consistent, we discuss these results also in this thesis.

50



Figure 3.1: Kerr effective potentials for pφ = (2
√
3, 4) and different spins. The Schwarzschild potentials

are highlighted in black.

analytical/numerical comparisons in the test particle limit are performed using the same
dynamics, and therefore there is no ambiguity in the waveform/fluxes comparisons. In
the general case, when one considers mass ratios close to q = 1, the analytical/numerical
comparisons are performed considering EOB and NR waveforms. However, choosing EOB
initial data that reproduces the same physical system simulated by the NR simulation
is far from trivial and, indeed, there is no clear procedure of how to perform this initial
data matching for generic orbits. The comparison is easier (but not trivial) in the quasi-
circular case, but it becomes more difficult for eccentric or even hyperbolic-like orbits.
It is thus evident that the extreme mass ratio regime is not only useful for practical
purposes (since, as can be imagined, the numerical solution of RWZ/Teukolsky equation
is much less computationally expensive than full-GR numerical simulations), but it is also
useful from the conceptual point of view. We will come back to the EOB/NR comparison
issue later. For the moment, we focus on the test particle scenario, first studying the
conservative (geodesic) dynamics, and then the non-conservative ones.

3.1 Kerr planar orbits and eccentricity

We start by discussing the geodesics in Schwarzschild and equatorial Kerr. Since the
orbits are planar, they are fully characterized by two constants of motion. The most
natural choice is to consider the µ-normalized energy Ê and the angular momentum2 pφ.

The type of orbit that corresponds to a certain pair (Ê, pφ) can be easily understood by
looking at the effective potential

V (r; pφ) ≡ Ĥeq
Kerr|pr∗=0. (3.1)

In Figure 3.1 we show the potential for different values of spin and two values of angular
momentum, pφ = (2

√
3, 4). If the potential has a local minimum, then bound orbits are

allowed. In particular, it is possible to have circular geodesics with radius rqc, where
rqc is the radius at which the potential has the minimum. More generally, since V ∼

2We recall that we are considering mass-rescaled phase space variables related to the physical ones as
discussed in Sec. 1.6.2 (see also Sec. 2.2).
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1− 2/r +O(1/r2), bound orbits can be obtained for any energy in the range Êqc ≤ Ê <

min(1, Vmax); the limiting case Ê = Vmax < 1 is marginally stable. The two radial turning
points of the orbit, the periastron r− and the apastron r+, are defined by the condition
Ê = V (r±; pφ). If the potential barrier has a maximum bigger than one, then unbound

orbits (scatterings) are allowed for 1 ≤ Ê ≤ Vmax. If Ê > Vmax, then the particle will
inevitably plunge toward the black hole. Note that for a certain value pLSOφ , the local
maximum and the local minimum degenerate in an inflection point, and therefore no
stable bound orbits with pφ < pLSOφ are allowed. In the Schwarzschild case, this happens

for pLSOφ = 2
√
3, and the inflection point is located at rLSO = 6. Circular orbits are

allowed only for r ≥ rLSO, and for this reason, the orbit with radius rLSO is known as
the last stable orbit (LSO). In the case of extremal black holes, we have rLSO = 9 for
retrograde orbits (i.e. when the orbital angular momentum is anti-aligned with the Kerr
spin), and rLSO = 1 for prograde orbits [204].

While energy and angular momentum allow us to completely describe planar geodesics,
we would like to define some constants of motion with a more immediate geometrical
meaning. It is well known that the two-body problem in Newtonian gravity has an exact
solution and the orbits are given by conic sections. These orbits can be parametrized as
r(φ) = p/(1 − e cosφ), where p is the semilatus rectum and e is the eccentricity. For
0 ≤ e < 1 we have elliptical orbits, of which the circular ones (e = 0) are a particular case.
For e ≥ 1 we have unbound orbits: parabolic for e = 1, hyperbolic for e > 1. In the case
of bound orbits, the periastron r− and the apastron r+ can be found as r± = p/(1∓ e).
Then, by simply inverting these relations, we find that the Newtonian eccentricity and
semilatus rectum can be written in terms of the two radial turning points as

e =
r+ − r−
r+ + r−

, p =
2r+r−
r+ + r−

. (3.2)

We adopt Eqs. (3.2) to define the eccentricity and the semilatus rectum also in the
general-relativistic case, where the two radial turning points are defined, as discussed
above, by the condition Ê = V (r; pφ). Then for each pair of (Ê, pφ), we can compute
(e, p). Note that, by construction, this definition of eccentricity in the full relativistic
case is valid only for bound orbits. To have bound orbits, the Kerr potential Ṽ , defined
as ṙ2 + Ṽ (r; Ê, pφ) = 0 (see e.g. Eq. (1) of Ref. [205]), must have three roots: (r̄, r−, r+).
If r̄ = r−, then the bound orbit is only marginally stable. In terms of semilatus rectum,
this stability condition translates in the constraint p ≥ ps(e, â), where ps(e, â) is known
as the separatrix, and its expression for planar orbits is implicitly given by [205, 206]

p2s(ps − 6− 2e)2 + â4(e− 3)2(e+ 1)2

− 2â2(1 + e)ps
[
14 + 2e2 + ps(3− e)

]
= 0. (3.3)

In the non-spinning case, Eq. (3.3) simply reduces to ps = 6+2e, while in the circular case
ps reduces to rLSO. In other words, the separatrix is an eccentric generalization of the LSO.
In terms of energy, angular momentum, and radial potential V , the separatrix corresponds
to the condition Ê = Vmax(r; pφ). Note that, in general, it is not possible to provide
a dynamical definition of eccentricity in GR. However, it is useful to use (e, p) to label
geodesics or even non-conservative orbits (see discussion below), since they provide a clear
geometrical intuition of the orbit considered. We mention, en passant, that the effects of
eccentric motion on waveforms and fluxes have been first studied in a seminal article by
Peters and Mathews [207], and that the PN quasi-Keplerian parametrization [208] uses
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Figure 3.2: Examples of eccentric geodesic configurations considered in Ref. [1]. We have highlighted
in blue a single radial orbit. The corresponding (2,2) and (4,4) multipoles for the configurations with
(e, â) = (0.7,−0.9), (0.1, 0.6), (0.7, 0.9), and (0.9, 0.9) are shown in Fig. 3.5.

three different eccentricities to describe bound orbits, but in this work we will not use
them since in our EOB formalism we use the notion of eccentricity almost exclusively for
labeling purposes.

In Ref. [1], we have run 144 geodesic configurations with eccentricities e = (0, 0.1, 0.3,
0.5, 0.7, 0.9) and spins in the range â ∈ [−0.9, 0.9], typically â = (0,±0.2,±0.6,±0.9).
For each pair of spin and eccentricity (â, e), we have chosen three different semilatera
recta: p = ps(e, â) + 0.01, p = 9 ps(e, â)/ps(e, 0), and p = 13 ps(e, â)/ps(e, 0). Depending
on the value of the semilatus rectum, we referred to these simulations as, respectively,
near, intermediate, and distant. The complete list of eccentric geodesic configurations in
Kerr that we consider can be found in Table A.1. Moreover, some trajectories are shown
in Fig. 3.2, where we have highlighted a radial orbit in blue. As can be seen, the bound
orbits considered exhibit a strong periastron precession. The effect is mitigated in the
case of orbits with large semilatus rectum. In the case of near simulations, i.e. those
with p = ps + 0.01, the precession becomes so relevant that the particle has a circular
whirl near the periastron. After this whirl, the particle zooms out and continues on an
elliptic-like orbit until the next periastron passage. For this reason, orbits of this kind
are called zoom-whirl orbits; see e.g. Ref. [209].

If non-conservative effects are taken into account when solving the Hamilton equations
(i.e. if F ̸= 0), both energy and angular momentum cease to be constants of motion. Dur-
ing the later stages of evolution, a point is reached where the condition Ê = Vmax(r; pφ)
is satisfied, so that the periastron is no longer defined. We refer to this time as the
separatrix-crossing time tsep. As a consequence, both e and p cannot be longer computed
after tsep. However, at each t ≤ tsep we can compute both e and p, so that we can have
time-evolutions of these two quantities. The final measurable eccentricity is identified as
esep = e(tsep). We will come back to non-conservative dynamics in Chapter 5, where we
will discuss the transition from inspiral to plunge for the Schwarzschild case in more detail.
While eccentricity and semilatus rectum serve as valuable labels for configurations and
contribute to an intuitive comprehension of the types of bound orbits under examination,
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they are not suitable variables for the late inspiral in non-conservative cases, since they
are not defined for t ≥ tsep. For this reason, while we will label also the non-conservative
configurations using the initial values of eccentricity and semilatus rectum, in practice
we will always convert (e0, p0) in the initial values of energy and angular momentum,
(Ê0, p

0
φ), and use these quantities to start the evolution. Furthermore, we will always

start our evolutions from the apastron, so that the initial radius is r0 = p0/(1− e0) and
p0r∗ = 0.

We conclude this discussion by noting that the definition of eccentricity discussed
above for orbits in Kerr can be easily extended to the comparable mass case. Indeed, one
can always find e and p using Eqs. (3.2), where the radial turning points r± are obtained
from two equations Ê = HEOB(r±, pφ, pr∗ = 0). Solving these two equations creates a

map (Ê, pφ) ↔ (r−, r+), and thus through Eqs. (3.2) a map (Ê, pφ) ↔ (e, p). Note
that the eccentricity is not gauge invariant (nor is the semilatus rectum), and therefore
to have an apples to apples EOB/NR comparison, it is not sufficient to consider EOB
configurations with the same initial eccentricity (and initial frequency) as in the NR case.
That is, the EOB eccentricity is not the same eccentricity considered in NR simulations,
and could not be otherwise. See for example the comparisons in Table III of Ref. [147].
In Ref. [210], an attempt has been made to map various eccentric definitions, focusing in
particular on the two EOB models TEOBResumS and SEOBNR.

3.2 Waveform and fluxes from eccentric geodesics

In this section we analyze waveforms and fluxes generated by eccentric conservative dy-
namics. We start by discussing how the numerical results are obtained and how accurate
they are. We then briefly discuss how we improved the circular sector of the EOB multi-
polar waveform. Finally, we discuss and test the analytical waveforms and fluxes obtained
by applying the Newtonian generic prefactor discussed in Sec. 2.3.2. Note that some of
these results have been already discussed in my master thesis, but we reexamine and
elaborate on them in this section to ensure a comprehensive and self-contained discus-
sion. For the moment, we neglect the 2PN noncircular corrections to the waveform and
radiation reaction; these effects will be discussed in Chapter. 4.

3.2.1 Numerical test mass waveforms

We now discuss the numerical waveforms that can be obtained from RWZHyp and Teukode

using, in the source terms, the dynamics discussed in Sec. 3.1. We also provide some
comparisons between the two time-domain codes and with other results present in the
literature. The RWZHyp simulations that we will consider in this section have been per-
formed by Danilo Chiaramello, while the Teukode have been performed by myself. Both
computations have been performed on the Virgo “Tullio” server in Torino, supported by
INFN. The discussion below is taken from Ref. [1], with minimal changes.

At the time of Ref. [1], both RWZHyp and Teukode were not systematically tested for
eccentric configurations, even if some eccentric configurations performed with RWZHyp

were considered in Ref. [145]. For this reason, we need to test the consistency of our
results with published results. With this goal in mind, we compare the fluxes averaged
along a radial orbit, ⟨Ė⟩ and ⟨J̇⟩, for both Schwarzschild and Kerr backgrounds. The
mean is computed as an integral average of the fluxes from Eqs. (1.42) on a radial orbit,
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Table 3.1: Table from Ref. [1]. Averaged numerical fluxes computed with RWZHyp and Teukode com-
pared with results present in the literature, see discussion in the text.

Teukode (TD) Teukode (TD) RWZHyp (TD) Martel (TD) Barack (GSF) Fujita (FD)
3600× 160 5400× 320

p = 7.50478 ⟨Ė⟩ · 104 3.16885 3.16888 3.17077 3.1770 3.1691 3.16899989184

e = 0.188917 ⟨J̇⟩ · 103 5.96731 5.96737 5.96998 5.9329 5.967608 5.96755215608

p = 8.75455 ⟨Ė⟩ · 104 2.12276 2.12269 2.12718 2.1484 2.1243 2.12360313326

e = 0.764124 ⟨J̇⟩ · 103 2.77643 2.77635 2.78077 2.7932 2.77746 2.77735938996

whose corresponding radiation is not contaminated by the junk radiation. This latter
phenomenon is a spurious signal generated by the fact that we use conformally-flat initial
data, and therefore the linearized constraints are violated at the beginning of the sim-
ulation. The spurious signal propagates towards the central black hole and generates a
sort of spurious ringdown signal. The junk is however damped and, within the configu-
rations considered in this work, becomes typically negligible after t ∼ 200 − 300 (here t
is M -rescaled, as usual).

For the nonspinning case, the comparisons are shown in Table 3.1, where our ν-
normalized averaged fluxes are compared with the classic time-domain (TD) results of
Martel [209], as well as to more recent GSF calculations of Barack and Sago [211] and
frequency-domain(FD) results of Fujita [212]. For the RWZHyp runs shown in Table 3.1, the
computational domain used for the lower eccentricity case was [R−

∗ , S
+]R+

∗
= [−50, 70]50,

while for the other configuration it was [−50, 90]70; in both cases the radial resolution
was Nr = 6001. For Teukode we used Nr × Nθ = 3600 × 120. In both codes, the
CFL factor used was 0.5. We verified that in the Teukode case the difference between
resolutions 3600 × 120 and 5400 × 320 is negligible. Since in the second case the com-
putational time is significantly higher, we stuck with the lower resolution. Note that we
sum the multipoles up to ℓmax = 8, but in the other works ℓmax assumes different values.
Despite these differences, the agreement with previous calculations remains satisfactory
due to the higher multipoles being highly subordinate. It is worth noting that, among
the TD codes, Teukode stands out as the most accurate, at least for the resolutions
considered. Additionally, we conducted a comparison of the instantaneous (i.e. not av-
eraged) energy and angular momentum fluxes for Teukode and RWZHyp in cases where
(e, p) = (0.3, 9), (0.5, 11), and (0.8, 13). The analysis revealed that the relative difference
between the two numerical instantaneous fluxes peaks at periastron, reaching a maximum
of only 0.3%.

In the case of a Kerr background, we have compared the averaged fluxes for â = 0.5 and
e = 0.5 obtained using Teukode with the results of Glampedakis and Kennefick [213]. The
comparison, shown in Table 3.2, highlights the good agreement, with discrepancies below
0.2%. Note however that, as above, we fixed ℓmax = 8, while Ref. [213] sums up to ℓmax =
10 − 17 and this affects the comparison. In fact, in the first case reported in Table 3.2,
the ℓ = 8 modes have a relative contribution of ∼ 0.25% to the total fluxes, therefore
including also the multipoles with ℓ > 8 would probably improve the agreement. Note
also that when the semilatus rectum is increased, the agreement improves, because the
higher modes become less and less relevant at large separations. We have also considered
a configuration with â = 0.9, e ≃ 0.3731, and p ≃ 12.152, calculated both in Ref. [214]
and Ref. [213]. In this case, the contribution of the ℓ = 8 modes is only of the order
of 2 · 10−5 due to the large value of p used, and, as a consequence, the discrepancy
is smaller. Nonetheless, comparing the energy and angular momentum fluxes with the
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Table 3.2: Table from Ref. [1]. Numerical averaged fluxes in Kerr spacetime. We compare the results
of Teukode (ℓmax = 8) with the results obtained by Ref. [213] (ℓmax = 10− 17). For the last simulation,
only ⟨ĖGK⟩ is reported in Ref. [213].

â e p ⟨Ėteuk⟩ ⟨J̇teuk⟩ ⟨ĖGK⟩ ⟨J̇GK⟩
·103 ·102 ·103 ·102

0.5 0.5 5.1 4.20753 3.25791 4.21594 3.26383
0.5 0.5 5.5 2.11538 1.89340 2.11797 1.89546
0.5 0.5 6.0 1.19519 1.22870 1.19638 1.22973
0.9 0.3731 12.152 0.023571 0.080743 0.023570 /

Figure 3.3: Trajectory, quadrupolar waveform, and instantaneous energy flux for â = 0.6, e = 0.7, and
p = ps + 0.01 ≃ 4.858. The radiation is computed using Teukode. The dashed vertical line marks the
periastron passage. From Ref. [1].

results of Ref. [214], we have found, respectively, discrepancies of 1.4% and of 0.8%,
confirming the ∼ 1% disagreement already found by Ref. [213]. We can thus conclude
that our numerical computations of the fluxes along eccentric orbits are consistent with
the results already present in the literature. We therefore expect that our numerical
methods can reproduce accurate fluxes (and therefore waveforms) from eccentric orbits,
both in Schwarzschild and Kerr spacetimes.

Before diving into the comparisons between analytical and numerical results, we show
an eccentric zoom-whirl configuration in Fig. 3.3. The quasi-circular whirl that happens
at the periastron passage at r− = p/(1 + e) ≃ 2.8576 is in a region that would not be
allowed by circular stable orbits. Indeed, for â = 0.6 we have that the last stable orbit is
at rLSO ≃ 3.8291. This means that stable eccentric (and also hyperbolic-like) geodesics
can explore regions that are more extreme than the ones experienced by circular stable
orbits. This has clear consequences on the phenomenology of the radiation. Indeed, the
energy flux and the waveform have an evident asymmetry with respect to the periastron
passage (highlighted with a dashed vertical line). The same feature is observed in the
angular momentum flux and becomes even more evident for higher spins and higher
eccentricities. This effect is related to the close passage of the particle to the light-ring,
and in the most extreme cases, it is even possible to observe QNM-excitations (called
wiggles), even if we are only considering stable bound orbits. We will come back to this
phenomenon in Secs. 3.2.3 and 3.2.4.
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3.2.2 Analytical improvements in the circular sector

The strong-field quasi-circular whirls that occur in orbits with p close to the separatrix
made us realize that we also needed to improve the circular sector of the analytical
waveform in order to faithfully describe eccentric orbits.

In Ref. [1] we started by improving the ρℓm, i.e. the general relativistic corrections
to the circular amplitude of Eq. (2.30). Refs. [158, 159] proposed a resummation scheme
whose basic ideas are: (i) first factorize out the orbital, spin-independent, part of the ρℓm,
and (ii) resum the orbital and spinning factors using, respectively, a Padé approximant
and an inverse Taylor resummation scheme. The choice of the Padé approximant is partly
arbitrary and is guided by the comparisons with the numerical results. The scheme was
already applied up to ℓ = 6; we extended it to the multipoles with ℓ = 7, 8. This
analytical enhancement has been further discussed in Sec. IIIC of Ref. [1]. We do not
repeat here the complete discussion, but we point to the results reported in Fig. 2 and
Fig. 3 of Ref. [1], which show the relevance of this resummation scheme.

In Ref. [1] we also explored the accuracy of the circular residual phase δℓm; we briefly
report this discussion in the following. We have exploited various PN truncations of the
11 PN series for a test-particle on circular orbits around a Kerr black hole [215], and we
have also tested the resummation scheme introduced in [56], where the resummed phases
are obtained by factorizing the leading order δLOℓm contribution and then using a Padé

approximant P i
j for the remaining correcting factor δ̂ℓm, explicitly:

δℓm = δLOℓm + δNLO
ℓm + · · · = δLOℓm δ̂ℓm, (3.4)

δ̄ℓm = δLOℓmP
i
j [δ̂ℓm]. (3.5)

We show in Fig. 3.4 the phase differences (in absolute value) between numerical and
analytical circular waveforms, either with the PN-expanded δℓm (at various PN trunca-
tions) or with the resummed δ̄ℓm. We consider some of the most relevant modes and only
consider radii close to the LSO (r = rLSO + 0.01). For moderate spins (â ≲ 0.5), we
see that the analytical/numerical phase agreement of the dominant mode is improved by
increasing the PN order of δ22. Nonetheless, when the spin increases, the series beyond
8 PN become unreliable. For the subdominant modes, the PN series at high order are
reliable also for â ≳ 0.5, even if for δ21 and δ33 some series at lower order give similar (or
better) agreements.

Applying the resummation scheme of Eq. (3.5) at 5.5 PN, we have found that the most
suitable choice is the Padé P 2

2 . The resummation provides a better numerical/analytical
agreement than the corresponding Taylor-expanded series at the same PN order. Nonethe-
less, the Taylor expanded δ22 at 6 or 7.5 PN yields comparable, or even better, agreement
with numerical waveforms. For prograde orbits with â ≳ 0.3, the resummation of the
ℓ = m subdominant modes provides a more faithful description than the Taylor expanded
series at 6.5 PN, as shown in Fig. 3.4. For even higher spins (â ≳ 0.8), the resummed δ̄ℓm
outperform also the series beyond 7 PN. The hierarchy of the analytical/numerical phase
difference is different for the (2,1) mode, but in that case all the phase differences are
smaller and remain below 0.01 radians. A similar argument holds at larger radii, even if
for distant simulations is less straightforward to evaluate the goodness of the analytical
choice, since the comparisons are affected by larger numerical errors.

Note in passing that, while spurious poles are absent in ℓ = m and (2, 1) modes of the
resummed δℓm with Padé P 2

2 , they may occasionally appear in some other subdominant
modes. Finally, we have also successfully applied the resummation scheme at 6.5 PN
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Figure 3.4: Phase difference between numerical and analytical waveform multipoles for different trun-
cation of the δℓm series (filled markers) and Padé resummations obtained with Eq. (3.5) (empty markers)
for the near circular simulations (r = rLSO + 0.01). Note the different vertical scale for the (2,1) mode
and the vertical logarithmic scale.

accuracy as shown in Fig. 3.4. By contrast, when working at 7.5 PN, one finds spurious
poles even in the (2, 2) mulitpole, either with Padé P 4

2 or P 3
3 , so that the resummation

is not robustly applicable in this case. Generally speaking, the resummed δ̄ℓm yield a
better phasing agreement with the numerical results. In particular they are more robust
than the high-order PN truncations for prograde orbits around fast-spinning black hole.
Nonetheless, in order to choose a compromise between accuracy and analytical simplicity,
we have decided to consider the series truncated at 7.5 PN as our preferred choice. For
noncircular simulations, the δℓm are relevant during the circular whirl of zoom-whirl orbits,
but are less significant for the other eccentric orbits. For higher spins, the analytical choice
is more relevant since the separations reached are closer to the light ring, and thus the
PN series are employed in stronger fields.

3.2.3 Generic Newtonian prefactor: waveform

We now consider the analytical waveform of Eq. (2.36), where the noncircular corrections

are included in the generic Newtonian prefactor h
(N,ϵ)
ℓm = h

(N,ϵ)c
ℓm ĥ

(N,ϵ)nc
ℓm . The noncircular

contribution for the quadrupole is reported in Eq. (2.35), while the corrections for the
(2,1), (3,3), (3,2), and (4,4) modes are written in Appendix A.

While Ref. [145] already pointed out a fairly good analytical/numerical agreement of
the Newtonian-corrected quadrupolar waveforms in the nonspinning case, in Ref. [1] we
carried out a systematic analysis in test particle limit considering the spin, more eccentric
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Figure 3.5: Numerical (black) and EOB (red dashed) waveforms for the (2,2) and (4,4) multipoles.
The corresponding orbits can be found in Fig. 3.2. For each multipole, we report the relative amplitude
difference (dashed orange) and the phase difference (light blue). We report also the phase differences
for the waveform with the residual tail factor δℓm at 6PN (dotted green). The vertical lines mark the
periastron (dashed) and the apastron (dotted).
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configurations, and also higher multipoles. This analysis, performed considering planar
geodesics in Kerr, showed that the relative discrepancies increase in the subdominant
multipoles. In Figure 3.5 we report the analytical/numerical comparisons for the ℓ = m =
2 and ℓ = m = 4 modes obtained for three illustrative configurations. The corresponding
orbits are shown in Fig. 3.2. For each configuration we compare, in the top panel,
the real part of the analytical (red) and numerical (black) waveform produced along
a radial orbit. In the bottom panel, we show the analytical/numerical phase difference
∆ϕ = ϕnumerical

ℓm −ϕanalytical
ℓm in radians (solid azul line) and the relative amplitude difference

1−Aanalytical
ℓm /Anumerical

ℓm (dashed orange lines). The residual waveform phases δℓm are kept
at 7.5PN accuracy, which is our default choice as discussed in Sec. 3.2.2. However, in
order to establish the relevance of the PN-information used, we also show the phase
differences obtained with δℓm at 6PN accuracy (green dotted lines). As shown by the last
configuration, such high PN-accuracy is relevant for circular or zoom-whirl orbits , but
it is less important for eccentric configurations without circular whirls. Indeed, for the
first two configurations of Fig. 3.5 the two phase differences, obtained considering 6 or
7.5PN information in the δℓm, overlap. Moreover, note that the phase difference reaches
its minimum near periastron. This suggests that in the eccentric case, this quantity is
dominated by the lack of high-order noncircular information in the waveform beyond the
Newtonian order.

More waveform comparisons are reported in Ref. [1], in particular in Fig. 10, 16 and 17.
In the last two figures, we show the most relevant multipoles up to ℓ = 8. Note that
we do not consider the m = 0 modes, that have been instead studied in Ref. [3] (see
also Chapter 4). We concluded that the waveform with the generic Newtonian prefactor
is reliable in the majority of cases considered, when the particle does not experience
too strong gravitational fields. From the practical point of view, the generic Newtonian
prefactor (used both in the waveform and in the radiation reaction) is already sufficient to
obtain an EOB/NR unfaithfulness well below the 1% for comparable mass configurations
with moderate eccentricity [147, 148].

However, from Fig. 3.5 it is impossible to not note that for â = 0.9, the numerical
waveforms develop a peak after the periastron passage, when the motion of the particles
is outgoing. This peak is then followed by high-frequency oscillations, that are especially
visible in the zoom-whirl case. The oscillations are even more visible in the fluxes, as we
will see in Sec. 3.2.4. This interesting feature arises from the fact that, when a corotating
test particle gets close to the light ring at high velocity, the QNMs of the central black
hole can be excited, producing high-frequency oscillations (usually addressed as wiggles)
in the radiated GWs at infinity [216]. This phenomenon has been recently analyzed in
detail both using TD and FD codes [217, 218]. Moreover, the QNM excitation leads to
strongly asymmetric fluxes with respect to the periastron passage. Since the damping
time of the QNMs increases significantly for high spins, these excitations are mostly of
interest for extremal black holes (â ≳ 0.99). Nonetheless, QNMs excitations are present
also in less extreme cases, as pointed out in [218] and shown in Fig. 3.5. These effects are
particularly relevant for prograde zoom-whirl orbits with high eccentricity around fast-
spinning black holes since the periastron can get very close to the light ring, well below the
radius of the last stable orbit, as already discussed at the end of Sec. 3.2.1. The closer
the periastron is to the central black hole, the more pronounced this effect becomes.
These phenomena, which are not taken into account in EOB models, prevent achieving
high accuracy in the presence of such conditions. Nevertheless, in most scenarios where
radiation back-reaction is considered, zoom-whirl orbits are rare events. This is because
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the burst of GW emission at the periastron passage often leads the particle to plunge
toward the central black hole. While it would be interesting to model and incorporate
these effects into the EOB waveform, this goal has not been pursued yet.

3.2.4 Generic Newtonian prefactor: fluxes

In Sec. 2.3.3 we argued that the quasi-circular angular component of the radiation re-
action Fφ of Eq. (2.43) can be improved using the generic Newtonian correction f̂Nnc

φ22 of
Eq. (2.44), obtained by combining Eqs. (2.35) and (1.42b). This procedure was used in
Ref. [145] to obtain the radiation reaction angular component of Eq. (2.45), which we
rewrite here using the notation adopted in Ref. [1] (see Eq. (22) therein),

F̂old
φ = −32

5
νr4ΩΩ

5f̂Nnc
φ,22f̂ . (3.6)

As already noticed in Ref. [147], the above formula can be improved by inserting the
noncircular corrections f̂Nnc

φ,22 only in the (2,2) mode. The improved RR thus reads

F̂NP
φ = −32

5
νr4ΩΩ

5f̂nc22 , (3.7a)

f̂nc22 ≡ F̂22f̂
Nnc
φ,22 + F̂21 +

8∑
ℓ=3

ℓ∑
m=1

F̂ℓm, (3.7b)

where F̂ℓm = Fℓm/F
N
22 are the Newton-normalized energy fluxes defined in Eq. (5.20).

Note that F̂22 is not 1, but rather 1 + PN corrections. In practice, the global factor
f̂Nnc
φ,22 of Eq. (3.6) is now a factor of the ℓ = m = 2 multipole, and we are neglecting the
noncircular corrections of all the subdominant multipoles. A straightforward generaliza-
tion of Eq. (3.7) can be obtained by considering also the noncircular corrections from the
subdominant multipoles. For simplicity, we add these corrections up to ℓ = 6, so that
the generalized angular component of the radiation reaction reads

F̂ANP
φ =−

6∑
ℓ=2

ℓ∑
m=1

J̇
(Nqcirc,ϵ)
ℓm f̂Nnc

φ,ℓm|ĥ
(ϵ)c
ℓm |

2

−
8∑
ℓ=7

ℓ∑
m=1

J̇
(Nqcirc,ϵ)c
ℓm |ĥ(ϵ)ℓm|

2,

(3.8)

where J
(Nqcirc,ϵ)
ℓm ∝ νr

2(ℓ+ϵ)
Ω Ω2(ℓ+ϵ)+1 is the quasi-circular Newtonian contribution to the

angular momentum flux3, f̂Nnc
φ,ℓm is the Newtonian noncircular factor and ĥ

(ϵ)c
ℓm is the full

PN (circular) correction introduced in Eq. (2.20). The factors are easy to obtain from
the corresponding waveform corrections, but their expressions are quite long, so we do
not report them here in the main text. The corrections for the (2,1), (3,3), (3,2), and
(4,4) modes can be found in Appendix A. Note that the inclusion of Eq. (3.8) in the rhs
of the Hamilton equations would require to extend the iterative procedure discussed in
Sec. 2.3.3 also to higher time-derivatives of the radius and the orbital frequency, making
the solving procedure more involved.

To establish the accuracy of these prescriptions for the radiation reaction, one can
consider the fluxes computed by plugging F in Eqs. (2.37) and compare the output with

3For the ℓ = m = 2 mode this is the already discussed term J̇
(Nqcirc,0)
22 = 32/5 νr4ΩΩ

5.
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Figure 3.6: Relative differences between numerical and analytical averaged fluxes plotted against the
spin (absolute value, logarithmic scale). Different colors highlight different eccentricities, see the legend
in the first plot. We consider ĖNP and J̇NP, i.e. the fluxes with the (2,2) general Newtonian prefactor of
Eq. (2.44) in the (2,2) multipole. These relative differences are also reported in Table A.1.

the analytical results. Note that while the angular momentum flux is directly linked to
Fφ, the energy flux involves also Fr and ĖSchott, as discussed in Sec. 2.3.3. One could also
consider the fluxes computed plugging the analytical waveform of Eq. (2.36) in Eqs. (1.42).
These fluxes are not directly linked to a radiation reaction, but give an idea of how the
fluxes could be if all the waveform effects were included. The angular momentum fluxes
computed from this latter prescription are denoted as J̇hℓm , while the fluxes computed
from the different prescriptions of the angular radiation reaction are denoted as J̇old for
F̂old
φ from Eq. (3.6), J̇NP for F̂NP

φ from Eq. (3.7), and J̇ANP for F̂ANP
φ from Eq. (3.8). The

same notation scheme is adopted for the energy fluxes.
To start with, we could consider the instantaneous fluxes associated with the geodesic

orbits. Some analytical/numerical comparisons are shown in Fig. 6 of Ref. [1], but they
do not provide a clear insight on the accuracy of the analytical prescriptions. It is how-
ever interesting to note that the analytical fluxes computed directly from the analytical
waveform hℓm are slightly more accurate, at least for large separations, but the three
fluxes computed from using the radiation reactions F provide similar (but not equiva-
lent) agreements. However, from these kinds of comparisons, it is not easy to understand
which Fφ is the most accurate. For this reason, in Ref. [1] we based our conclusions on
the averaged fluxes, which allow us to have a more global insight into the problem. The
discussion of Ref. [1] is reported below, mutatis mutandis. All the values for the relative
differences between numerical and analytical averaged fluxes can be found in Appendix D
of Ref. [1], while in Table A.1 we report the analytical/numerical differences for the fluxes
computed using Eq. (3.7).

As one would expect a priori, the analytical/numerical disagreement grows both with
spin and eccentricity for every analytical prescription, since the periastron of prograde
orbits can get very close to the light ring for high spin parameters and high eccentric-
ity. In strong fields, the PN series employed in our model lose their reliability, even if
strengthened by a resummation. In particular, from the relative differences between nu-
merical and (J̇NP, ĖNP) fluxes reported in Fig. 3.6, it is possible to see that the spin is a
relevant source of disagreement regardless of eccentricity. Conversely, eccentricity is also
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Figure 3.7: Left panel: relative differences ∆JNP/J ≡ (⟨J̇teuk⟩ − ⟨J̇NP⟩)/⟨J̇teuk⟩ for the fluxes with
the (2,2) general Newtonian prefactor in the (2,2) multipole plotted against the distance between the
light ring and the periastron. The face color of the markers indicates the eccentricity, while the edge
color indicates the spin. The shape of the markers is related to the rule used for the semilatus rectum:
the reverse triangle indicates the near simulations, the diamond is for the intermediate simulations and
the triangle pointing upward indicates the distant simulations. Other two panels: same scheme, but for
JANP and Jold. See Fig. 21 and Fig. 22 of Ref. [1] for analogous plots with J̇hℓm

and also with the energy
fluxes.

crucial for the reliability of the fluxes, both for the lack of noncircular information in the
angular radiation reaction beyond the Newtonian order and for the approaching of the
periastron to stronger fields for higher eccentricities. The last issue can be easily seen in
Fig. 3.7, where in the first panel we have plotted the same numerical/analytical relative
differences of the angular momentum fluxes versus the distance between the light ring
and the periastron. In the other two panels of Fig. 3.7 we have shown the differences
for the other radiation reactions of Eq. (3.8) and Eq. (3.6). The analogous plots for the
energy fluxes can be found in Appendix D of Ref. [1], but the general features discussed
so far remain valid.

In order to decide which radiation reaction employ in the rhs of the Hamilton equa-
tions, we focus on the three analytical angular momentum fluxes that are strictly linked
to an analytical prescription of the radiation reaction: J̇NP, J̇old, and J̇ANP. Note that
the analytical prescription of F̂r is the same in all the radiation reactions tested in this
work. The fluxes computed from the EOB waveform (i.e. J̇hℓm) are less informative since,
as already discussed, they are not related to a radiation reaction; for this reason, we will
not discuss them in detail. As a first step, we focus on the two averaged analytical fluxes
with only the (2,2) noncircular Newtonian prefactor f̂Nnc

φ,22, ⟨J̇old⟩ and ⟨J̇NP⟩, which are

computed with the angular radiation reaction F̂old
φ from Eq. (3.6), and with F̂NP

φ from

Eq. (3.7), respectively. As mentioned above, F̂NP
φ is theoretically more consistent than

F̂old
φ since the former includes the (2,2) noncircular Newtonian prefactor only in the (2,2)

multipole, while in the older prescription the noncircular correction is treated as a global
factor, and therefore affects even the subdominant modes. Nonetheless, for retrograde
orbits, ⟨J̇old⟩ has a better numerical/analytical agreement than ⟨J̇NP⟩. In fact, the latter
overestimates significantly the numerical fluxes, especially at high eccentricity, as can be
seen from Fig. 3.7. This can be explained by noting that the dominant contribution to
the averaged fluxes occurs at periastron, where we have f̂Nnc

φ,22 < 1. Then, the lack of

noncircular corrections in the subdominant multipoles of ⟨J̇NP⟩ leads to an overestimate
of the numerical result. On the other hand, in ⟨J̇old⟩ the noncircular correction f̂Nnc

φ,22 is
a global factor and thus artificially reduces the contribution of the subdominant modes,
fixing the overestimate. Nonetheless, this is just an artificial effect and the old radiation
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Table 3.3: Averaged analytical fluxes for test particle on eccentric orbits around a Schwarzschild black
hole compared with numerical results, ∆JNP/J = 1 − ⟨J̇NP⟩/⟨Jnum⟩. For p ≤ 13, the numerical fluxes
in this table are obtained with Teukode and are a subset of the ones reported in Table A.1. The fluxes
with greater semilatera recta are computed with RWZHyp.

e p ⟨J̇num⟩ ⟨J̇NP⟩ ∆JNP/J e p ⟨J̇num⟩ ⟨J̇NP⟩ ∆JNP/J

0.1 6.21 10.5396 10.5076 3.0 · 10−3 0.7 7.41 10.5483 10.3521 1.9 · 10−2

0.1 9 0.85442 0.85401 4.9 · 10−4 0.7 9 1.69513 1.68505 5.9 · 10−3

0.1 13 0.30867 0.30857 3.2 · 10−4 0.7 13 0.50634 0.50113 1.0 · 10−2

0.1 21 0.10208 0.10207 7.9 · 10−5 0.7 21 0.15477 0.15408 4.4 · 10−3

0.1 31 0.04445 0.04446 −7.0 · 10−5 0.7 31 0.06542 0.06562 −3.1 · 10−3

0.3 6.61 8.73092 8.67715 6.2 · 10−3 0.9 7.81 12.5209 12.1752 2.8 · 10−2

0.3 9 0.97246 0.96998 2.6 · 10−3 0.9 9 2.49117 2.47585 6.1 · 10−3

0.3 13 0.33935 0.33855 2.3 · 10−3 0.9 13 0.65853 0.64984 1.3 · 10−2

0.3 21 0.11055 0.11048 5.9 · 10−4 0.9 21 0.19258 0.19098 8.3 · 10−3

0.3 31 0.04786 0.04789 −6.6 · 10−4 0.9 31 0.08011 0.08041 −3.8 · 10−3

0.5 9 1.23262 1.22659 4.9 · 10−3

0.5 13 0.40329 0.40085 6.0 · 10−3

0.5 21 0.12784 0.12760 1.9 · 10−3

0.5 31 0.05479 0.05488 −1.8 · 10−3

reaction is not theoretically solid. Moreover, in the Schwarzschild case or for prograde
orbits, the new prescription is more accurate, as shown in Fig. 3.7. In fact, for spins
aligned with the orbital angular momentum, the two analytical prescriptions generally
underestimate the numerical fluxes, and therefore a global factor that is smaller than 1
at periastron worsen the numerical/analytical agreement, making the older prescription
less accurate. Finally, we consider the averaged fluxes ⟨J̇ANP⟩, that are computed using
F̂ANP
φ from Eq. (3.8) and thus include all the noncircular corrections up to ℓ = 6. Com-

paring them with the ⟨J̇NP⟩ fluxes, we can see that the ANP prescription is more reliable
for retrograde orbits, but produces bigger relative differences with numerical data in the
nonspinning case and for prograde orbits. The reason of this behavior is again related to
the fact that at periastron we have f̂Nnc

φ,ℓm < 1, as discussed above.

We also find that the fluxes ⟨J̇NP⟩ are the most accurate in the Schwarzschild case.
As can be seen from Table 3.3, in the nonspinning case this prescription is highly reliable
for every configuration, yielding relative differences always below 3%, even for orbits with
high eccentricity. Instead, for the other analytical prescriptions, the relative difference
can be even > 7%, as shown in Table VIII and Table IX of Ref. [1]. Note that for p ≥ 9,
the accuracy of our analytical model is consistent with the averaged eccentric fluxes at
10PN computed in Refs. [219, 220], but the EOB model remains solid even for smaller
semilatera recta thanks to a robust resummation of the PN series.

In conclusion, considering that (i) the old prescription is not theoretically accurate,
(ii) the radiation reaction with all the multipoles does not drastically improve the model
for moderate eccentricities and moderate spins despite being more complicated, (iii) the
fluxes ⟨J̇NP⟩ are the most faithful in the nonspinning case, we decided to use in our model
the angular radiation reaction F̂NP

φ from Eq. (3.7). With this choice, the energy and
angular momentum fluxes have an agreement of a few percent for moderate eccentricities
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(e ≲ 0.3), even if for prograde orbits the spin reduces the maximum eccentricity up
to which the model has good agreement with the numerical results. In the worst-case
scenario that we consider, i.e. the one with â = 0.9, e = 0.9, and “distant” semilatus
rectum (p ≃ 5.557), we get relative differences of 33% and 31% for the energy and
angular momentum fluxes, respectively (see Table VII of Ref. [1]). Note that the worst
case does not correspond to a simulation with semilatus rectum close to the separatrix,
since in those cases the lack of noncircular information is compensated by the zoom-whirl
behavior.

3.3 Non-conservative eccentric dynamics

Now that we have tested the reliability of the angular radiation reaction proposed in
Eq. (3.7), we can use this prescription, together with the radial component (2.46), to com-
pute eccentric dynamics that take into account the loss of energy and angular momentum
due to the GW emission. We thus solve the Hamilton equations (2.56), considering for
all the eccentric cases a symmetric mass ratio of ν = 10−3. The dissipative contribution
linked to F drives the particle to eccentric orbits with decreasing semilatus rectum. At
the separatrix-crossing, the orbit is no longer stable, and the particle is doomed to plunge
towards the central black hole at the next close encounter. We will discuss the transition
from the inspiral to the plunge and the corresponding waveform in more detail in Chap-
ter 5, but there we will focus on the nonspinning scenario. In this section, instead, we
analyze the more generic planar spinning case, but we complete the waveform with the
rather simple ringdown model that has been presented in Ref. [1].

3.3.1 A simple ringdown model

The EOB inspiral waveform (2.36) is completed as described in Eq. (2.51), where the
NQC correction ĥNQC

ℓm has the form written in Eq. (2.53) and it is written using the
base (2.54). The ringdown model hrngℓm is obtained following the procedure introduced
in Ref. [169]. In short, the procedure consists of (i) factorizing the fundamental co-
rotating QNM contribution from the ringdown waveform; this leads to the QNM-rescaled
waveform h̄ as shown in Eq. (2.52), (ii) providing templates for the amplitude Ah̄ and
the phase ϕh̄ of the QNM-rescaled waveform, (iii) using continuity conditions to link
some of the coefficients of these templates to numerical quantities at merger, (iv) fitting
the remaining free coefficients on a set of numerical waveforms, (v) providing global fits
(i.e. fits over the parameter space) of the numerical quantities at merger and of the free
coefficients. This procedure has to be repeated for each multipole.

We start by discussing the ringdown model, and then the NQC correction follows
from it. The following discussion is taken from Ref. [1], where we started by showing
that the template for the amplitude proposed in Ref. [169] and used in TEOBResumS is
not reliable in the test particle limit when the spin of the central black hole is large.
On the other hand, the old phase template turns out to be reliable also in this regime.
We thus proposed a more flexible amplitude ansatz, so that the QNM-rescaled waveform
h̄ = Ah̄e

iϕh̄ from Eq. (2.52) is written as

Ah̄(τ) =

(
cA1

1 + e−c
A
2 τ+c

A
3

+ cA4

) 1

cA5

, (3.9a)
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ϕh̄(τ) = −c
ϕ
1 ln

(
1 + cϕ3e

−cϕ2 τ + cϕ4e
−2cϕ2 τ

1 + cϕ3 + cϕ4

)
, (3.9b)

where τ ≡ t − tpeakAℓm
. The only parameters to be fitted on numerical data are cA2 , c

A
3 , c

ϕ
3

and cϕ4 , while the others are determined requiring the correct late-time behavior. Note
however that now the amplitude is fitted using two parameters, contrary to Ref. [169], that
employed a single fitting parameter. The constraints given by the request for continuity
at merger and by correct late-time behavior of the ringdown are

cA1 =
cA5 α1

cA2
(Amrg)

cA5 e−c
A
3

(
1 + ec

A
3

)2
, (3.10)

cA4 = (Amrg)
cA5 − cA1

1 + ec
A
3

, (3.11)

cA5 = − Ämrg

Amrgα2
1

+
cA2
α1

ec
A
3 − 1

1 + ec
A
3

, (3.12)

cϕ2 = α2 − α1, (3.13)

cϕ1 =
1 + cϕ3 + cϕ4

cϕ2(c
ϕ
3 + 2cϕ4)

∆ωmrg, (3.14)

where αi are the real parts of the QNM complex frequencies σi ≡ αi + iωi (i.e., the
inverse of the damping time), Amrg and Ämrg are the amplitude and its second-time
derivative at merger, ∆ωmrg ≡ ω1 − ωmrg is the difference between the imaginary part
of the fundamental QNM frequency, ω1, and the merger waveform frequency ωmrg. Note
that the merger is defined as the time at which the peak of the quadrupolar waveform
occurs.

The aforementioned numerical quantities, together with the not-constrained coeffi-
cients of the templates, are extracted from numerical data and fitted over the parameter
space. For the subdominant modes, one has to follow the same procedure, but all the
quantities have to be evaluated at tℓmpeak = tmrg + ∆tℓm, where ∆tℓm ≥ 0 is the delay of
each multipole peak with respect to the dominant mode. The ∆tℓm are also extracted
from numerical data and are then fitted over the parameter space. To construct a com-
plete ringdown model we have employed 97 numerical simulations with different values
of eccentricity and spin. The global fits of the primary parameters found with the phase
and amplitude templates are performed over (â, e) = [−0.6, 0.8]× [0, 0.9], even if for high
positive spins the global fits are reliable only at moderate or low eccentricity. Note that in
Ref. [1], we used esep for the global fits, but this is not an optimal choice, for the reasons
detailed in Sec. 3.1. In Ref. [6] we used a more reliable quantity, which is strictly related
to the energy and the angular momentum; we will describe it in Chapter 5.

Once the ringdown model is completed, the NQC waveform is obtained as discussed
in Sec. 2.3.4 using, for each mode, tNQC = tℓmpeak + 2 = tmrg +∆tℓm + 2. The merger time
tmrg is determined using the peak of the orbital frequency following the same prescription
adopted for the comparable mass case in the TEOBResumS model [134], i.e. using

tmrg = tpeakΩorb
− 3, (3.15)

where Ωorb is obtained from the orbital frequency Ω removing the spin-orbit contribution
(but keeping the spin-spin terms). It was pointed out long ago in Ref. [126] that, in
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Figure 3.8: Comparison between numerical (black) and analytical (red dashed) complete waveform
generated by a non-geodesic prograde orbit with initial eccentricity e0 = 0.5 and semilatus rectum
p0 = 5.9 around a Kerr black hole with â = 0.4. The vertical line marks the merger time. In the last
panel of each mode, we report the relative difference of the amplitude (orange) and frequency (blue)
together with the phase difference (light blue) in radians.

the transition from inspiral to plunge, the peak tpeakΩorb
, is very close to the peak of the

ℓ = m = 2 waveform mode (for any subextremal value of the Kerr spin), and as such it
offers an excellent reference point to attach the ringdown part when constructing EOB
models. This observation is one of the key features behind the robustness and simplicity
of the TEOBResumS waveform model [134]. In Ref. [6] we improved this description, but
here with stick with this prescription, since we just want to emphasize that the waveform
prescriptions analyzed in this chapter are reliable also during the plunge, and that it is
possible to compute complete EOB waveforms incorporating merger and ringdown also
in the case of eccentric inspirals.

The performance of the model for the (2,2) multipole in three quasi-circular cases can
be observed in Fig. 12 of Ref. [1], while here we report an eccentric case with â = 0.4 and
e0 = 0.5 in Fig. 3.8, showing the (2,2) and (3,3) multipoles. The (2,1) mode is shown
in Fig. 13 of Ref. [1], but consider that for that multipole the post-merger parameters
have been obtained with fits performed only on quasi-circular data. Note that while the
analytical/numerical agreement is visibly good, the amplitude and phase differences are
not negligible after the merger, showing that there is room for improvement. One simple
way to improve this would be to calibrate the guess for tmrg rather than using the ansatz
of Eq. (3.15). However, the ringdown model discussed in this section has to be intended
only as a proof of principle which shows that the EOB waveform can be completed using
the usual NQC corrections and a ringdown model based on the idea of Ref. [134]. A
more systematic analysis of the different pieces that enter both in the NQC and in the
ringdown waveform has been performed in Ref. [6], but only for the non-spinning case.
The complete and accurate modeling for the Kerr case is still under development, but
we mention that one of the main challenges is that for retrograde orbits the peaks of
some higher modes are strongly delayed with respect to the peak of the quadrupole, so
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that the NQC are not strong enough to correct the waveforms for these higher modes.
In these cases, one can perform the matching between the “ringdown” model and the
inspiral waveform at tpeakA22

(i.e. at tmrg) rather than at tpeakAℓm
also for the higher modes, as

proposed in Ref. [58] and applied and discussed, for example, in Refs. [11, 60].

3.4 Summary

In this chapter, we have mainly discussed the results of Ref. [1] for eccentric (bound)
orbits. Using eccentric planar geodesics in Kerr, we have discussed the accuracy of the
waveform in Sec. 3.2.3, and of the radiation reaction in Sec. 3.2.4. The radiation reaction
of Eq. (3.7), which is accurate enough for our purposes, is the one that is currently used
in TEOBResumS-Dalı̀ [146–148]. Note that in this model, the noncircular information is
included:

• in the angular radiation reaction Fφ at Newtonian level, which includes only the
noncircular quadrupole correction, as detailed in Eq. (3.7);

• at 2PN level in the non-vanishing radial radiation reaction of Eq. (2.46); in the test
mass model we use f̂r from Eq. (2.47), while in the eccentric avatar of TEOBResumS
we use f̂r from Eq. (2.50) in order to improve the quasi-circular limit of the model;

• at Newtonian level in each waveform multipole by generalizing the Newtonian pref-
actor h

(N,ϵ)c
ℓm of Eq. (2.36);

The Newtonian noncircular information that we include has explicit derivatives of r
and Ω, that are not rewritten using the Newtonian-expanded EOM. Therefore, even
if these corrections are formally Newtonian, their time derivatives are computed with the
complete Hamilton equations.

Finally, in Sec. 3.3 we have discussed a simple ringdown model that is usable for a
considerable portion of the parameter space. While there is clear room for improvement,
this shows that the ringdown model of TEOBResumS can be extended also to eccentric
configurations. The ringdown model discussed will be also used in Chapter 4 to complete
the 2PN-corrected inspirals that we will analyze. However, in Chapter 4 we will naturally
focus on the inspiral, since the 2PN corrections enter in the inspiral analytical EOB
waveform.
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Chapter 4

Noncircular 2PN corrections

We now introduce the 2PN noncircular corrections for the EOB waveform and the related
corrections for the angular radiation reaction Fφ. The results that we are going to discuss
were presented in Refs. [3–5] and were obtained in strict collaboration with the other
authors of the aforementioned references, in particular with Andrea Placidi. Note that
these terms are not included in the public version of TEOBResumS-Dalı̀ yet.

We will consider instantaneous and hereditary noncircular contributions to the wave-
form and their influence on the radiation reaction. We will present two prescriptions for
the instantaneous term: the first was introduced in Ref. [3], while the second in Ref. [5].
While the latter is preferable for several reasons that we will discuss later, we proceed in
chronological order. Therefore, we start by discussing the instantaneous contribution of
Ref. [3] in Sec. 4.1, and then the contribution of Ref. [5] in Sec. 4.3.

4.1 Instantaneous and hereditary corrections

The 2PN noncircular waveform in EOB coordinates was first obtained by Khalil et al. [150]
by translating to EOB coordinates the results of Refs. [221, 222], which are originally
expressed in harmonic coordinates. The tail (or hereditary) contributions, instead, are
derived from the results of Ref. [223], which were subsequently extended in Ref. [150] to
include higher-order corrections in the eccentricity and also to higher modes. However,
the final result in Ref. [150] is written using the standard factorization of the circular
part, adding the noncircular contribution as a correction. In Ref. [3] we used the PN-
expanded results of Ref. [150] (considering only the nonspinning part), but we employed
a rather different factorization scheme that leaves the generic Newtonian prefactor in the
form that we have discussed before. However, we briefly recall here the steps needed to
obtain these contributions (see also discussion in Sec. II of Ref. [3]).

Each waveform multipole can be written, before factorization, as

hℓm = 4ν

√
π

5
e−imφĤℓm, (4.1)

where Ĥℓm is the sum of an instantaneous contribution and a tail,

Ĥℓm = Ĥ inst
ℓm + Ĥtail

ℓm . (4.2)

The tail term is said to be hereditary because it is related to integrals that extend up to
t→ −∞, i.e. that take into account the whole history of the binary. We discuss the two
addends of Eq. (4.2) in the following.
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4.1.1 Instantaneous contributions

The instantaneous contributions to the modes for nonspinning binaries were derived in
Ref. [224, 225] up to 2PN order and in Ref. [221] up to 3PN order, where the results are
expressed in harmonic coordinates. The explicit form of Ĥ22 can be found in Eq. (4.4)
of Ref. [221], but note that r and ϕ are harmonic coordinates in that expression. In
Ref. [3] we denoted the harmonic coordinates with rh and φh to avoid confusion with
the EOB coordinates that are denoted, as usual, with r and φ. The transformation
between harmonic and EOB coordinates can be found in Appendix A of Ref. [150],
which has been derived following Ref. [160]. Following the same procedure, we wrote
the quadrupolar instantaneous contribution in Eq. (4) of Ref. [3] in terms of the EOB
phase-space variables (u, pr, pφ), where we recall that u = 1/r. The explicit expression
for the quadrupolar instantaneous contribution is

Ĥ inst
22 = u− p2r + 2iprpφu+ p2φu

2 +
1

c2

{
i

(
ν

7
− 5

7

)
p3rpφu

− iprpφu2
[(

4ν

7
+

185

21

)
−
(
ν

7
− 5

7

)
p2φu

]
+

(
ν

14
− 5

14

)
(p4φu

4 − p4r) +
(
3ν

14
+

64

14

)
p2ru

+ u2
[
(ν − 4) +

(
31ν

14
− 157

42

)
p2φu

]}
+

1

c4

{(
17ν2

168
+

13ν

168
− 5

24

)
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2
φu

2 − p6φu6)

− i
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+

13ν
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− 5
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)
prpφu(p

4
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+
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+
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252
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+
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+
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−
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(
1

c6
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. (4.3)

This is equivalent to Eq. (83) of Ref. [150] if one replaces the angular momentum with
p2φu

2 = p2 − p2r (just to avoid confusion, here p is the modulus of the linear momentum).
We applied the same procedure also to the other multipoles up to ℓ = 6, confirming
the results of Ref. [150]. We performed an additional check by using these multipoles,
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together with the energy balance equations (2.37) and Eq. (1.42b), to obtain the 2PN
angular momentum flux given by Eq. (3.70) of Ref. [160].

4.1.2 Hereditary contributions

The hereditary components Ĥtail
ℓm are taken from Ref. [150]. These contributions were

computed as an expansion in eccentricity and using the Keplerian parametrization (KP),
according to the method outlined in Ref. [223]. The resulting tail contributions are
initially expressed in terms of the frequency parameter x = Ω2/3, the eccentricity e,
and the phase variable χ, which together with the semilatus rectum p parametrize the
motion as r = p/(1 + e cosχ). The semilatus rectum p and the eccentricity e used in
Refs. [3, 150, 223] are defined in terms of the radial turning points using the (e, p) ↔
(r−, r+) Newtonian relations, i.e. they are defined as in Eqs. (3.2). Note that the KP tail
contributions in Ref. [150] are given up to 2PN and expanded in the eccentricity, see e.g.
Eq. (97), where Ĥtail

22 is written up to O(e6).
Similarly to the instantaneous case, we want to rewrite the hereditary contribution

using the phase-space variables (u, pr, pφ). Since we are working at 2PN accuracy, we can
use the following Newtonian relations:

x =
1− e2

p
, (4.4a)

u =
1 + e cosχ

p
, (4.4b)

pφ =
√
p, (4.4c)

pr =
e sinχ
√
p
. (4.4d)

This is possible since corrections to the leading Newtonian order would enter only at
2.5PN in the waveform. Since the expression for Ĥtail

22 in Eq. (97) of Ref. [150] is given
as an expansion in the eccentricity e, it is important to identify the proper variables, in
terms of (u, pr, pφ), which are of the same order in the eccentricity. It is possible to show

that Ĥtail
22 translates into an expansion in both pr and ṗr, with the latter related to pφ

through the Newtonian equation of motion

ṗr = u2(p2φu− 1). (4.5)

Using Eqs. (4.4a)–(4.4d), one can see that pr ∼ e and (p2φu − 1) ∼ e. From this and
Eq. (97) of Ref. [150], one obtains an expression in terms of (u, pr, ṗr) which contains also
half-integer powers of u, and that is reported in Eq. (18) of Ref. [3]. These half-integer
powers can be eliminated by using Eq. (4.5), which, after an expansion in ṗr (i.e., in
eccentricity) gives

1√
u
= pφ

(
1− ṗr

2u2
+

3ṗ2r
8u4
− 5ṗ3r

16u6
+

35ṗ4r
128u8

− 63ṗ5r
256u10

+
231ṗ6r
1024u12

)
+O(ṗ7r). (4.6)

Using this expression in the tail contribution, one obtains Ĥtail
22 written in terms of

(u, pr, pφ, ṗr) (see Eq. (102) of Ref. [150] or Eq. (21) of Ref. [3]). In order to eliminate
the dependence on ṗr, we can use again Eq. (4.5). The final result for the quadrupolar
tail in terms of (u, pr, pφ) is
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22 =
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. (4.7)

In this way, the tail and instantaneous terms are written with the same variables. The
absence of logarithmic terms in Eq. (4.7), which typically appears in tail terms, is due to
a phase redefinition performed at the level of the KP tail contribution (see Sec. III C of
Ref. [223]).

4.1.3 Factorization

Now that we have the generic instantaneous and hereditary contributions up to 2PN for
the (ℓ,m)-modes up to ℓ = 6, we want to reproduce the standard EOB factorization
with some additional factors that incorporate the 2PN noncircular corrections. The
factorization is achieved in three steps: (i) we factorize the generic Newtonian prefactor,
(ii) we expand the residual using the 2PN EOM for the time-derivatives, (iii) we factor
out the PN circular part so that we have residual noncircular PN corrections to include
in Eq. (2.36).

Factorization for the m ̸= 0 modes

We start by discussing the factorization of the m ̸= 0 multipoles. We want to write the
EOB waveform factorized as [3]

hℓm = h
(N,ϵ)c
ℓm ĥ

(N,ϵ)nc
ℓm ĥ

(ϵ)c
ℓm ĥ

nc
ℓm, (4.8)

where ĥncℓm is the new factor that includes the 2PN noncircular corrections, while the other
terms have been already discussed in Sec. 2.3.2.

As anticipated, we start by factorizing the general Newtonian factor h
(N,ϵ)c
ℓm ĥ

(N,ϵ)nc
ℓm

from the waveform multipole, so that the residual generic PN corrections can be written
as

ĥ
(ϵ)
ℓm ≡ T2PN

 hℓm(
h
(N,ϵ)c
ℓm ĥ

(N,ϵ)nc
ℓm

)
EOMs

 , (4.9)

where T2PN indicates an expression at 2PN order. The subscript “EOMs” highlights
that in the Newtonian term we replace the time-derivatives with the corresponding EOB
EOM at 2PN. The first-time derivatives can be found in Appendix B of Ref. [160], the
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higher-order derivatives follow easily. The expression (4.9) is thus a corrections in the
form “1+PN terms” written in terms of (u, pr, pφ). Note that for the m = 0 modes, the

circular Newtonian part vanishes, h
(N,ϵ)c
ℓ0 = 0. Therefore, we need a different factorization

in those cases. We discuss the factorization of the m = 0 modes in the next subsection.
The circular PN contribution can be easily obtained as

ĥ
(ϵ)c
ℓm ≡ lim

pr→0
ĥ
(ϵ)
ℓm, (4.10)

and can be factorized from the generic PN corrections of Eq. (4.9) as

ĥncℓm ≡ T2PN

[
ĥ
(ϵ)
ℓm

ĥ
(ϵ)c
ℓm

]
, (4.11)

The above equation contains thus 2PN noncircular corrections that were not previously
included in the model. We can easily split this correction into instantaneous and hered-
itary parts since these two contributions enter a different PN order (cfr. Eq. (4.3) and
Eq. (4.7), where we left explicit powers of c for clarity). We can thus write

ĥncℓm = ĥnctailℓm ĥncinstℓm . (4.12)

We also rewrite the terms using the conjugate momentum of the tortoise coordinate
rather than radial momentum, since the former is not singular at the event horizon.
We thus replace pr with pr∗ = (A/B)1/2pr expanded at 2PN order. To further simplify
the analytical structure of these terms, we further expand each term up to p4r∗ . We
have explicitly verified that the result expanded in pr∗ is practically equivalent to the
not-expanded result, even for highly eccentric and hyperbolic-like dynamics.

For the quadrupolar 2PN noncircular tail contribution, we find

ĥnctail22 = 1 +
1
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where (t̂22pr∗ , t̂
22
p3r∗
, t̂22p2r∗

, t̂22p4r∗
) are the following alternate-sign polynomials in y ≡ p2φu :
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t̂22p3r∗
= 1 +
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t̂22p2r∗
= 1− 27552
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y +
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y7, (4.16)
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t̂22p4r∗
= 1− 35260
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For the instantaneous factor, we separate amplitude and phase as

hncinst22 = fncinst
22 eiδ

ncinst
22 , (4.18)

which, respectively, are given by
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Similarly to the tail factor, the functions (f̂i, δ̂i) are polynomials in y. For the amplitude
contribution we have

f̂ 22
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while for the phase
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Note that y = p2φu is not a small quantity, so the y-polynomials in the above expression
need a proper resummation, as we will discuss in Sec. 4.1.4. Moreover, the factor in front
of f̂ 22

p1PN
r∗

in Eq. (4.19) has a 1/u = r contribution. Therefore, for large separations, this

term starts to dominate the others and becomes source of inaccuracies. This is one of
the reasons that led us to the new factorization proposed in Ref. [5]. However, this term
is not problematic for the configurations considered in Refs. [3, 4], as we will see in a
moment when testing these new analytical contributions against numerical results.
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Factorization for the m = 0 modes

As mentioned in the previous subsection, the circular Newtonian prefactor vanishes for
the m = 0 modes, and therefore cannot be factorized. In this case, we factorize the
multipoles as [3]

hℓ0 = Ŝeff

(
h
(N,ϵ)
ℓ0 +

ˆ̂
hℓ0

)
, (4.29)

where the PN correction, which indeed is fully noncircular, is given by

ˆ̂
hℓ0 = T2PN

(hℓ0 − h(N,ϵ)ℓ0

Ŝeff

)
EOMs

 . (4.30)

The effective source term Ŝeff is the one discussed in Sec. 2.3.2. We proceed to split
instantaneous and a tail parts as done before,

ˆ̂
hℓ0 =

ˆ̂
htailℓ0 +

ˆ̂
hinstℓ0 . (4.31)

Here we prefer to express the PN corrections using (r, pr∗ , ṗr∗), without writing ṗr∗ in
terms of (r, pr∗ , pφ). The reason is that in this case writing the corrections in pφ leads
to terms that do not vanish in the circular limit since they are not proportional to
powers of pr∗ (more precisely, some contributions vanish in the circular limit only when
pφ is replaced with its corresponding quasicircular PN expansion in terms of u). The
corresponding PN corrections for the (2, 0) mode read

ˆ̂
htail20 = − π

960u10c3

√
ṗr∗ + u2

6u

[
960ṗr∗u

10 + 960ṗ2r∗u
8 + 240

(
−3ṗ3r∗u

6

+p2r∗ ṗr∗u
9
)
+ 80u4

(
7ṗ4r∗ + 2p4r∗u

6
)
− 5

(
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2 + 26p2r∗ ṗ
3
r∗u

5

+11p4r∗ ṗr∗u
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)
+
(
417ṗ6r∗ + 110p2r∗ ṗ

4
r∗u

3 − 45p4r∗ ṗ
2
r∗u

6 + 2p6r∗u
9
) ]
, (4.32)

ˆ̂
hinst20 =

1

14
√
6u2c2

[
ṗr∗u

2(−19 + ν) + 3
(
ṗ2r∗ − p

2
r∗u

3
)
(3 + 5ν)

+ 6p2r∗ ṗr∗u(3 + 5ν) + 3p4r∗u
2(3 + 5ν)

]
+

1

504
√
6u3c4

[
ṗr∗u

4 (1052−

2803ν − 53ν2
)
+ p2r∗u

5
(
−743 + 7009ν − 571ν2

)
+ 3ṗ2r∗u

2 (545

−430ν + 28ν2
)
− 3ṗ3r∗

(
79 + 25ν + 5ν2

)
+ 18p2r∗ ṗr∗u

3 (81 + 404ν

+65ν2
)
− 9p2r∗ ṗ

2
r∗u
(
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)
+ 6p4r∗u

4 (79
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− 9p4r∗ ṗr∗u

2
(
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)
− 3p6r∗u

3
(
187 + 313ν + 185ν2

) ]
. (4.33)

4.1.4 Resummation

In the previous sections, we have discussed a factorization for the 2PN noncircular cor-
rections for the m ̸= 0 modes. However, in order to include these corrections in the
waveform and to improve its accuracy, we have to consider a proper resummation. In-
deed, if one does not adopt any resummation scheme, these 2PN noncircular corrections
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Figure 4.1: Left panel: last part of the time evolution of p2φu for different combinations of (â, e0, p0);

aligned with respect tmrg. Right panel: Behavior of various truncations of the t̂22pr∗
polynomial of

Eq. (4.14). The various Taylor truncations of t̂22pr∗
oscillate and become very large for values of p2φu

of the order of those reached at periastron for large eccentricity or during the plunge. A diagonal Padé
approximant Pn

d improves the behavior of the polynomials in strong-field regimes and eventually im-
proves the behavior of the waveform there.

lead to a much worse analytical/numerical agreement with respect to the wave incorpo-
rating only Newtonian noncircular corrections. In particular, as shown in the left panel
of Fig. 4.2 (see also Fig. 1 of Ref. [3] for more configurations), the non-resummed cor-
rections are so unreliable during the plunge, that the NQC corrections are not able to
correct their bad behavior. As a consequence, the accuracy of the analytical waveform
is rather poor. Moreover, these non-resummed corrections strongly worsen the analyti-
cal/numerical phase agreement at apastron for highly eccentric inspirals.

The main issue can be traced back to the y-polynomials that appear in the hereditary
contribution of Eq. (4.13). We recall that the original tail term was expanded in eccen-
tricity up to O(e6); one can then rewrite this expansion in the radial momentum pr and
ṗr, which can be subsequently recast in a form where one is left with several polynomials
in y = p2φu. Since y is a Newtonian order term (see also Eq. (4.4c)), we do not expect
y to be small, especially during the last stages of the evolution of the binary. Values
of y for different eccentric configurations are shown in Fig. 4.1. During the plunge we
can even reach y ∼ 7; note that y is also quite big at periastron for sufficiently eccentric
binaries. As a consequence, these polynomials will grow drastically if we consider only
a finite number of terms. However, since these polynomials have alternate signs, if we
consider an infinite number of terms we can have term-by-term cancellations. A simple
way to include this infinite number of terms is to replace the polynomials with Padé
approximants. The efficacy of this resummation for t̂22pr∗ is shown in the right panel of
Fig. 4.1, where we report various Taylor truncations and two Padé approximants. A com-
pletely analogous behavior is found for the other three functions (t̂22p3r∗

, t̂22p2r∗
, t̂22p4r∗

), which

are thus also resummed. In practice, we replace the Taylor-expanded functions with
(P 4

3 [t̂
22
pr∗

], P 4
4 [t̂

22
p3r∗

], P 4
3 [t̂

22
p2r∗

], P 4
4 [t̂

22
p4r∗

]).

The improvement in the waveform due to the tail-resummation can be seen in the
right panel of Fig, 4.2. The analytical/numerical phase agreement is not only better
(and largely) during the plunge and merger phase, but also increases during the eccentric
inspiral with respect to the waveform with expanded hereditary noncircular contribution.
Moreover, the improvement for the phase with respect to the simple Newtonian prefactor
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Figure 4.2: Left panel: comparisons with nonresummed noncircular tail factor: comparing analytical
and numerical ℓ = m = 2 waveforms for the transition from inspiral to plunge of a test particle on a
Schwarzschild black hole with initial eccentricity e0 = 0.7. We show the numerical waveform (black,
indistinguishable) and two EOB waveforms: (i) the solid-red one with noncircular information only
in the Newtonian prefactor and (ii) the dashed-blue one with noncircular 2PN corrections with the

nonresummed tail ĥnctail22 of Eq. (4.13). The bottom panel shows both the phase differences and the
relative amplitude differences with respect to the numerical waveform. We use dashed lines for the
differences corresponding to the wave with 2PN corrections. The vertical line marks the merger time,
corresponding to the peak of the numerical amplitude. Right panel: as the left one, but considering
the resummed noncircular tail factor. The resummation strongly improves the analytical/numerical
agreement, both at periastron and during the plunge-merger.

is evident all over, notably without pathological behaviors toward merger. On the con-
trary, the 2PN corrections do not seem to clearly improve (nor degrade) the accuracy of
the amplitude.

Similarly, one can try to extend the resummation to the instantaneous contribution of
Eqs. (4.19) and Eq. (4.20), that also contain y-polynomials. However, for the amplitude,
we find that any choice of Padé approximant for the various residual polynomials in y
develops spurious poles, so our resummation strategy cannot be pursued. By contrast, for
the instantaneous residual noncircular phase given in Eq. (4.20), the procedure is robust.
More precisely, we resum the y polynomials δ̂22 of Eq. (4.20) using the Padé approximants
P 1
0 [δ̂

22
u1PN ], P

1
1 [δ̂

22
p1PN
r∗

], P 1
2 [δ̂

22
u2PN ], and P 1

1 [δ̂
22
p2PN
r∗

]. Note that the latter polynomial, written

explicitly in Eq. (4.28), is at 4th-order in y, but we only use O(y2) terms since the P 2
1

approximant produces unphysical behaviors for large y and the other higher-order Padé
approximants have spurious poles in the equal-mass case. The improvements introduced
by this resummation are shown in Fig. 5 of Ref. [3] (green dashed lines), where we compare
the analytical/numerical phase differences of the newly obtained waveform with the phase
differences of the previous prescription, where the resummation was applied only to the
eccentric hereditary terms. While a slight improvement in the phase accuracy can be seen
in almost all the reported cases, the resummation of the instantaneous phase correction
is much less relevant than the resummation of the eccentric tail. Nonetheless, in Ref. [3],
we used the resummed instantaneous phase as our default option for the 2PN noncircular
corrections written in terms of (u, pr∗ , pφ).
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Figure 4.3: Left panels: instantaneous and hereditary noncircular 2PN corrections to the quadrupolar
phase for two nonspinning geodesic cases with e = (0.5, 0.9) and p = 9. The instantaneous phase
corrections are shown with dot-dashed blue lines, while the orange lines are for the phase contributions
of the resummed eccentric tail (dashed for the expanded results and solid for the resummed ones). The
corresponding sums between instantaneous and hereditary are shown in green with the same style scheme
of the considered tail. The vertical dashed line marks the periastron passage. For e = 0.9, we do not
show the whole radial period in order to highlight the periastron. Right panels: analogous to left panels,
but focusing on the relevance of the resummation for the instantaneous part. The orange solid line is the
phase contribution of the resummed eccentric tail, while the blue lines correspond to the instantaneous
phase contributions: dot-dashed for the nonresummed results and solid line for the resummed ones. The
corresponding sums between tail and instantaneous are shown in green with the same style scheme of
the instantaneous terms.
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4.1.5 Compensation between instantaneous and tail terms

We now discuss a rather peculiar behavior of these noncircular corrections. We start by
noting that, as shown in the previous section, the contribution of the 2PN corrections is
quite small with respect to the improvement introduced by the generic Newtonian pref-
actor, see e.g. amplitude and phase differences for the Newtonian and 2PN corrected
waveforms in the right panel of Fig. 4.2. An explanation of this effect can be obtained by
separately analyzing the cumulative action of the instantaneous and hereditary contribu-
tions to the waveform: one finds that the good performance of our resummed waveform
is due to compensations between the two. More importantly, one notices that the in-
stantaneous contributions alone tend to overestimate the analytical phase, eventually
yielding phase differences with the numerical waveform that are larger than those ob-
tained with the simple Newtonian prefactor. This is very clear when inspecting the left
panels of Fig. 4.3, which illustrates this effect for two different geodesic configurations
with e = (0.5, 0.9) and p = 9. Indeed, at high eccentricity and relatively small semilatus
rectum, the resummation of the tail factor is a crucial aspect to have compensations
between instantaneous and hereditary terms. The benefits of the resummation can be
seen even at milder eccentricities or larger semilatera recta, even if it is less crucial. In
the right panels of Fig. 4.3, we also show the effect of the resummation of the instanta-
neous factor for the same geodesic configurations considered in the left panels. While the
effect of the resummation is clearly visible, it is also evident that the resummation of the
instantaneous part is less relevant than the tail resummation, as we saw in the previous
subsection.

Since the instantaneous and hereditary terms enter at different PN orders, we have
compensation between different orders of the perturbative expansion. This aspect will
be crucial while discussing the higher modes, in the next section. Indeed, since we are
considering the global 2PN order, some higher modes do not have instantaneous correc-
tions at relative 2PN order (see expressions in the next section). Finally, a consequence
of this compensation between different PN orders is that higher PN corrections do not
guarantee a more accurate analytical waveform.

4.1.6 Higher modes

So far, we focused on the quadrupolar contribution. We now discuss the 2PN corrections
for the higher (subdominant) modes, that can be obtained as discussed in the previous
sections. The modes that have corrections at 2PN global order are all the modes up to
ℓ = 3 and the ℓ = 4 even modes. All the corrections for the relevant (at 2PN) m ̸= 0
modes are reported in Appendix B.1. The (2,1), (2,0), (3,3), and (3,1) modes have a tail
contribution at 1.5PN, as the (2,2) mode, while the (3,2) and (4,4), and higher modes do
not. In particular, the tail contributions of the (2,1) and (3,3) modes read

ĥnctail21 = 1 +
1

c3
π

[
− i
(
3029

1920
upr∗ t̂

21
pr∗

+
619

576
p3r∗ t̂
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+
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(4.34)
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where

t̂21pr∗ = 1 +
6035y
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+
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+
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Similarly to the quadrupole case, each residual y-polynomial is resummed using Padé
approximants. The choices we made are summarized in Table 4.1. As we have discussed in
Sec. 4.1.5, the compensations between instantaneous and tail terms are essential for pro-
vide a good analytical/numerical agreement. Therefore, we do not expect that the modes
without tail correction will be reliable. In Fig. 4.4 we show the analytical/numerical com-
parisons for the (2,1), (3,3), (4,4), and (4,2) modes for a configuration with e0 = 0.5. We
start by noticing that the merger-ringdown waveform for the higher modes, in particular
for the (2, 1) one, is far from being accurate. This is related to the next-to-quasicircular
(NQC)/ringdown fit that we are using here (see Sec. 3.3) and that is not accurate. In
Ref. [6] we presented a much more accurate NQC/ringdown model. However, here we
focus on the inspiral, since we are interested in the performance of the 2PN corrections; a
few comments follow. First, the phase and amplitude agreement during the inspiral phase
for the (2, 1) and (3, 3) modes is comparable to the quadrupole, and the 2PN corrections
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Figure 4.4: Same color scheme of Fig. 4.2, but here, in each row, we consider the subdominant modes
(2,1), (3,3), (3,2), and (4,4) for a nonspinning configuration with e0 = 0.5. The 2PN tail corrections in
the (2,1) and (3,3) modes is resummed (it is zero for the (3,2) and (4,4) modes).

are found to yield a notable reduction of the analytical/numerical phase difference with
respect to the simple Newtonian prefactor. This is true for any value of the eccentricity
considered (see also other configurations in Fig. 8 of Ref. [3]). When moving to the (3, 2)
and (4, 4) multipoles, one can see that the PN-corrected waveform performs worse than
the leading-order one. As anticipated, we understand this result because these modes do
not have a tail factor at 2PN order, in contrast to what happens for the (2, 2), (3, 3),
and (2, 1) modes, where the aforementioned compensation between instantaneous and
tail part can take place. An illustration of this effect for initial eccentricity e0 = 0.7 can
be found in Fig. 9 of Ref. [3]. Qualitatively, with 2.5PN accuracy, the same behavior
should be found also for the (3, 2) and (4, 4) multipoles. These corrections have been
computed in a more recent work [151], but their inclusion in our test mass EOB model
has not been done yet.

We finally turn our attention to the m = 0 modes, analyzing, in particular, the (2,0)
mode, that we analyze in the geodesic case, rather than along an inspiral-plunge dynamics.
This is because we do not have a ringdown model for m = 0 modes. Indeed, the ringdown
model discussed in Sec. 3.3 cannot be applied to m = 0 modes, since they are real rather
than complex. We leave to future work the modelization of the ringdown for these
modes. In Fig. 4.5, we test the factorization proposed in Eq. (4.29) for different geodesic
configurations in Schwarzschild. The agreement between numerical and analytical results
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Table 4.1: Padé used for the resummation of the tail 2PN noncircular corrections for the modes (2, 2),
(2, 1), and (3, 3). Note that t̂33p3

r∗
has terms up to y8, but we use the (3, 2) Padé.

Padé

(ℓ,m) t̂ℓmpr∗ t̂ℓmp2r∗
t̂ℓmp3r∗

t̂ℓmp4r∗
(2, 2) (4, 3) (4, 3) (4, 4) (4, 4)
(2, 1) (2, 3) (1, 3) (0, 3) (2, 0)
(3, 3) (4, 3) (5, 4) (3, 2) (5, 5)

Figure 4.5: Comparisons for the mode (2, 0) on nonspinning geodesic orbits with e = (0.5, 0.9) and
p = 9. We show the numerical waveform (black), the EOB waveform with noncircular corrections only
at Newtonian level (red online), and with corrections at 2PN as discussed in Sec. 4.1.3 (dashed blue).

is still qualitatively good, even if the other analytical modes discussed above are more
accurate (both with only Newtonian and 2PN noncircular corrections). Here, a source of
disagreement is that the asymmetry of the m = 0 numerical modes with respect to the
apastron is not negligible, even in the geodesic case. In any case, the 2PN corrections do
not seem to improve the analytical waveform for the m = 0 modes. The prescription with
only the Newtonian prefactor is indeed more accurate. For this reason, we only consider
Newtonian noncircular corrections for the m = 0 modes of our EOB waveform.

4.1.7 Comparison with other factorization schemes

During the development of Ref. [3], Ref. [150] appeared. Besides providing some of the
analytical expressions used here (e.g., the explicit expression of the tail), Ref. [150] also
proposed a different waveform factorization where (i) only the quasicircular Newtonian
prefactor is factored out, (ii) all the noncircular effects are interpreted as corrections to the
quasi-circular baseline expression, and (iii) the instantaneous and hereditary contributions
are included in additive form. We now compare this prescription against ours. The
discussion of this section is taken from Sec. VI of Ref. [3], with very minimal changes.

We start by carefully following Sec. IIIB of Ref. [150], and we report here all the
equations needed for this aim. For m > 0, Ref. [150] proposes the factorized expression

h
2PNqc

ℓm = h
(N,ϵ)c
ℓm Ŝeff (Tℓm + T ecc

ℓm ) eiδℓm (fℓm + f ecc
ℓm ) , (4.44)

where the eccentric terms f ecc
ℓm and T ecc

ℓm are written as functions of (r, pr, ṗr). For
the leading-order quasicircular hereditary term Tℓm, we use the standard prescription
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introduced in Ref. [140], while for δℓm and fℓm we follow Refs. [1, 158, 159] (see also
discussion in Sec. 2.3.2). Here we focus explicitly on the (2, 2) mode only, following the
steps of Ref. [150]. More precisely, we use the full expression of T ecc

22 presented in its
supplemental material, which reads [150]
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For the instantaneous contribution, f ecc
22 , we use Eq. (122) of Ref. [150], which we rewrite

here explicitly specified to the test mass limit (ν = 0),
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where

v0 =
(1 + ṗrr

2)1/6√
r

. (4.47)

Note that in Eq. (4.46) we have also a correction at 1.5PN order, but this is proportional
to the spin of the Kerr black hole, â. Since in the previous sections we only considered
non-spinning terms, we only have instantaneous corrections at 1PN and 2PN in Eq. (4.18).
Moreover, note that T ecc

22 and f ecc
22 are written in terms of (pr, ṗr). However, following

the practice introduced in Ref. [55], when considering the Hamiltonian formalism for a
test particle around a Schwarzschild black hole, it is useful to replace pr with pr∗ in order
to avoid the presence of spurious numerical singularities toward the horizon. We thus
rewrite the above equations replacing (pr, ṗr) with (pr∗ , ṗr∗). Using Hamilton’s equations,
the radial momentum and its derivative are written as (see Appendix E of Ref. [150])

pr =

√
B

A
pr∗ ≡ ξ−1(r)pr∗ , (4.48)

ṗr = −
[(

∂H

∂r

)
pr∗

+

(
∂H

∂pr∗

)
r

pr∗
ξ(r)

dξ(r)

dr

]
. (4.49)

The explicit expressions for the Kerr metric functions A and B from Ref. [134] are re-
ported in Eq. (1.97). In Figure 4.6 we consider two configurations with e0 = (0.1, 0.7)
and show comparisons between (i) the numerical waveform from Teukode (black online,
barely distinguishable in the top panels), (ii) the waveform with the generic Newtonian
prefactor [145] (red online), and (iii) the 2PN-accurate waveform of Eq. (4.44) (dashed,
green online). For each analytical waveform, the bottom panels of the figure report the
corresponding phase differences and relative amplitude differences with the numerical
counterpart. For simplicity, the h

2PNqc

ℓm is not completed through merger (via NQC cor-
rections) and ringdown. As can be seen in the figure, the amplitude differences become
relevant at large eccentricities during the inspiral at apastra. Moreover, even at small
eccentricity, the waveform with only Newtonian noncircular corrections seems to perform
globally better than the 2PN wave of Eq. (4.44).

Figure 4.6 also highlights an aspect that might be a priori unexpected: the largest
amplitude differences occur at apastron and not at periastron. This might look puzzling,
since PN expansions are more accurate in weak fields than in strong fields, while the plot
seems to indicate the opposite. The reason for this behavior can be understood by in-
specting Figs. 4.7. They refer to the same configuration (e0 = 0.7) of the rightmost panel
of Fig. 4.6. In the left panels of Fig. 4.7, we compare different analytical quadrupolar
waveforms and their analytical/numerical relative amplitude differences. In particular (i)
the quasicircular EOB waveform (gray online); (ii) the waveform with noncircular cor-
rections included in the generic Newtonian prefactor (red online); (iii) the waveform of
Eq. (4.8), where the 2PN noncircular effects are incorporated as a multiplicative correc-
tion to the Newtonian prefactor (blue online); and (iv) the waveform with quasicircular
factorization and 2PN noncircular corrections as written in Eq. (4.44) (green online). In
the right panels of the same figure, we illustrate the noncircular instantaneous corrections
to the amplitude and to the phase for each analytical prescription. The instantaneous
noncircular correction for the waveform of Eq. (4.44) is written as the multiplicative
factor 1 + f ecc

22 /f22, for formal consistency with the other analytical choices. All noncir-
cular factors provide a relevant and coherent correction to the phase, as shown in the
right middle panel of Fig. 4.7. The effect of these corrections is evident in the left top
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Figure 4.6: Testing the waveform factorization of Ref. [150], Eq. (4.44): comparisons between the
ℓ = m = 2 numerical and analytical waveforms emitted by the eccentric inspiral of a test particle on a
Schwarzschild black hole. The initial eccentricities and semilatera recta are (e0, p0) =(0.1, 6.7), (0.7, 7.7).
We show the numerical waveform (black), the EOB waveform with generic Newtonian prefactor (2.35)
(dot-dashed red, labeled N), the 2PN-accurate waveform with the quasicircular factorization of Eq. (4.44)
(labeled 2PNqc). The corresponding phase differences and relative amplitude differences are shown in
the bottom panels. The vertical black line marks the merger time, corresponding to the peak of the
numerical waveform amplitude.

panel, where the quasicircular waveform (gray online) is visibly dephased with respect to
the other curves, This indicates that all noncircular phase corrections discussed in this
work eventually yield an improved numerical/analytical phase agreement with respect
to the quasicircular EOB waveform. By contrast, the noncircular correction provided
by Eq. (4.44), at 2PN accuracy, does not provide a reliable amplitude at apastron, with
differences that are rather close to those obtained using the standard circular waveform.

To understand this aspect, let us focus for a moment on the Newtonian noncircular
prefactor of Eq. (2.35), whose time evolution is shown for the case considered in the
right panels of Fig. 4.7 (red online). These panels show that the contribution of the
Newtonian prefactor is larger at apastron than at periastron. This follows from the fact
that in Eq. (2.35) the orbital frequency Ω appears squared and at the denominator of
the noncircular correction, as a consequence of having factorized the circular Newtonian
contribution. This eventually amplifies the contribution of the whole function in cor-
respondence of the lowest values of Ω, i.e. at apastron. Note, however, that the only
nonvanishing contribution of Eq. (2.35) at apastron is the one proportional to r̈, which
is thus the main reason behind the behavior seen in the comparison shown in the left
panels of Fig. 4.7. The hierarchy between r̈ and Ω2 is clarified by the right bottom panel
of Fig. 4.7. By contrast, when considering Eq. (4.44), without the crucial factorization of
the Newtonian prefactor, the amplitude correction remains substantially constant, and
small, for the whole radial evolution; see 1+ f ecc

22 /f22 in Fig. 4.7 (green online, right pan-
els). This leads to large analytical/numerical discrepancies for the amplitude, as shown
in Figs. 4.6 and in the left panels of Fig. 4.7. In other words, this behavior is linked to the
fact that Eq. (4.44) incorporates the PN expansion of Eq. (2.35) through the replacement
of Ω and r̈ via the 2PN equation of motion, and so the crucial amplification related to
the exact r̈/Ω2 contribution is lost.
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Figure 4.7: Left panels: numerical wave (black), quasicircular EOB wave (gray), wavewith Newtonian
noncircular corrections (red), 2PN wave from Eq. (4.8) (blue), and 2PN wave of Eq. (4.44) (green,
without merger/ringdown). Analytical/numerical relative amplitude differences in the bottom panel;
vertical lines mark apastra (dotted red) and periastra (dash-dotted blue). Right panels: amplitude and

phase contributions for different noncircular corrections: noncircular Newtonian prefactor ĥ
(N,ϵ)nc
ℓm of

Eq. (2.35) (red); Newtonian-factorized instantaneous corrections up to 2PN, ĥ
(N,ϵ)nc
ℓm ĥncinstℓm , (blue); 2PN

noncircular corrections of Eq. (4.44), written as 1 + f ecc22 /f22 (green).

4.1.8 An alternative for m ̸= 0 modes: ṗr∗

Inspired by the procedure followed for the m = 0 modes, we also rewrote the 2PN
noncircular corrections for the other modes (m ̸= 0) by replacing pφ with its expression
in terms of (u, pr∗ , ṗr∗) using the 2PN-accurate EOM. We report here the expression for
the quadrupole [3]:[
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168u3

+
(174ν − 65)p2r∗ ṗ
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21168

√
u

−
(197641− 182480ν + 20600ν2)pr∗ ṗ
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Figure 4.8: Analytical/numerical comparisons of the ℓ = m = 2 mode for initial eccentricity e0 =
(0.3, 0.9) and â = 0. In the top panels, we show the real part of the numerical waveform (black, almost
indistinguishable), the analytical waveform with resummed 2PN noncircular corrections written in terms
of (pr∗ , pφ) (solid blue), and the analytical one with corrections written in terms of (pr∗ , ṗr∗) (dashed
yellow). The corresponding analytical/numerical phase differences and amplitude relative differences are
shown in the bottom panels (solid lines for resummed corrections with pφ, dashed lines for the corrections
with ṗr∗).
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]
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Note that in these expressions there are half-integer powers of u, but since these cor-
rections do not need any resummation (i.e. they are already reliable in non-resummed
form), this is not a problem.

In Fig. 4.8, we look at the test particle case and compare the above corrections with
those of Sec. 4.1.3, specifically those with the resummation both in the hereditary and
instantaneous factors (see Fig. 19 of Ref. [3] for more eccentric configurations). As usual,
in the bottom panels we report the phase difference and the relative amplitude difference;
we use solid lines for resummed corrections with pφ, and dashed lines for the corrections in
terms of ṗr∗ . Without the need of a resummation scheme, the accuracy of the (u, pr∗ , ṗr∗)-
corrections turns out to be practically equivalent to the one for the corrections written
in terms of (u, pr∗ , pφ), especially for low or moderate eccentricity. Nevertheless, the
evaluation of ṗr∗ through Hamilton’s equation in the comparable mass case is less efficient
than using directly pφ, and for this reason, in Ref. [3] we preferred to use the resummed
corrections containing pφ. However, in subsequent articles ([4, 5]), we employed the
(u, pr∗ , ṗr∗)-corrections due to their more simple analytical expressions.

4.1.9 Relevance in the comparable mass case

We conclude the discussion on the result of Ref. [3] with some remarks on the comparable
mass case, where we test the accuracy of the (2,2) mode. We incorporated the 2PN-
improved eccentric waveform in the EOB eccentric model presented in Ref. [148]. Note
that in Ref. [148] (but also in more recent works), the calibration of the (ac6, c3) parameters
(see discussion in Sec. 2.3.1) is performed only on NR quasicircular simulations. Since
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Figure 4.9: EOB/NR unfaithfulness for the ℓ = m = 2 mode computed over the eccentric SXS
simulations publicly available, Table IV of Ref. [3]. The horizontal lines mark the 0.03 and 0.01 values.
The value of F̄max

EOB/NR does not exceed the 0.7% except for the single outlier given by SXS:BBH:1149,

corresponding to (q, χ1, χ2) = (3,+0.70,+0.60) with eNR
ωa

= 0.037, which is around 1%. This is consistent
with the slight degradation of the model performance for large positive spins already found in the
quasicircular limit, as pointed out in Ref. [148].

the 2PN noncircular corrections to the waveform have an essentially negligible impact
on quasicircular configurations, we did not provide a new determination of (ac6, c3). The
EOB/NR comparisons are performed considering the public eccentric configurations of
the SXS catalog [82], whose maximum initial eccentricity is eNR

0 ∼ 0.3. The complete
list of configurations considered can be found in Table IV of Ref. [3]. We explored
the performance of the new waveform using both time-domain (phase-alignment) and
frequency-domain comparison. The latter are obtained by computing the unfaithfulness,
defined as

F̄ (M) ≡ 1− F = 1−max
t0,ϕ0

⟨h1, h2⟩
||h1||||h2||

, (4.53)

where (t0, ϕ0) are the initial time and phase. We used ||h|| ≡
√
⟨h, h⟩, and the inner

product between two waveforms is defined as

⟨h1, h2⟩ ≡ 4ℜ
∫ ∞

fmin

h̃1(f)h̃
∗
2(f)

Sn(f)
df (4.54)

where h̃(f) denotes the Fourier transform of h(t); Sn(f) is the zero-detuned, high-
power noise spectral density of Advanced LIGO [226], and fmin is the initial frequency
approximately corresponding to the frequency of the first apastron on each NR simulation,
after the initial junk radiation has cleared. In practice, the integral is done up to a
maximal frequency fend that corresponds to |h̃(fend)| ∼ 10−2.

Nonetheless, certain factors complicate the EOB/NR comparisons, making them more
difficult to interpret. To start with, in order to optimize the phase-alignment we determine
the initial eccentricity and the initial frequency manually, by visually inspecting the

90



agreement between numerical and analytical waveforms (we recall that the eccentricity
is not gauge-invariant, so we cannot just impose eNR

0 = eEOB
0 ). Therefore, even if we see

a small improvement in the time-domain comparisons of the quadrupole waveform with
respect to Ref. [148], this may be a consequence of the better procedure used to identify
the initial values. Secondly, when computing the unfaithfulness we have to consider the
Fourier transforms of the NR/EOB waveforms, but this computation is quite delicate.
For example, one has to consider a hyper-parameters-depending tapering for the time-
domain waveforms (both NR and EOB) in order to reduce high-frequency oscillations in
the corresponding Fourier transforms. The unfaithfulness obtained for the configuration
considered is shown in Fig. 4.9. Even if the obtained results are slightly better than the
ones presented in Ref. [148] where only Newtonian noncircular corrections were considered
(see Fig. 14 therein), it is not clear if the improvement is a consequence of the new 2PN
noncircular corrections or if it is a consequence of the improved EOB/NR initial data
matching procedure.

To conclude, since Fig. 14 of Ref. [148] and our current Fig. 4.9 are quite similar,
we are prone to conservatively state that the factorized and resummed 2PN noncircular
corrections to the waveform are not especially important for the mildly eccentric config-
urations of the SXS catalog.

4.1.10 Summary

In this section we substantially revisited the results of Ref. [3] for the eccentric configura-
tions. In Sec. 4.1.1 and Sec. 4.1.2 we have discussed the instantaneous and hereditary 2PN
noncircular corrections, respectively. In Sec. 4.1.3 we have proposed a new factorization
of the 2PN noncircular waveform corrections written in terms of (u, pr∗ , pφ), that crucially
factorizes the circular Newtonian prefactor and the noncircular one from Eq. (2.35). For
the m > 0 modes, these corrections needed a proper resummation (especially for the
hereditary contribution), as discussed in Sec. 4.1.4. For the m = 0 we considered an
alternative factorization, since the circular Newtonian factor vanishes in this case.

We have then included these resummed corrections in the EOB waveform as shown
in Eq. (4.8), and demonstrated that they yield a better analytical waveform phase in
the test particle limit, but are substantially irrelevant for the amplitude. In Sec. 4.1.5
we have shown that the instantaneous and hereditary corrections crucially compensate
(despite entering at different PN orders), so one has to consider both in order to have an
accurate waveform. In Sec. 4.1.6 we have then discussed the higher modes.

In Sec. 4.1.7, we have also tested the factorization proposed in Ref. [150], showing that
it is as accurate as ours for the phase, but it is unreliable for the amplitude, especially
at apastron. This is linked to the fact that the waveform of Ref. [150] does not factorize
the noncircular Newtonian prefactor, but instead uses the PN-expanded EOM to write
the time-derivatives that appear in the noncircular correction.

We have also proposed an alternative way of writing the (Newtonian-factorized) 2PN
corrections in Sec. 4.1.8, where we used the phase-space variables (u, pr∗ , ṗr∗) instead of
(u, pr∗ , pφ). We have also shown that this correction is practically equivalent to the one
discussed in Sec. 4.1.3 (the latter resummed as detailed in Sec. 4.1.4).

We concluded the discussion of Ref. [3] by commenting on the comparable mass case
scenario in Sec. 4.1.9, where we argued that these 2PN noncircular corrections do not
seem to be crucial for the EOB accuracy in the case of mildly eccentric black hole binaries.
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4.2 Assessment of the radiation reaction

In this section we discuss the results of Ref. [4], where we tested the effects of different
radiation reactions of eccentric and hyperbolic orbits. The following discussion is taken,
mutatis mutandis, from the aforementioned paper. Loosely speaking, this paper can be
seen as an extension of Ref. [1] where we also considered 2PN corrections in Fφ. We also
considered the quasi-circular Fφ, since it is the prescription used in SEOBNRv4EHM [149]
(see Eq. (3) therein).

4.2.1 Testing radiation reactions employed in EOB models

We start by recalling the prescriptions for the radiation reaction forces (Fφ,Fr) that are
used in the TEOBResumS model (NCN) [3, 147, 148], in the SEOBNRv4EHM [149] model
(QC), and proposed, but not implemented yet, in Ref. [150] (QC2PN). While we start by
focusing on these three prescriptions, in Sec. 4.2.3 we will also discuss the 2PN extension
of the TEOBResumS radiation reaction.

• Noncircular Newtonian prefactor (TEOBResumS): NCN. The first radiation
reaction that we consider is the one of the TEOBResumS family. We recall that the
quadrupolar noncircular Newtonian correction enters in the angular component Fφ
as shown in Eq. (3.7), where f̂Nnc

φ,22 is written explicitly in Eq. (2.44). The radial
component here considered is the one reported in Eq. (2.46).

• Quasicircular with Fr ̸= 0 (SEOBNRv4EHM): QC The second prescription that we
consider is denoted as QC and mimics what it is implemented in SEOBNRv4EHM [149].
While in TEOBResumS the radial component of the radiation reaction is set to zero
for the quasicircular inspiral, it is not the case for SEOBNRv4HM, which has

F̂QC
φ = −32

5
νr4ΩΩ

5f̂ , (4.55a)

F̂QC
r = F̂QC

φ

pr
pφ
. (4.55b)

This quasicircular radiation is also used in SEOBNRv4EHM [149], the eccentric ex-
tension of SEOBNRv4HM. We note, however, two aspects. The first one is that
Refs. [149, 150] (and not even Refs. [58, 227], which define the SEOBNRv4HM model)
do not write explicitly the leading-order (Newtonian) contribution to Fφ. In par-
ticular it is not stated explicitly whether Kepler’s constraint is relaxed as originally
proposed in Refs. [55] to have a more faithful representation of the angular mo-
mentum losses during the plunge. This may induce the reader to think that the
dominant term of the angular component is Fqc,LO

φ = −32/5νΩ7/3. Nonetheless, in-
specting the public code it is possible to see that also in the SEOBNRv4HM models the
Keplerian constraint is relaxed so that Fqc,LO

φ = −32/5νr4ΩΩ5, as in TEOBResumS.
The second aspect to consider is that through Ref. [4] (and also through this thesis)
we consider f̂ as implemented in the test mass version of TEOBResumS. While the
term is formally the same of SEOBNRv4HM, there are some differences in PN orders
adopted and in the related resummations that enter f̂ and follow Refs. [1, 158, 159].
However, the reliability of the term f̂ that we will use in this work is shown in Ap-
pendix A of Ref. [4]. With the aforementioned caveats, the radiation reaction of
Eqs. (4.55) is a proxy of the one used in the actual SEOBNRv4EHM model.
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• Quasicircular with 2PN noncircular corrections: QC2PN We finally turn
to the QC2PN radiation reaction, which contains 2PN noncircular correction in
factorized form as introduced by Khalil et al. [150]. The radiation reaction forces
are factorized in quasicircular and eccentric parts:

FQC2PN
φ = F̂QC

φ F̂ ecc
φ , (4.56a)

FQC2PN
r = F̂QC

r F̂ ecc
r , (4.56b)

where F̂QC
φ and F̂QC

φ are the quasicircular terms of Eq. (4.55), while F̂ ecc
φ and F̂ ecc

r

are the noncircular corrections up to 2PN and reduce to unity in the circular case.
Their explicit expressions in the test mass limit, written in terms of (r, pr, ṗr), are
reported in Appendix B of Ref. [4].

Testing the reliability of the EOB radiation reaction

We now test the reliability of the RR described above. We use the method of Ref. [1],
which we also recalled in Chapter 3. In short, we will consider geodesic configurations and
we will compare the analytical fluxes, obtained from the balance equations (2.37) [160]
and different analytical prescriptions for Fφ and Fr (the prescription of ĖSchott is given
by Eq. (2.49)), with the numerical fluxes, obtained using Eqs. (1.42) and the numerical
waveform from Teukode.

We use the same geodesic numerical simulations presented in Ref. [1] and in Sec. 3.1;
therefore, we consider spins in the range â ∈ [−0.9, 0.9] and eccentricities up to e = 0.9.
For each pair (e, â), we compute the semilatus rectum p according to the separatrix
ps(e, â). More precisely, we consider intermediate and distant configurations that have
semilatus rectum p = pschwps(e, â)/ps(e, 0), where pschw is 9 and 13, respectively. In
Sec. 3.1 we considered also near simulations that had p(e, â) = ps(e, â) + 0.01; however,
we will not consider them in this work since they show a strong zoom-whirl behavior and
thus are less significant for testing the noncircular terms.

Instantaneous fluxes for eccentric orbits

We start our tests by computing the analytical fluxes along bound geodesics with ec-
centricities up to e = 0.9. We report the trajectories and the instantaneous fluxes for
some significant nonspinning cases in Fig. 4.10, while in Fig. 4.11 we show some spinning
configurations. For each configuration we show the numerical fluxes (black), the NCN
fluxes (red) computed using the radiation reaction of Eqs. (3.7) and (2.46), the QC fluxes
(blue) computed using Eqs. (4.55), and the QC2PN fluxes (green). Figure 4.10 illustrates
that the QC fluxes are the less accurate ones, even for e = 0.1. The discrepancies with
the numerical results are more relevant for higher eccentricities. In particular, the QC
fluxes overestimate the numerical flux at periastron in almost all the cases. However, for
some cases with high eccentricity and high spin, the QC expressions incidentally provide
the best approximation to the numerical fluxes at periastron, as shown in the case with
(e, â, p) = (0.7, 0.6, 8.517) of Fig. 4.11. To better understand this aspect, one should note
that for high spins (and high eccentricity) the periastron of the orbit is located in stronger
field, and thus the numerical fluxes have general-relativistic contributions that are not
included in the EOB analytical fluxes. Indeed, the last panel of Fig. 4.11 highlights that
the numerical fluxes are not symmetric with respect to the periastron and that there
are quasinormal-modes excitations of the Kerr black hole [216–218]. These excitations
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Figure 4.10: Geodesic configurations with â = 0, p = 13 and e = (0.1, 0.3, 0.7, 0.9). For each one we
show the trajectories highlighting one radial period (blue) and the corresponding fluxes. We contrast
the numerical fluxes (black) with the three analytical fluxes considered in this work: the NCN flux
(red) computed using Eqs. (3.7) and (2.46); the QC flux (blue) from Eq. (4.55), which is a proxy of the
SEOBNRv4EHM fluxes, and the QC2PN flux with 2PN noncircular corrections (green) from Eqs. (4.56).
Each subpanel also reports the analytical/numerical relative difference. Note that while the relative
differences in the lower panels are always shown over the complete radial period, the fluxes for e ≥ 0.7
are shown on smaller time intervals (highlighted in aqua-green on the trajectories) in order to better
highlight the burst of radiation at periastron passage (marked by a dashed vertical line).
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Figure 4.11: Analogous to Fig. 4.10, but for spinning configurations with different eccentricities. The
semilatera recta are computed according to p = 13ps(e, â)/ps(e, 0). For each configuration, we show the
trajectories highlighting one radial period (blue) and the corresponding fluxes. We contrast the numerical
fluxes (black) with the three analytical fluxes considered in this work: the NCN flux (red) computed
using Eqs. (3.7) and (2.46); the QC flux (blue) from Eq. (4.55), which is a proxy of the SEOBNRv4EHM

fluxes, and the QC2PN flux with 2PN noncircular corrections (green) from Eqs. (4.56). Each subpanel
also reports the analytical/numerical relative difference. Note that while the relative differences in the
lower panels are always shown over the complete radial period, the fluxes for e ≥ 0.7 are shown on
smaller time intervals (highlighted in aqua-green on the trajectories) in order to show better the burst
of radiation at the periastron passage (marked by a dashed vertical line).
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Figure 4.12: Analytical/numerical relative differences for the orbital averaged fluxes (angular momen-
tum and energy) that correspond to eccentric configurations. For each configuration the semilatus rectum
is computed according to p = pschwps(e, â)/ps(e, 0) where pschw = 9 (squares) or pschw = 13 (triangles).

are responsible for the oscillations in the relative differences after the periastron passage
that can be clearly seen in the case with (e, â) = (0.9, 0.9) shown in Fig. 4.11. As a
consequence, the analytical flux underestimates the numerical results in strong field, as
already observed in Ref. [1] and Secs. 3.2.3 and 3.2.4. Therefore, considering that (i)
the QC fluxes overestimate the numerical fluxes for all the cases with mild spins, and
(ii) the numerical fluxes at periastron in the strong field regime naturally overestimate
analytical fluxes, we have that there must be some configurations for which the quasi-
circular prescription will provide a good approximation at periastron. However, in all
cases with mild or high eccentricity, the QC fluxes are not reliable at apastron, leading to
comparatively large relative differences. While this is not relevant from a practical point
of view since the main contribution of the radiation reaction to the dynamics happens at
periastron, it is, however, an indication that the quasicircular prescription is not suited to
describe eccentric dynamics, as a priori expected. We will further confirm this statement
in the next subsection where we will analyze the fluxes more systematically considering
the analytical/numerical differences between averaged fluxes over the whole parameter
space (e, â) = [0, 0.9]× [−0.9, 0.9]. The fact that the QC radiation reaction overestimates
the numerical fluxes at periastron generally results in an unphysical acceleration of the
dynamics once the corresponding Fφ enters at the rhs of Hamilton’s equations. We will
further discuss the relevance of this aspect for comparable mass binaries in Sec. 4.2.2.

Let us now focus on the QC2PN prescription, which follows from Ref. [150] (green in
Figs. 4.10 and 4.11). While for low eccentricity the corresponding fluxes are reliable, as
shown in the e = 0.1 case of Fig. 4.11, the prescription starts to be less accurate for mild
and high eccentricities. In particular, while this choice is generally more accurate than
the QC case at apastron, the relative differences are still larger than the NCN ones. More-
over, when the particle is almost at the periastron, or shortly after the periastron passage
(i.e. when the radial momentum is close to its maximum value along the orbit), the an-
alytical/numerical relative differences for this prescription reach their maximum and are
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even larger than for the QC case. This aspect can be clearly seen in all the configurations
with e ≥ 0.5 shown in Figs. 4.10 and 4.11. For large values of eccentricity and large spin,
the fluxes associated with the QC2PN choice can show unphysical behaviors, developing
multiple peaks and becoming negative. This can be clearly seen in the last configuration
of Fig. 4.11, but we anticipate that a similar pathological behavior can occur even in the
nonspinning case if the noncircularity of the orbit is high enough, as shown in the last
hyperbolic scattering of Fig. 4.14 in Sec. 4.2.1. In Fig. 4.11 we consider configurations
with semilatus rectum p = 13ps(e, â)/ps(e, 0), but the pathologic behavior becomes even
more relevant if we consider smaller semilatera recta like p = 9ps(e, â)/ps(e, 0).

Let us finally turn to the analysis of the NCN analytical fluxes, repeating for com-
pleteness some of the analysis of Ref. [1]. Figure 4.10 shows that such analytical ex-
pressions are the most reliable among the three and this becomes especially evident for
e ≥ 0.3. Note that the NCN expressions are the only ones where the relative differences
are smaller at apastron than at periastron, as one would naturally expect since the peri-
astron is reached in a stronger gravitational field, and thus the accuracy of any PN-based
expression (though resummed) should be reduced there.

Finally, we conclude with an observation on the numerical fluxes that could be relevant
for the next subsection. As can be seen in the last plots of Fig. 4.10 or in Fig. 4.11,
the relative differences of highly eccentric configuration are noisy for early times (i.e.
near the apastron). This is linked to the fact that the numerical flux is still slightly
contaminated by the junk radiation1. However, the highly eccentric fluxes have a small
absolute magnitude near the apastron, and thus this contamination does not affect the
averaged fluxes that we will consider in the next section. To be more quantitative,
consider that for the case with (e, â, p) = (0.9, 0, 13) in the last row of Fig. 4.10, the
angular momentum and energy fluxes have values of 5 · 10−8 and 2 · 10−11 at apastron,
respectively.

Orbital averaged fluxes for eccentric orbits

To have a more systematic picture of the accuracy of the analytical expressions discussed
above, it is useful to consider the fluxes averaged along a radial orbit and the correspond-
ing relative differences with the numerical quantities. However, this method tests the
reliability of the prescriptions in the neighborhood of the periastron, where there is the
main contribution to the integrated flux. In other words, with this method it is not pos-
sible to see that the QC and QC2PN expressions are not accurate at apastron. We report
the analytical/numerical relative differences in absolute value plotted against the Kerr
spin parameter â in Fig. 4.12. We use squares as markers to indicate configurations with
semilatus rectum p = 9ps(e, â)/ps(a, 0), while we use triangles for p = 13ps(e, â)/ps(a, 0).
Note that the results for the NCN fluxes were already shown in Fig. 3.6.

Let us first note in Fig. 4.12 that the purple markers, corresponding to the circular
configurations, are the same in all cases since the circular expressions are shared by the
QC, QC2PN, and NCN expressions. Their accuracy is further discussed in Appendix A
of Ref. [4]. Already for e = 0.1, the three prescriptions provide quite different results:
both the QC and QC2PN choices yield significantly larger differences than the NCN one
for both energy and angular momentum. This remains true also for larger eccentrici-
ties. On the other hand, for spins â ≥ 0.6, the relative differences of the quasicircular
prescription are similar to the ones of the TEOBResumS fluxes, and even slightly better in

1The numerical simulations do not start necessarily from t = 0.
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Figure 4.13: Means of the analytical/numerical relative differences of the orbital averaged fluxes,
graphical representation of Table 4.2. Each point represents the mean of the averaged fluxes of all the
configurations with a certain value of eccentricity, which we indicate as ⟨...⟩e. Note that we consider
â = (0,±0.2,±0.6,±0.9) and two semilatera recta for each pair (e, â), so that each point is the mean
value over 14 averaged fluxes. As can be seen, NCN is, on average, the most reliable radiation reaction.

some cases. Nonetheless, we have already discussed above that generally the quasicircular
fluxes overestimate the numerical results, but for high spins the numerical fluxes include
contributions that are not described by EOB models. For the last prescription shown
in Fig. 4.12, the one that includes 2PN noncircular information, for â ≥ 0.6 we have
greater relative differences than for the other two prescriptions, but we already argued
that for high spins and/or high eccentricity this prescription shows pathological behavior.
For smaller spins, instead, the analytical/numerical discrepancies are bigger for farther
simulations, as happens also for the other radiation reactions independently of the spin
considered (with few exceptions). This issue of the QC2PN choice can even lead to nega-
tive averaged fluxes; for example, this happens in the configurations with â = 0.9, e ≥ 0.7
and p = 9ps(e, â)/ps(e, 0).

Finally, we can consider all the simulations for a certain value of eccentricity and we
can obtain the mean of the corresponding averaged fluxes. We indicate this average at
fixed eccentricity as ⟨...⟩e. In Fig. 4.13 we report these averages for the fluxes considered
so far, showing once again that the NCN is the most reliable for every value of eccentricity.

To conclude, also the systematic study of the reliability of the three prescriptions
considered so far suggests that the standard radiation reaction of TEOBResumS is the
most accurate, both for low and high eccentricity.

Hyperbolic geodesic orbits

We now turn our attention to unbound orbits. We consider three hyperbolic geodesic
scatterings in Schwarzschild spacetime whose orbits are shown in Fig. 4.14, together
with the corresponding analytical/numerical angular momentum and energy fluxes. In
all three cases considered, the initial separation is r = 120, but we show only the time
interval that corresponds to r ≤ 40. Since we define the eccentricity and the semilatus
rectum in terms of turning points, our definitions of eccentricity and semilatus rectum
are not valid for unbound orbits, see Eqs. (3.2). We use instead the energy E and the
angular momentum pφ to characterize our orbits. The selected values are also reported
in Fig. 4.14 for each case.
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Figure 4.14: Hyperbolic geodesics in Schwarzschild spacetime. In the trajectories we highlight in blue
the part that corresponds to r ≤ 40; the fluxes are computed on this interval. We contrast the numerical
fluxes (black) with the three analytical fluxes considered in this work: the NCN flux (red) computed using
Eqs. (3.7) and (2.46); the QC flux (blue) from Eq. (4.55), which is a proxy of the SEOBNRv4EHM fluxes,
and the QC2PN flux with 2PN noncircular corrections (green) from Eqs. (4.56). Each subpanel also
reports the analytical/numerical relative difference. For each analytical flux, we also show the relative
difference with the numerical result. The dashed vertical line marks the closest passage to the central
black hole.
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Table 4.2: Averaged analytical/numerical relative differences ⟨δF ⟩ = ⟨|∆F |/F ⟩ for the fluxes averaged
over a radial orbit for the three analytical possibilities, NCN, QC and QC2PN. We consider the means
over the simulations with same eccentricity, the average for the nonspinning configurations, and the
average for all the configurations. The values are reported in percentages. The relative differences
averaged over the circular configurations are ⟨δJ⟩c = ⟨δE⟩c = 0.10%. The averages at fixed eccentricity
are shown in Fig. 4.13.

[%] NCN QC QC2PN
⟨δJ⟩ ⟨δE⟩ ⟨δJ⟩ ⟨δE⟩ ⟨δJ⟩ ⟨δE⟩

e = 0.1 0.29 0.33 0.68 1.64 0.67 1.09
e = 0.3 1.70 2.02 4.89 11.46 5.26 7.93
e = 0.5 4.04 4.66 11.15 22.53 14.17 18.65
e = 0.7 6.81 7.73 17.17 30.84 28.54 33.47
e = 0.9 9.69 10.97 21.80 36.60 53.15 59.08
â = 0 0.44 0.60 8.60 18.72 5.43 9.49
all 3.77 4.30 9.30 17.20 16.98 20.05

The first configuration considered exhibits a strong zoom-whirl behavior. While dur-
ing the circular whirl at periastron all three prescriptions provide similar results, the
differences between them are clearly visible in the zoom part. Here, the less reliable pre-
scription is the one using the QC2PN flux, as it gives differences well beyond the 100%,
both before and after the whirl phase. This issue is even more evident when inspecting
the other two configurations, which have larger energies and larger angular momenta. In
particular, for (E, pφ) = (1.01, 6) the QC2PN fluxes even develop multiple peaks. The
QC fluxes are more solid, but the relative differences with the numerical results are still
very large and they always overestimate the numerical results at periastron, especially for
the energy fluxes. Finally, the fluxes computed using the NCN choice are, once again, the
most reliable and robust, showing smaller quantitative discrepancies with the numerical
results for all three configurations considered.

4.2.2 Comparable mass case

In Sec. V of Ref. [4] we also discussed the comparable mass case. We focused on the
EOB/NR comparison of a single equal mass black hole binary with nominal EOB ini-
tial eccentricity e0 ∼ 0.2. The EOB/NR comparisons were performed considering the
SXS:BBH:1363 configuration discussed in Table IV of Ref. [3]. The findings are schemat-
ically listed in the following.

• If one considers the eccentric version of TEOBResumS as introduced in Ref. [148],
and changes only the radiation reaction from NCN to QC, the new EOB waveform
is much shorter than the NR one (see Fig. 8 of Ref. [4]). In other words, the QC
radiation reaction leads to an unphysical acceleration of the system.

• On the other hand, if one changes the radiation reaction from NCN to QC but
also calibrate again the model (finding a6c = −97 instead of ac6 = −93.0366) and
recompute the optimal initial data (eEOB

ωa
, ωEOB

a ), then the EOB/NR comparison
with this QC version of the model is similar (but not equivalent) to the one obtained
using the eccentric model (see Fig. 9 of Ref. [4]). In other words, the unphysical
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effects of the radiation reaction can be partially compensated by the calibration
and the tuning of the initial data.

• Despite this partial compensation of the physical inaccuracy, the QC model is less
accurate than the eccentric one. In particular, with the former we have an unfaith-
fulness (computed with LIGO noise) that can be slightly above 1%, while with the
eccentric model we have at most 0.25% (see Fig. 10 of Ref. [4]).

• Finally, if one inspects the waveform frequency, it is clear that the QC model is less
accurate than the eccentric model, as clearly shown in Fig. 11 of Ref. [4].

Given the above considerations, we conclude that the QC expression of F̂φ can introduce
not-negligible systematics and it is thus not suited to construct faithful and robust EOB
template waveforms for eccentric binaries. Crucially, standard phasing and faithfulness
diagnostics can fail to capture these systematic errors, especially if a short NR waveform
is employed. The faster circularization of the orbit given by the QC choice can be easily
overlooked in the minimization of the initial data parameters, thus leading to large phase
errors on longer signals.

4.2.3 2PN noncircular corrections in TEOBResumS radiation reac-
tion

Reference [3] introduced high PN noncircular terms in the Newtonian-factorized wave-
form as a multiplicative correction to the generic Newtonian prefactor, which we also
discussed in the previous section. After suitable resummations, this yielded an improved
analytical/numerical waveform agreement with respect to the use of only the generic
Newtonian prefactor, especially for the phase. This section aims to explore the perfor-
mance of an analogous procedure applied to the flux. For simplicity, and since in any
case our F̂φ is noncircular flexed only in the ℓ = m = 2 mode, we limit here our analysis
only to this mode. A more complete investigation is postponed to future work.

2PN-accurate quadrupolar flux

In Ref. [3] we recovered the full multipolar fluxes at 2PN accuracy in EOB coordinates
as a consistency check of our waveform calculation. In particular, starting from the
instantaneous part of the waveform we could explicitly recover the 2PN-accurate flux in
EOB coordinates as obtained in Ref. [160]. For our current factorization purposes, we
show here explicitly the ℓ = m = 2 flux multipole up to 2PN order, including both the
instantaneous (1PN and 2PN) and tail (1.5PN) parts,
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where, for the sake of simplicity, we considered an expansion in pr∗ up to order O(p4r∗).
For completeness, Appendix C of Ref. [4] also reports the other flux multipoles relevant
at 2PN order.

Factorization and resummation

Our aim here is to add 2PN-accurate noncircular corrections to the flux contribution of
the mode ℓ = m = 2. This is achieved by dressing the first term of Eq. (3.7b) with
an additional correcting factor F̂ 2PNnc

φ,22 derived from the full noncircular 2PN flux F̂ 2PN
22

written in Eq. (4.57). Following the same reasoning implemented for the waveform in
Ref. [3], the procedure we use is the following:

(i) starting from the Taylor expanded flux F 2PN
22 , we factorize the full Newtonian con-

tribution FN
22 f̂

Nnc
φ,22, and we use in the latter the 2PN-accurate EOM to replace the

time derivatives and expand the residual up to O(1/c4),

(ii) we single out the circular part F̂ 2PNc
22 of the Newton-factorized flux by simply taking

the limit pr∗ → 0,

(iii) we factorize the circular part computed in the previous step and compute the desired
noncircular correction F̂ 2PNnc

22 .

In formulas we have

F̂ 2PNc
22 ≡ lim

pr∗→0
T2PN

[
F 2PN
22(

FN
22 f̂

Nnc
φ,22

)
EOMs

]
, (4.58)

F̂ 2PNnc
22 ≡ T2PN

[
F 2PN
22(

FN
22 f̂

Nnc
φ,22

)
EOMs

F̂ 2PNc
22

]
, (4.59)
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where the operator T2PN performs a Taylor expansion up to the 2PN order and the
subscript “EOMs” manifests the replacement of the time derivatives in the Newtonian
flux with the corresponding EOB EOM. The resulting noncircular factor (4.59) comes out
naturally split in an instantaneous and a tail part, which appear at different PN orders.
For this reason, one can readily factorize it further in an instantaneous and a tail factor,

F̂ 2PNnc
22 = F̂

2PNnc,inst

22 F̂
2PNnc,tail

22 , (4.60)

which explicitly read
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Again, in the results reported above we expand in pr∗ up to order O(p4r∗). The terms

f̂PN
pnr∗

and t̂1.5PNpnr∗
are polynomials in the Newtonian-order variable y = p2φu. For the instan-

taneous part the coefficients of the polynomials contain also the symmetric-mass ratio ν
and read
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Figure 4.15: Trajectories, quadrupolar angular momentum fluxes, and 2PN corrections to the flux
as discussed in Sec 4.2.3. We show the standard flux from TEOBResumS (red), the result with 2PN
resummed corrections (yellow), and the numerical flux (black). The corresponding analytical/numerical
relative differences reported in the bottom panel are shown over the radial period; the corresponding
part of the trajectories is highlighted in blue. On the rightmost panels we show the 2PN corrections to
the flux in Taylor expanded form, with resummation of the tail factor and with resummation of both
the instantaneous and hereditary parts. The latter is used for the 2PN flux of the middle panels. For
the second configuration with e = 0.9, the fluxes and the 2PN corrections are shown over a time interval
that is shorter than the radial period in order to highlight the burst of radiation at periastron; the
corresponding part of the trajectories is highlighted in aqua-green.
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while in the tail factor there are no ν-contributions and the two polynomials are
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Note that the analytical structure of the 2PN correction F̂ 2PNnc
22 is similar to the one of

the 2PN corrections to the waveform multipoles discussed in Ref. [3]. As already argued
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Table 4.3: Averaged analytical/numerical relative differences for averaged quadrupolar fluxes, ⟨δF22⟩ =
⟨|∆F22|/F22⟩. We consider the fluxes computed using NCN, NCN with 2PN corrections in Taylor ex-
panded form, and NCN2PN that includes 2PN noncircular corrections in resummed form. For each flux
we compute the averages over the simulations with same eccentricity, the average for the nonspinning
configurations, and the average for all the configurations. The values are reported in percentages. The
relative difference averaged over the circular cases is ⟨δJ22⟩c = ⟨δE22⟩c = 0.07%. The averages at fixed
eccentricity are shown in Fig. 4.16.

[%] NCN
NCN2PN
(Taylor) NCN2PN

⟨δJ22⟩ ⟨δE22⟩ ⟨δJ22⟩ ⟨δE22⟩ ⟨δJ22⟩ ⟨δE22⟩
e = 0.1 0.31 0.39 0.26 0.34 0.24 0.32
e = 0.3 2.03 2.52 1.70 2.23 1.47 1.98
e = 0.5 4.70 5.41 4.24 5.17 3.40 4.26
e = 0.7 7.41 8.10 8.75 10.05 5.45 6.49
e = 0.9 9.66 10.36 24.36 26.91 7.37 8.44
â = 0 3.01 3.21 4.85 5.53 1.59 1.98
all 4.03 4.48 6.56 7.46 3.00 3.59

for the waveform, the polynomials in the y variable need to be resummed in order to
provide reliable results in strong field regimes. We use diagonal Padé approximants for
the polynomials in the tail and the 2PN instantaneous part, while we leave in Taylor-
expanded form the polynomials in the 1PN instantaneous contribution.

Testing the 2PN noncircular correction in Newtonian-factorized angular ra-
diation reaction

We test the reliability of the resummed factor F̂ 2PN
22 in the test mass limit, focusing on

the quadrupolar contributions to the angular momentum and energy fluxes, J̇22 and Ė22.
We start by considering two nonspinning configurations with eccentricities e = (0.1, 0.9)
in Fig. 4.15. In the rightmost panels we show the 2PN noncircular correction F̂ 2PNnc

22 with
different resummation procedures: in Taylor expanded form (green), with resummation

only on the hereditary part F̂
2PNnc,tail

22 (blue), and with resummation on both F̂
2PNnc,inst

22

and F̂
2PNnc,tail

22 (yellow). The latter is used in the radiation reaction (and fluxes) that
we label as NCN2PN. In the case with e = 0.1, the three 2PN circular corrections are
similar, while in the other configuration with e = 0.9 the effects of the resummation
become relevant. It is also possible to see that the resummation is more relevant for the
hereditary part than for the instantaneous factor. This is a consequence of the fact that
t̂1.5PNpnr∗

are 8th-order y-polynomials, while f̂ 2PN
pnr∗

are 4th-order. However, the contribution

of the resummed correction to J̇22 is small even for e = 0.9, as shown in the middle panels
of Fig. 4.15.

Deeper insight into the problem is obtained by considering the analytical/numerical
relative differences of the averaged quadrupolar fluxes and averaging over all the simu-
lations with the same eccentricity, to obtain mean relative differences for each value of
eccentricity, ⟨∆J22/J22⟩e and ⟨∆E22/E22⟩e. In Table 4.3 and Fig. 4.16 we report these
mean differences for three different radiation reactions: the standard prescription NCN,
the prescription that includes in NCN the 2PN noncircular correction F̂ 2PNnc

22 in Taylor-
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Figure 4.16: Means of the analytical/numerical relative differences of the averaged fluxes, graphical
representation of Table 4.3. The mean ⟨...⟩e is performed over all the simulations with the same eccen-
tricity. Since we consider two semilatera recta for each pair (e, â) and â = (0,±0.2,±0.6,±0.9), each
point is an average over 14 configurations.

Figure 4.17: Means of the analytical/numerical relative differences of the averaged fluxes. The mean
⟨...⟩e is performed over all the simulations with the same eccentricity. Since we consider two semilatera
recta for each pair (e, â) and â = (0,±0.2,±0.6,±0.9), each point is an average over 14 configurations.
We report the results for the NCN and NCN2PN fluxes, and also for the fluxes computed from the 2PN
waveform of Ref. [3] using Eqs. (1.42). Complementary to Fig. 4.16

expanded form, and the prescription NCN2PN that includes the 2PN noncircular correc-
tion in NCN but with Padé resummation. As can be seen, the 2PN noncircular correction
improves the radiation reaction NCN, but the resummation is needed in order to obtain
more accurate results also for e ≳ 0.6. Indeed, for high eccentricity the periastron gets
closer to the central black hole, making the y-polynomials of F̂ 2PNnc

22 grow too much. The
resummation prevents this issue and leads to better results also for low eccentricity.

However, note that with the factorization scheme here proposed the post-Newtonian
noncircular corrections cannot improve the analytical/numerical agreement at periastron
and apastron, since at the two radial turning points we have pr∗ = 0, and thus F̂ 2PNnc

22

reduces to unity. This could be an indication that using the EOM at 2PN in the post-
Newtonian noncircular corrections is not the best way to proceed, while leaving the
explicit derivatives of coordinates and momenta could lead to more reliable fluxes. A
first insight can be obtained by computing the analytical fluxes considering Eqs. (1.42)
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and the waveform with resummed 2PN corrections2 proposed in Ref. [3]. As can be
seen from Fig. 4.17, this procedure is practically consistent with the flux at 2PN order
discussed above. The exploration of this different procedure and the inclusion of higher
multipoles is left to future work.

4.2.4 Summary

In this section we have revisited the results of Ref. [4]. In Sec. 4.2.1 we have compared the
Noncircular-Newtonian (NCN) radiation reaction used in TEOBResumS [3, 147, 148] with
the Quasi-Circular (QC) prescription used in SEOBNRv4EHM [149], and with the Quasi-
circular-factorized one with 2PN noncircular corrections (QC2PN) proposed in Ref. [150].
We found that the first one is the most accurate in the test particle limit, both for eccentric
and hyperbolic geodesic configurations. The reason of its accuracy is strictly related to
the fact that the generic Newtonian prefactor has explicit time-derivatives that are not
expanded using 2PN EOM. In Sec. 4.2.2 we have then argued that the QC radiation
reaction in the comparable mass case leads to systematics in waveform models that could
be particularly evident in EOB/NR comparisons for longer waveforms than the ones
currently available. The NCN prescription is more accurate also in the comparable mass
case. Finally, in Sec. 4.2.3 we have shown that including 2PN noncircular corrections in
the quadrupolar contribution of the NCN radiation reaction leads to mild improvement,
at least in the test mass limit.

4.3 Nouvelle Vague: an improved instantaneous cor-

rection

In this section we discuss the alternative formulation of the instantaneous 2PN noncircular
corrections proposed in Ref. [5]. With this section, we conclude our discussion of the 2PN
noncircular corrections.

We have previously seen that the analytical prescriptions for the EOB waveform and
radiation reaction that are based on the Newtonian-factorization (with a 2PN correction)
deliver the most faithful representation of the fluxes of a test mass around a Kerr black
hole. References [3, 5] used the 2PN-truncated EOM to recast the noncircular correction
in a simpler form, retaining explicit dependence on only the angular and radial momenta
(pφ, pr). Unfortunately, with this approach the behavior at the orbit turning points (apas-
tron and periastron) cannot be modified by higher PN corrections, since pr = 0 there by
definition, and all noncircular corrections vanish (see, e.g. Eq. (4.13), (4.19), and (4.20)).
The accuracy at the radial turning points of the scheme is thus entirely determined by
the Newtonian contribution, which explicitly depends on the, there nonvanishing, radial
acceleration r̈ that appears in Eq. (2.35).

In Ref. [5] we proposed a new strategy to improve the behavior of the waveform at the
radial turning points. The crucial element behind the accuracy of the generic Newtonian
prefactor is that the derivatives (and notably r̈, see the right panels of Fig. 4.7) are
evaluated using the exact EOM and not the PN-truncated ones. This is the important
keystone that allows one to increase the accuracy of Newtonian-like expressions in strong

2More precisely, we consider the waveform with 2PN noncircular corrections where the noncircular
tail factor and the instantaneous noncircular phase are resummed.
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field (basically improving the Ruffini-Wheeler approximation [228], see also [55]). We
extend here this idea to higher PN orders.

4.3.1 From the multipole moments to the factorized waveform

In Sec. 4.1 we reported ĥncℓm, the 2PN noncircular correction to the Newtonian-factorized
waveform [3]. This correction is further factorized in a hereditary contribution (or tail)
and in an instantaneous part, ĥncℓm = ĥnctailℓm ĥncinstℓm . The computation of the noncircular
factors of Ref. [3] employs as initial input the PN expanded spherical multipoles of the
waveform of Refs. [150, 221]. Depending on the parity of the multipole, these are ob-
tained from the corresponding mass-type (when ℓ + m is even) or current-type (when
ℓ + m is odd) radiative spherical multipoles, respectively called Uℓm and Vℓm,

3 which
in turn are related to the STF source multipole moments by nonlinear PN relations in-
volving time derivatives of the latter. In the case of the ℓ = m = 2 mode, at 2PN one
has h22 = −U22/(

√
2c4), U22 = 2

√
3αij22Uij, and Uij = Ïij, where α

ij
22 is one of the STF

tensors which connect the basis of spherical harmonics to the STF one (see, e.g., Eq.(2.5)
of Ref. [221] for their definition), Uij is the STF radiative mass quadrupole, and Iij is the
STF mass quadrupole of the source. A standard intermediate step in this computation is
to systematically replace the time derivatives of the dynamical variables, which stem from
the time derivatives of the STF source moments, like Ïij, with the PN-expanded EOM.
In Ref. [5] we followed a different approach to obtain an alternative noncircular instan-
taneous factor where the time-derivatives are not replaced with the PN-expanded EOM.
In practice: (i) we recover the 2PN accurate expressions for the STF source moments,
valid for noncircular binaries, from Sec. IIIB of Ref. [221]; (ii) we trade the modified har-
monic coordinates used therein for the EOB phase space variables (r, φ, pr∗ , pφ) using the
transformations given in Eqs. (5)–(8) of Ref. [3]; (iii) we build the radiative multipoles
following Secs. II and IIIA of Ref. [221], by taking the needed time derivatives but without
replacing them with the PN-expanded EOM; (iv) we factorize the Newtonian part, which

is precisely h
(N,ϵ)
ℓm ; (v) we factorize the generic source term Ŝ

(ϵ)
eff , which corresponds to

the mass-reduced EOB effective Hamiltonian Ĥeff for even-parity multipoles and to the
Newtonian-normalized angular momentum ĵφ for odd-parity multipoles; finally (vi) we
factorize also the non-eccentric part of the residual, which is obtained by setting to zero
pr∗ and all the time derivatives of the EOB dynamical variable except φ̇ (i.e., the orbital
frequency Ω). Note that this non-eccentric part does not coincide with the exact circular
limit, as we will explain below. The ℓ = m = 2 PN-expanded instantaneous contribution
reads

hinst22 = h
(N,0)
22 (r, ṙ, r̈,Ω, Ω̇)

+
1

c2
h
(1PN,0)
22 (r, ṙ, r̈,Ω, Ω̇, pr∗ , ṗr∗ , p̈r∗ , pφ, ṗφ, p̈φ)

+
1

c4
h
(2PN,0)
22 (r, ṙ, r̈,Ω, Ω̇, pr∗ , ṗr∗ , p̈r∗ , pφ, ṗφ, p̈φ), (4.69)

where and h
(N,0)
22 is the Newtonian part and (h

(1PN,0)
22 , h

(2PN,0)
22 ) formally addresses the

contributions obtained by taking the time-derivative of the corresponding terms in the

3This separation takes place when the motion is planar, namely for spin-aligned configurations. In
the general case, for each multipole one needs both Uℓm and Vℓm.
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radiative multipoles while keeping all derivatives explicit. We obtain

h
(N,0)
22 ≡ −8

√
π

5
νr2Ω2e−2iφĥ

(N,0)nc
22 , (4.70)

ĥ
(N,0)nc
22 = 1− 1

2

(
ṙ2

r2Ω2
+

r̈

rΩ2

)
+ i

(
2ṙ

rΩ
+

Ω̇

2Ω2

)
,

with the noncircular part ĥ
(N,0)nc
22 isolated. The noncircular contribution is obtained from

Eq. (4.69) as follows. First, we define the instantaneous, total, factorized correction as

f total
22 ≡ hinst22

(
h
(N,0)
22 Ĥeff

)−1

, where we replaced Ŝ
(0)
eff ≡ Ĥeff . The non-eccentric limit of

this function is defined according to point (iv) above, so to obtain (at 2PN)

f circ
22 = 1 +

u

c2

−12

7
−
p2φu

3
+

(
1

7
+
p2φu

2

)
ν


+
u2

c4

[
−229

252
−

929p2φu

756
+

19p4φu
2

63

+

(
289

126
−

1741p2φu

378
−

235p4φu
2

504

)
ν

+

(
65

126
+

31p2φu

54
−

143p4φu
2

504

)
ν2

 . (4.71)

Note that pφ is not replaced with its PN-expanded circular expression. The noncircular
(instantaneous) contribution is obtained by factoring out this result as

ĥncinst22 = T2PN

[
f total
22 (f circ

22 )−1
]
, (4.72)

where T2PN indicates an expansion up to the 2PN order, as usual. This allows us to
obtain a new noncircular factor that is analogous, though different, to that of Ref. [3].
A few more comments are in order to further clarify the structure of the non-eccentric
(i.e. circular) part. First, we stress that taking the exact circular limit of the product

h
(N,0)
22 f circ

22 (i.e., replacing also the PN-expanded expression of pφ along circular orbits) cor-
rectly delivers the 2PN-accurate f22 function of Eq. (B1) of Ref. [140]. The factorization
procedure is thus such that the waveform is consistent with the quasi-circular waveform
of TEOBResumS4. We note, however, that in practice we do not use the 2PN-accurate
f circ
22 recovered above, but rather replace it with the quasi-circular function ρ22 = f

1/2
22

with the PN-accuracy and resummation used either in the standard TEOBResumS model
(for comparable masses) or in its test mass version [1]. More precisely, ρ22 is resummed
according to Refs. [158, 159], but while in TEOBResumS the orbital contribution ρorb22 is
Taylor-expanded at 3+2PN accuracy [229], in the test mass limit we use it at 6PN, re-
summed with a (4,2) Padé approximant.

The new noncircular factor is given explicitly in the supplemental Mathematica note-
book of Ref. [5]. The noncircular tail contribution ĥnctailℓm is the one discussed in Ref. [3],
while the circular tail contributions are incorporated according to standard procedure [140].

4In Ref. [3] we factorized the circular Ŝ
(ϵ)
eff , but the procedure followed in this work is more consistent

since in the full EOB waveform we have the generic factor Ŝ
(ϵ)
eff , see e.g. Ref. [140].

109



Figure 4.18: Left panel: quadrupolar waveform generated by a test mass plunging into a Schwarzschild
black hole along an orbit with initial eccentricity e0 = 0.5. Numerical waveform (black) compared to the
EOB waveform with Newtonian noncircular corrections (red), to the one with 2PN noncircular correc-
tions [3] (dashed green), and to the one proposed here (dash-dotted blue). Phase and relative amplitude
differences are also shown. Right panel: comparing the 2PN-accurate instantaneous noncircular correc-
tion to the amplitude (top) and to the phase (middle) of this work with the one of Placidi et al.[3].
Relative differences with the Newtonian contribution are shown in the right-bottom panel. The noncir-
cular factor introduced here is nonzero at the apastron (red dotted vertical lines) and periastron (blue
dash-dotted vertical lines). The black vertical line marks the merger time.

4.3.2 Comparing analytical and numerical test mass results

The new prescription for the noncircular waveform correction is tested by following step-
by-step the approach of Ref. [1, 3, 4]. This relies on extensive comparisons with waveform
and fluxes emitted by a (nonspinning) particle orbiting around a Kerr black hole, consid-
ering various orbital configurations. To set the stage, we consider a particle inspiralling
and plunging around a Schwarzschild black hole and compare the analytical waveform
with the numerical one, considered exact, obtained by solving numerically the Teukolsky
equation using Teukode [126] (see Ref. [1] for more numerical details). Figure 4.18 refers
to a configuration with initial eccentricity e0 = 0.5 and semilatus rectum p0 = 7.35. The
numerical waveform (black) is compared with the analytical waveform with Newtonian
noncircular corrections (red), the waveform with 2PN noncircular corrections proposed in
Ref. [3] (dashed green), and the waveform with 2PN noncircular corrections as proposed
in this work (blue dash-dotted). The corresponding analytical/numerical differences for
amplitude and phase are shown in the bottom panels. Regarding the phase, the perfor-
mance of the new waveform and the one of Ref. [3] are substantially equivalent (see the
dashed and solid blue lines in the middle left panel of Fig. 4.18). For the amplitude,
instead, the new approach yields a reduced maximum analytical/numerical difference
during the evolution, as well as a slight improvement as the orbital motion approaches
the periastra (see bottom left panel of Fig. 4.18). This comes from the nonvanishing of
the noncircular correction at the radial turning point. This is highlighted in the right
panels of Fig. 4.18, which show the noncircular corrections. The bottom right panel
exhibits the relative difference between the two 2PN noncircular amplitude corrections
and the Newtonian noncircular amplitude correction, |δÂnc/Newt

22 |. The correction at the
two turning points is nonzero and is especially relevant at periastron. Note that the
instantaneous phase noncircular corrections at 2PN differ sensibly from the Newtonian
one. However, part of this difference is compensated by the hereditary phase correction,
as already discussed in Sec. 4.1.5.

The improvement in the description of the waveform at periastron is even more im-
portant when the noncircular corrections are incorporated in the fluxes. Note in fact
that the main contribution to the dynamics, through radiation reaction, happens due
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Figure 4.19: Angular momentum and energy quadrupolar fluxes at infinity generated by a test particle
in Schwarzschild spacetime along a geodesic with e = 0.5 and p = 9. The relative differences in the bottom
panels show that the PN waveform corrections with explicit derivatives improve the analytical/numerical
agreement at periastron.

Figure 4.20: Analytical/numerical fractional differences between the averaged quadrupolar fluxes versus
eccentricity that show convergence of PN corrections in the test mass limit. Each point is obtained from
the mean of the orbital averaged fluxes of all the configurations considered at a given eccentricity e. See
the main text for more details.

to the burst of radiation emitted at periastron. To show this effect systematically, we
consider the usual set of geodesic eccentric orbits with eccentricity up to e = 0.9 and
semilatera recta given by p = pschwps(e, â)/ps(e, 0), where ps is the separatrix [205, 206]
and pschw = (9, 13); see also discussion in Sec. 3.1. In Fig. 4.19 we compare the fluxes
for a case example with e = 0.5. From the analytical/numerical relative differences,
one finds that the 2PN noncircular corrections with explicit derivatives perform better
at periastron. As a radiation reaction, these fluxes will drive faster inspirals than those
driven by the simple leading (Newtonian) noncircular correction of [1]. To draw a more
global picture, it is useful to compare the orbital-averaged analytical fluxes with the
corresponding, averaged, numerical ones obtained from the exact waveforms, calculated
solving the Teukolsky equation. We compute the analytical/numerical relative difference
and for each value of eccentricity e we compute its average over all the simulations shar-
ing the same value of e. These averages are shown in Fig. 4.20, where each point has
been obtained by averaging the analytical/numerical relative differences of 14 simulations
with â = (0,±0.2,±0.6,±0.9) and two different values of p. As shown in Fig. 4.20, the
new 2PN waveform yields (on average) the best analytical/numerical agreement; even the
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Figure 4.21: Left panels: same scheme as Fig. 4.18, but for an eccentric inspiral binary with e0 = 0.07621
and q = 1.22 obtained with the full EOB dynamics of [3]. Right panels: corresponding EOB/NR phasing
comparison with the NR dataset SXS:BBH:321 of the SXS catalog [230]. The EOB/NR phase difference
is reduced during the plunge with respect to the corresponding plot in Fig. 13 of Ref. [3].

1PN energy flux calculation is better than the 2PN-accurate expression of Ref. [3]. Note,
however, that the average over all spinning configurations can hide some information.
In particular, for highly eccentric configurations (e = 0.9), the Newtonian prescription
yields a better analytical/numerical agreement when averaged only on negative spins.
This is clearer for the lowest spin, â = −0.9, since the Newtonian flux yields a better
analytical/numerical agreement even for mild eccentricities (e ≳ 0.3). However, in the
Schwarzschild case, the hierarchy of the different prescriptions is the same as shown in
Fig. 4.20.

The new noncircular correction factor is quantitatively superior to all other previous
attempts of incorporating high PN noncircular information in the waveform and fluxes
also in another aspect: the instantaneous amplitude correction presented in Eq. (4.19)
contains a 1PN term ∝ −p2r∗r, that can become extremely large when considering hy-
perbolic or eccentric orbits with large radius. While this issue is not relevant for any of
the configurations considered in Ref. [3], the correction can become even negative, and
thus unphysical, for large separations, e.g. those occurring in hyperbolic encounters. By
contrast, the new waveform is well-behaved also for a hyperbolic encounter or scattering
configuration starting from any, arbitrarily large, initial separation.

4.3.3 Comparable mass case

The same behavior carries over to the comparable mass case, with the test mass dy-
namics replaced by the resummed EOB dynamics. We consider as a case study the NR
configuration SXS:BBH:321 of the SXS catalog [230], row #23 in Table IV of Ref. [3].
Figure 4.21 exhibits the time-evolution of the noncircular waveform corrections along the
corresponding EOB dynamics in the left panels and the EOB/NR comparisons in the
right ones. In this case, the mass ratio is q = 1.22, while the dimensionless spins (χ1, χ2),
aligned with the orbital angular momentum, are χ1 = +0.33 and χ2 = −0.44. The initial
EOB eccentricity at the apastron is small, eEOB

ωa
= 0.07621, but large enough to probe

that our new waveform brings an improvement with respect to previous work. First of
all, the left panels of Fig. 4.21 indicate that in the comparable mass case, the amplitude
correction at the radial turning points is small but still relevant. It is informative to look
at a standard EOB/NR phasing comparison for SXS:BBH:321, that we report in the right
panels of Fig. 4.21. The EOB waveform is aligned to the NR one by minimizing the phase
difference in the frequency interval corresponding to the two vertical lines in the left pan-
els of the figure. The top panels compare the EOB and NR real parts of the waveform,
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while the bottom panels show the EOB/NR phase difference ∆ϕEOBNR
22 ≡ ϕEOB

22 − ϕNR
22

and relative amplitude difference, with ∆AEOBNR
22 ≡ AEOB

22 −ANR
22 . The picture illustrates

that ∆ϕEOBNR
22 is reduced, during the late-inspiral and plunge, with respect to the cor-

responding plot in Fig. 13 of Ref. [3], with the same waveform alignement interval used
here. A similar behavior is also found with higher eccentricities. However, it must be
noted that since the waveform is different, the choice of the initial parameters, which is
not changed in this case, possibly might be optimized further. This study, together with
the analysis of higher modes, is postponed to future work.

We finally point out that the waveform differences due to the new noncircular cor-
rection will yield fluxes that are larger at apastron than the current ones. Once recast
in the form of radiation reaction force, and incorporated within the EOB dynamics, the
new prescription will eventually yield an additional acceleration of the eccentric inspiral
due to the stronger emission at periastron.

4.3.4 Summary

We have thus incorporated the discussion of Ref. [5] in this thesis. Inspired by the struc-
ture of the generic Newtonian prefactor, in Sec. 4.3.1 we have computed the instantaneous
2PN noncircular corrections of the waveform starting from the PN source multipoles and
keeping explicit time-derivatives. In Sec. 4.3.2 we have shown that this procedure yields
a better analytical/numerical agreement for the quadrupolar radiation with respect to
other prescriptions for the instantaneous term present in the literature [3, 150]. We also
tested the reliability of this framework for comparable mass binaries in Sec. 4.3.3.

However, we discussed only the quadrupolar term and we only considered a case study
in the comparable mass case. Studies on the accuracy of the higher modes and a more
systematic analysis for comparable mass binaries are postponed to future work. The
development of the radiation reaction force and its influence on the inspiral (for any mass
ratio) is also deferred to future work.
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Chapter 5

Merger and ringdown for eccentric
small-mass-ratio binaries

In Sec. 3.3 we have briefly discussed nonconservative eccentric Kerr dynamics, arguing
that the back-reaction on the dynamics due to GW emission leads the particle to plunge
toward the central black hole, and that the ringdown waveform can be modeled following
the ideas proposed in Ref. [169] also in the eccentric case. We now discuss in more detail
these topics, but focusing only on the Schwarzschild case. The following discussions are
taken from Ref. [6].

More precisely, in this chapter we focus on the EOB prescription to compute the
waveform at infinity for a non-spinning test particle plunging in a Schwarzschild black hole
after an eccentric inspiral. The numerical data used to build the ringdown model, and thus
complete the EOB waveform, are obtained by solving numerically the Regge-Wheeler and
Zerilli (RWZ) equations [109, 110, 112, 114] using the time-domain code RWZHyp [122–124]
discussed in Sec. 1.5.1. We argue that a description based exclusively on Quasi-Normal-
Modes (QNMs) cannot be used to describe the ringdown waveform starting from the peak
of the amplitude. We rather use a modified version of the phenomenologically agnostic
ringdown model presented in Ref. [169]. We model the (2,2) multipole and also all the
m > 0 higher modes up to ℓ = 4, plus the (5,5) mode. The complete waveform obtained
is, to our knowledge, the most accurate EOB waveform for a nonspinning test particle
on quasi-circular inspirals in Schwarzschild spacetime, and also generalizes well to highly
eccentric dynamics.

5.1 From eccentric inspiral to plunge, merger, and

ringdown

The radiation-reaction-driven transition from eccentric inspiral to plunge, merger, and
ringdown in the large mass ratio limit and the emitted gravitational waveform (computed
using black-hole perturbation theory) were first discussed in Ref. [145] and then more in
extenso in Sec. VB of Ref. [1] (notably also allowing the central black hole to spin).
In the same Sec. VB of Ref. [1] we also presented a (preliminary) complete EOB-based
waveform model including merger and ringdown for the ℓ = m = 2 mode that we have
also reported in Sec. 3.3 of this thesis.

In this chapter based on Ref. [6], we build upon Ref. [1] and complement the de-
scription of the dynamics and waveform phenomenology described there, but studying in
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Table 5.1: Configurations considered in Ref. [6] and relevant quantities at merger time, defined as the
peak of the orbital frequency. From left to right: initial semilatus rectum, initial eccentricity, eccentricity
at the separatrix-crossing time, time difference between the peak of the orbital frequency and the peak
of the quadrupolar amplitude, energy, angular momentum, and quadrupolar amplitude at the peak of
the orbital frequency (that corresponds to the light-ring crossing).

# p0 e0 esep tpeakΩorb
− tpeakA22

ÊLR pLRφ ALR
22

1 7.0 0.00 0.000 2.559 0.9422 3.4574 0.2928
2 7.3 0.05 0.061 2.585 0.9424 3.4598 0.2932
3 7.0 0.10 0.113 2.657 0.9429 3.4668 0.2942
4 8.0 0.15 0.141 2.708 0.9433 3.4717 0.2950
5 7.5 0.20 0.201 2.856 0.9444 3.4855 0.2970
6 8.0 0.25 0.229 2.925 0.9450 3.4932 0.2981
7 8.0 0.30 0.276 3.080 0.9462 3.5081 0.3003
8 8.0 0.35 0.321 3.240 0.9476 3.5243 0.3027
9 7.5 0.40 0.393 3.538 0.9503 3.5544 0.3070
10 8.0 0.45 0.415 3.651 0.9513 3.5644 0.3085
11 7.7 0.50 0.482 4.004 0.9545 3.5984 0.3133
12 8.0 0.55 0.514 4.189 0.9563 3.6159 0.3158
13 8.0 0.60 0.563 4.479 0.9592 3.6447 0.3199
14 8.0 0.65 0.615 4.839 0.9625 3.6768 0.3245
15 8.0 0.70 0.670 5.298 0.9665 3.7142 0.3298
16 8.0 0.75 0.728 5.877 0.9710 3.7554 0.3359
17 8.0 0.80 0.778 6.284 0.9751 3.7912 0.3408
18 8.2 0.85 0.818 6.628 0.9784 3.8202 0.3451
19 8.3 0.90 0.869 7.497 0.9839 3.8684 0.3523
20 8.5 0.95 0.904 8.160 0.9878 3.9004 0.3566

detail only the nonspinning case. In particular, we: (i) present a precise description of
the transition from inspiral to plunge and its dependence on the eccentricity; (ii) explic-
itly present an analytical description of the postpeak waveform, that improves the one
presented in Ref. [1] and that is crucial (as we will see) to construct a complete EOB
waveform, that is the main goal of Sec. 5.2 below. Here we focus on the nonspinning case
only, while the spinning case will be discussed elsewhere. The radiation-reaction-driven
relative dynamics is obtained by solving Hamilton’s equations in the presence of driving
forces, i.e. by solving Eq. (2.56) specified for the nonspinning case. The explicit form
of F̂φ and F̂r can be found in Eq. (3.6) and (2.46). Note that the Fφ of Eq. (3.6) is
less accurate than the one of Eq. (3.7), but here the goal is just to complete the EOB
waveform using numerical data for the plunge, merger, and ringdown waveform, so that
the details of the radiation reaction used are not relevant.

We have already discussed in Sec. 3.1 that in order to have stable orbits, the semilatus
rectum must satisfy the condition p ≥ ps = 6+2e, where ps is the separatrix and reduces
to the LSO in the quasi-circular case. In Ref. [6], and thus in this chapter, we consider
configurations with initial eccentricities up to e0 = 0.95 and semilatera recta such that
the particle undergoes at least a few radial orbits before plunging in the black hole.
The simulations considered are listed in Table 5.1. The dynamics is always started at the
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Figure 5.1: Left panel: the evolution of radial effective potentialW , Eq. (5.1), along the transition from
quasi-circular inspiral up to the Last Stable Orbit. The LSO potential is highlighted, while the minima
(identified by visible markers) indicate the radius and energy of the particle. Right panel: eccentric case
with initial eccentricity e0 = 0.6 (esep = 0.563). We show a sequence of potentials W (that change due
to radiation reaction) and corresponding energies of the particle at the periastron (horizontal line, gray)
during the bound motion of the inspiral. The quantities at the separatrix crossing are shown in blue,
while the red lines correspond to the beginning of the plunge. Note that in this case one has Vmax ≲ E.
The horizontal arrows mark the radial location (and energy) of the particle along the orbit at t = tsep
and at t = tr̈=0. Note that the arrows point toward the corresponding direction of the radial motion,
outgoing for t = tsep and ingoing for t = tr̈=0. This latter point can be considered a missed periastron
and practically marks the beginning of the plunge.

apastron, so that the initial radial momentum is zero. Note that we chose (e0, p0) in order
to have a clear geometrical intuition of the orbit, but we immediately convert (e0, p0) in
energy and angular momentum so that we have all the needed initial values to compute
the dynamics from Hamilton’s equations (see also discussion in Sec. 3.1). Note that since
the dynamics is not conservative, e and p are not constants of motion and are not defined
through the whole evolution of the binary. Indeed, after the separatrix-crossing time tsep,
i.e. the time at which the condition p(t) = ps(t) is met, the periastron is no longer defined,
and thus neither the eccentricity nor the semilatus rectum. Since in the next sections we
will focus on the last part of the dynamics, we will often use esep = e(tsep) to refer to a
certain simulation, rather than e0. Note however that this is only for labeling purposes,
the eccentricity e(t) is not actually used anywhere during the evolution.

The numerical waveform at linear order in ν is obtained by solving the Regge-Wheeler
and Zerilli [109, 110] equations (1.57). The solutions Ψ

(o/e)
ℓm (t) are related to the wave-

form multipoles of Eq. (1.39) as Ψ
(o/e)
ℓm (t) = hℓm(t)/

√
(ℓ+ 2)(ℓ+ 1)ℓ(ℓ− 1). The RWZ

equations are solved using the time-domain code RWZHyp [122–124] discussed in Sec. 1.5.1.
These simulations have been performed by Danilo Chiaramello on the INFN server Tullio
(as the other RWZHyp simulations considered in Refs. [1, 145]).

5.1.1 Transition from eccentric inspiral to plunge

We now discuss the main qualitative features of the transition from an eccentric inspiral
to plunge and merger. To make this section pedagogical and self-consistent, we start by
reminding how this transition occurs in the quasi-circular case, which is approximately
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Figure 5.2: Top row: trajectories for the three configurations with initial eccentricity e0 = (0, 0.6, 0.9).
We highlight in orange the portions that correspond to the parts shown in the lower panels. In all the
cases we mark the separatrix crossing with a blue diamond (LSO in the quasi-circular case), the peak of

the quadrupolar amplitude tpeakA22
with a green circle, and the light-ring crossing time tLR with a purple

triangle. In the eccentric case, we also highlight the inflection point of the radius that marks the end
of the last radial orbit, tr̈=0, with a red star. Middle row: radius versus time, same markers as above.
Bottom row: corresponding amplitude (black) and frequency (blue) of the quadrupolar waveforms. We
also show the orbital frequency (dashed orange).
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representable as a sequence of circular orbits. The radius rc of each circular orbit (with
r > rLSO) corresponds to the local minimum of the radial potential

W =

(
1− 2

r

)(
1 +

p2φ
r2

)
, (5.1)

i.e. defined by the condition ∂r(W )|r=rc = 0, and its energy is Ê =
√
Wmin, where

W (rc) = Wmin. Note that the relation with the effective potential V discussed in Sec. 3.1
is V =

√
W . Since the radiation reaction eliminates angular momentum from the system,

the potential W is modified during the evolution, until the local maximum and minimum
fuse together in an inflection point at the LSO, r = rLSO = 6, where ∂rW = ∂2rW = 0
and pLSOφ = 2

√
3. The evolution of the potential and the energy for the quasi-circular

case up to tLSO are shown in the first panel of Fig. 5.1. We highlight in blue the potential
at tLSO, after which the particle plunges into the black hole.

Eccentric orbits occur when
√
Wmin < Ê ≤

√
Wmax, and the radial motion is confined

between the two turning points, apastron and periastron. Since angular momentum is
not conserved due to gravitational wave emission, the potential changes in time until
the separatrix-crossing, identified by Ê =

√
Wmax. After this, the periastron no longer

exists (and thus e and p are no longer defined). As the energy of the particle approaches
the maximum of the potential, the radial velocity eventually reaches a local minimum
|ṙ|min ̸= 0 and the radial acceleration r̈ changes sign, forcing the particle to plunge into
the black hole. We identify this time, tr̈=0, as the beginning of the plunge. The evolution
of the potential for a configuration with initial eccentricity e0 = 0.6 is shown in the right
panel of Fig. 5.1. In this example the particle undergoes many eccentric orbits, then
it crosses the separatrix while moving away from the central black hole (blue marker).
The particle then reaches the apastron, inverts the motion, and eventually crosses the
potential barrier at approximately tr̈=0 (red marker), where the plunge starts. We also
show the corresponding trajectory, the radial evolution, and the corresponding waveform
in Fig. 5.2. Looking at r(t), it is clear that tr̈=0 can be thought as a missed periastron. In
the same figure, we also show the quasi-circular configuration and another eccentric case
with higher initial eccentricity, e0 = 0.9. Note that in this highly eccentric case, there
is a long-lasting circular whirl around the plunge, while in the previous case, the whirl
around tr̈=0 was much shorter. This phenomenology is linked to when tsep occurs. In the
e = 0.9 case, the particle crosses the separatrix slightly before the plunge and thus the
energy at tr̈=0 is quite close to the maximum of the radial potential. As a consequence,
the particle undergoes a long-lasting quasi-circular whirl1. In the case with e0 = 0.6, the
separatrix crossing occurs slightly after the last periastron passage and thus the effect
of the radiation reaction during the last radial orbit increases the difference between the
energy and the maximum of the radial potential at the beginning of the plunge (in this
case we have Ê −

√
Wmax ≃ 5× 10−5, while in the more eccentric one we had 2× 10−6).

Therefore, in our e0 = 0.6 case the particle has a shorter quasi-circular whirl before the
plunge with respect to our e0 = 0.9 case. For similar reasons, the configuration with
e0 = 0.5 has a longer whirl at tr̈=0 than the configuration with e0 = 0.8. We thus confirm
that the length of the quasi-circular behavior occurring before the plunge does not simply
depend on the value of eccentricity.

1We recall that if the energy is close to the peak of the radial potential, the orbits show a zoom-whirl
behavior, see e.g. Ref [209].
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Figure 5.3: Adiabatic estimator, quadrupolar waveform amplitude and frequency for the quasi-circular
case and different eccentric configurations. Left panel: measure of adiabaticity, Ω̇/Ω2. The horizontal
axis is restricted between Ωr̈=0 and Ωpk. Middle panel: quadrupolar Zerilli amplitudes, aligned with
respect to the light-ring crossing. The dots mark the maxima of the amplitudes. Right panel: Zerilli
frequencies for different eccentricities, always aligned using the light-ring crossing. The diamonds mark
the inflection points of the frequencies.

Since the beginning of the plunge is a missed periastron and the eccentricity is a slowly
varying quantity, the radius that marks the beginning of the plunge can be approximated
as rplunge ≃ (6 + 2esep)/(1 + esep) and it is always smaller than r = 6. The net result of
this, together with the considerations above, is that the plunge is more adiabatic in the
presence of eccentricity than in the quasi-circular case. This is made quantitative in the
left panel of Fig. 5.3, which depicts the adiabatic estimator Ω̇/Ω2 as a function of Ω for
some relevant configurations. For each dataset, the horizontal axis is restricted between
Ωr̈=0 and Ωpk, that corresponds respectively to the orbital frequency at the start of the
plunge and at the light-ring crossing.

5.1.2 Waveform phenomenology

The features of the dynamics that we have just discussed clearly reflect on the waveform
phenomenology, as shown by the Zerilli (2,2) waveforms reported in the bottom row of
Fig. 5.2; the amplitude is shown in black, and the frequency in blue. The latter is also
compared with the orbital frequency, Ω, shown in dashed orange. While in the circular
case 2Ω is a remarkably good approximation of the waveform frequency ω22, in the two
eccentric cases the noncircular effects increase the differences between these two quantities
during the inspiral. However, note that ω22 ≃ 2Ω holds also during the plunge for the
two eccentric cases, up to the time of the quadrupolar amplitude peak, tpeakA22

(marked
with a green circle), i.e. shortly before the light-ring crossing tLR (marked with a purple
triangle). This can be easily understood considering that the eccentric plunge is rather
adiabatic.

In order to better highlight the properties of the waveform for different eccentricities,
in Fig. 5.3 we plot the (2,2) mode of the waveforms for e0 ∈ [0, 0.9]. As a consequence
of the fact that in highly eccentric configurations the plunge starts at smaller radii, the
amplitude grows as the eccentricity increases and the peaks become wider. Moreover,
the peaks occur at earlier times with respect to the light-ring crossing, as shown by the
markers in the left panel. In the right panel of Fig. 5.3 we show the corresponding fre-
quencies. After the light-ring crossing, all the frequencies reach the fundamental positive
quasi-normal frequency of the Schwarzschild black hole. Notably, also the beating be-
tween the positive and negative fundamental quasi-normal frequencies is not influenced
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by the nature of the perturbation. However, at later time the oscillations in the frequen-
cies tend to grow for high eccentricity, but this is only an effect of the power-law tail
that begins to dominate on the quasi-normal-mode (QNM) contribution. We postpone
the discussion of the tail to Sec. 5.4.4. We also highlight the inflection point of the fre-
quencies using diamond markers. The location of this point is not strongly influenced by
the eccentricity, but it is only slightly delayed with respect to the light-ring crossing. On
the contrary, the location of the amplitude peak is strongly influenced by the eccentric-
ity. This is a qualitative explanation of why the quasi-circular ringdown model used in
TEOBResumS can correctly reproduce the frequency of highly eccentric comparable mass
configurations, but not their amplitudes (see the supplemental material of Ref. [2] or the
discussion in Chapter 6).

5.2 Waveform modeling

5.2.1 Ringdown (postpeak) modeling

During the ringdown, a relevant contribution to the waveform is given by the QNMs. If
this is the only contribution, then each multipole can be written as Eq. (1.63), where we
recall that σ±

ℓn = αℓn ± iωℓn are the complex QNM frequencies, and C±
ℓmn are complex

constant coefficients. While the latter depend on the type of perturbation, the frequencies
depend only on the mass of the Schwarzschild black hole. As argued in Sec. 2.3.4, we
comply with the phenomenological ansatz introduced in Ref. [169], based on the idea of
factorizing away the contribution of the fundamental quasi-normal mode. We thus con-
sider the QNM-rescaled waveform h̄(τ) = Ah̄(τ)e

iϕh̄(τ) of Eq. (2.52), where the amplitude
and the phase are given by the templates of Eq. (3.9a) (introduced in Ref. [1]) and (3.9b)
(from Ref. [169]). The sets of parameters cA and cϕ are constrained by requiring the
continuity of the waveform at τ = 0 with the inspiral waveform. Requiring the continuity
of the amplitude, its first two time derivatives, and the frequency, we get Eqs. (3.10),
(3.11), (3.12), and (3.14). Note that in previous works also the condition of Eq. (3.13),
cϕ2 = α2 − α1, was imposed. Here instead we leave cϕ2 as a free parameter. The phase
difference obtained with the constrained cϕ2 using the damping times is shown in blue in
the bottom-right panels of Fig. 5.4. The free cϕ2 improves the phase, especially for ℓ = m
modes.

With the templates from Eqs. (3.9a) and (3.9b) we are able to fit the numerical
postpeak waveform for each multipole and every eccentricity considered in this work. In
the first row of Fig. 5.4 we show the primary fits for the (2,2), (2,1), and (3,3) modes for
the quasi-circular inspiral. The rescaled amplitude Ah̄ and the rescaled phase ϕh̄ reach
a plateau after ≃ 2τℓ1, where τℓ1 ≡ 1/αℓ1 is the QNM-damping time of the fundamental
harmonic. This means that, at this stage of the evolution, the only relevant contribution
to the waveform is given by the fundamental QNMs. Note that leaving cϕ2 as a free
parameter strongly improves the phase agreement for the (2,2) and (3,3) modes (cfr. red
and blue lines in the phase difference of each plot), while it is not relevant for the (2,1)
mode. Similar considerations hold for the configuration with e0 = 0.9, that is shown in
the bottom row of Fig. 5.4, and all the other eccentric configurations considered in this
work.
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Figure 5.4: Numerical waveform (black) and postpeak primary fits (red) for the (2,2), (2,1), and
(3,3) modes for the quasi-circular configuration (top row) and the configuration with e0 = 0.9 (bottom
row). We show the waveform hℓm and its amplitude together with the QNM-rescaled amplitude Ah̄ and
phase ϕh̄. In the two small bottom panels we show the fit/numerical relative difference for the rescaled
amplitude and the difference for the rescaled phase (red). Here ϕ0

h̄
is the phase of h̄ at τ = 0, and

τℓ1 = 1/αℓ1 is the QNM-damping time of the fundamental mode. We also show the RWZ/primary phase

difference obtained by imposing the condition cϕ2 = α2 − α1 in the primary fit (dashed blue).

5.2.2 Modeling the mode-mixing

The templates discussed above catch all the main features of the numerical waveform,
except the mode-mixing generated by the negative-frequency QNMs. This effect can be
already seen in the (2,2) mode, but becomes particularly relevant in the m = 1 modes,
as shown for the (2,1) mode in Fig. 5.4. We will discuss this effect in more detail in
Sec. 5.4.2, here we just mention that it can be simply included in the ringdown model
doing the substitution

hrngℓm (τ)→ hrngℓm (τ)
(
1 + âℓm1e

2iωℓ,1τσ(τ ; τmm
0 )

)
, (5.2)

where âℓm1 = C−
ℓm1/C

+
ℓm1 ≡ Âℓm1e

iθℓm1 and σ(t; τmm
0 ) = 1/(1 + e−(τ−τmm

0 )) is a sigmoid
that activates the mode-mixing correction. The âℓm1 coefficients can be extracted fitting
the late ringdown frequency with a fundamental-QNM ansatz as outlined in Ref. [122]; in
this work we will follow a more refined procedure that we will discuss in Sec. 5.4.2. Note
that, even though C±

ℓm1 depend on the nature of the perturbation, the modulus of their

ratio, Âℓm1, does not seem to change with the eccentricity, as shown for example for the
(2,2) mode in Fig. 5.3. The values of Âℓm1 can be found in Table 5.3, while the value of
τmm
0 is chosen in order to introduce the oscillations in the analytical waveform only when
they are also present in the numerical wave. For all the eccentricities, we use τmm

0 = 25
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for the (2,2) multipole, τmm
0 = 20 for the ℓ = m higher modes, τmm

0 = 8 for (2,1), (3,2),
(4,3), (4,2) and t0 = 3 for (3,1) and (4,1).

5.2.3 Global fits for the postpeak waveform

In Sec. 5.2.1 and Sec. 5.2.2 we have discussed a phenomenological model that can be
used to faithfully describe the postpeak waveform. This model depends on different free
parameters that are found fitting RWZ postpeak waveforms. However, in order to describe
any eccentric case, we need to provide global fits of these parameters as functions of some
system-characterizing quantity. While the eccentricity would be an intuitive choice2, it
is not a gauge invariant quantity and it is not defined through the whole evolution of the
system. We thus use the quantity b ≡ pφ/Ê evaluated at the peak of the orbital frequency
(i.e. at the light-ring crossing) and shifted with the corresponding quasi-circular value,

b̂Ωpk
= bΩpk

− bQC
Ωpk
, (5.3)

where bQC
Ωpk

= 3.6693. Note that this parameter is gauge invariant since it is a combination
of energy and angular momentum, and it vanishes in the quasi-circular case. The latter
feature is useful because we impose that the fits reduce to the exact values in the quasi-
circular case.

We thus proceed to perform the global fits for each multipole. Note that in our global
fits we only use the simulations in Table 5.1 with odd identification number (#) (i.e. the
simulations with “round” initial eccentricity), so that the eccentric simulations with even
identification number can be thought of as a test-set for the analytical model. We need

to fit the free parameters of amplitude and phase templates,
{
cA2 , c

A
3 , c

ϕ
2 , c

ϕ
3 , c

ϕ
4

}
, the

quantities
{
Apeak, Äpeak, ωpeak

}
that are needed to compute the constrained parameters,

and the phase θ1 of the mode-mixing complex factor âℓm1 (the modulus does not depend
on the eccentricity). The primary fits are reported in Appendix C.2, and in particular in
Table C.1. The fits for the mode-mixing are instead reported in Table 5.4.

5.2.4 Completing the EOB waveform with NQC corrections

In Sec. 2.3.4 we have seen that the EOB waveform for the full evolution of the sys-
tem is given by Eq. (2.51). The ringdown waveform hrngℓm is obtained as described in

the previous subsections, while the inspiral waveform hinsplℓm that we consider is the one
of Eq. (4.8). More precisely, for the quadrupolar waveform we will consider the 2PN
noncircular hereditary term ĥtailnc22 written in terms of ṗr∗ , Eq. (4.50), and the instan-
taneous corrections ĥinstnc22 introduced in Ref. [5] and discussed in Sec. 4.3. The 2PN
noncircular corrections are switched off at the beginning of the plunge using a sigmoid
function, σ(t) = 1/[1+e−α(tplunge−t)] with α = 0.2, both for the eccentric and quasi-circular
cases. The relevance of these corrections in the quasi-circular inspiral will be discussed in
Sec. 5.3. For the higher modes, we will not consider the 2PN noncircular corrections and
we will only include the Newtonian noncircular correction given by the generic Newtonian
prefactor.

The NQC correction ĥNQC
ℓm in Eq. (2.51), that is a bridge between hinsplℓm and hrngℓm , is

given by Eq. (2.53), where ni are functions that are combinations of quantities negligible

2The eccentricity at the separatrix-crossing was used in the global fits performed in Ref. [1].
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during the quasi-circular inspiral but relevant during the plunge. They are explicitly given
by Eqs. (2.54) (see also discussion below those equations). The coefficients ai and bi that
appear in Eq. (2.53) are determined at a certain time tNQC

ℓm . If we consider tNQC
ℓm > tpeakAℓm

,
then these coefficients are determined by solving the linear system (2.55). If we want to
use tNQC

ℓm < tpeakAℓm
, we have to consider a similar system of equations where on the rhs we

have to consider quantities extracted from numerical data at tNQC
ℓm . Due to this reason,

the choice tNQC
ℓm > tpeakAℓm

is preferable since it reduces the number of numerical-informed
parameters in the model, as already mentioned in Sec. 2.3.4. However, as we will see in
more detail later, choosing tNQC

ℓm < tpeakAℓm
works better for the higher modes. While the

NQC correction is negligible during the quasi-circular inspiral by construction, they are
not negligible in eccentric inspirals since pr∗ is not small. For this reason, we switch off
the NQC corrections during the eccentric inspiral using a sigmoid,

ĥNQC
ℓm → ĥNQC

ℓm

1

1 + e−αs(t−tr̈=0)
. (5.4)

Given the discussion in Sec. 5.1.1, it is natural to center the sigmoid in tr̈=0 so that the
NQC corrections are switched on in a region where the motion is indeed quasi-circular.
Due to this choice, the relevance of the precise value of αs is not crucial; in this work we
will use αs = 0.2. Finally, consider that to correctly evaluate the lhs of Eqs. (2.55), an
interpolation on a refined time grid is needed, see Appendix A of Ref. [6] for more details.

5.2.5 Matching point

The match of the plunge and ringdown waveform is performed at tNQC
ℓm if tNQC

ℓm > tpeakAℓm
,

while it is performed at tpeakAℓm
if tNQC

ℓm ≤ tpeakAℓm
. The former prescription will be used for

the (2,2) mode, while the latter will be used for the higher modes. In any case, in order
to know the locations of tpeakAℓm

, we need to link them to dynamical quantities. In the
TEOBResumS model [11, 231] and also in Ref. [1], the heuristic used to find the peak of
the quadrupolar amplitude was

tpeakA22
= tpeakΩorb

−∆tNQC − 2, (5.5)

where tpeakΩorb
is the peak of the orbital frequency3 and ∆tNQC = 1 (see e.g. Eq. (3.15)). We

keep ∆tNQC in the notation for continuity with previous works. The heuristic (5.5) gives

satisfactory results in the quasi-circular case, since the exact value of tpeakA22
extracted from

the Zerilli waveform is ∆texactNQC ≃ 0.559. Most importantly, Eq. (5.5) is reliable also for
quasi-circular binaries of comparable mass. However, when dealing with highly eccentric
binaries, the approximation ∆tNQC = 1 is no longer valid and we thus perform a global
fit as discussed in Sec. 5.2.3, finding

tpeakA22
= tpeakΩorb

−
2.559 + 7.574 b̂Ωpk

− 18.830 b̂2Ωpk

1− 2.160 b̂Ωpk

. (5.6)

The peak amplitude of the other multipoles is delayed with respect to the quadrupolar
one as

tpeakAℓm
= tpeakA22

+∆tℓm, (5.7)

3Consider that for spinning binaries, tpeakΩorb
is the peak of the pure orbital frequency, that is computed

without considering the spin-orbit terms.
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Table 5.2: Time delays of the amplitude peaks ∆tℓm for the higher modes with respect to the
peak of the (2,2) amplitude, see definition in Eq. (5.7). The global fitting template is ∆tℓm =(
Cℓm

QC + Cℓm
1 b̂Ωpk

+ Cℓm
2 b̂2Ωpk

)
/
(
1 +Dℓm

1 b̂Ωpk

)
, where Cℓm

QC is the quasi-circular value; see also discussion

in Sec. 5.2.3.

(ℓ,m) Cℓm
QC Cℓm

1 Cℓm
2 Dℓm

1

(2,1) 11.960 51.831 . . . 2.704
(3,3) 3.563 5.507 21.215 . . .
(3,2) 9.396 11.549 28.933 . . .
(3,1) 13.100 15.132 28.765 . . .
(4,4) 5.384 7.032 23.973 . . .
(4,3) 9.766 11.101 27.870 . . .
(4,2) 12.090 13.150 28.396 . . .
(4,1) 13.280 15.033 28.667 . . .
(5,5) 6.679 7.803 24.818 . . .

with ∆tℓm > 0 for all the higher modes. The values of ∆tℓm the quasi-circular case,
together with their global fits, are listed in Table 5.2. The fact that ∆tℓm increases
with m at fixed ℓ can be understood heuristically considering that all the m-modes have
to reach the same final QNM frequency ωℓ,1 (modulo mode-mixing), but the waveform

frequency during the inspiral is given, at leading order, by ωinspl
ℓm = mΩ. Therefore, the

modes with small m will need more time to reach the final frequency ωℓ,1.
We also point out that the mode-mixing becomes more relevant in low-m higher modes

(see e.g. Sec. 5.4.2), so that the position of the amplitude peak for the higher modes can
be contaminated by the mode-mixing. Once the location of the amplitude peak is known,
we can proceed to match, mode by mode, the inspiral waveform to the ringdown model.
From a computational point of view, the matching is performed on a time grid that is
finer than the one used to solve the dynamics, see Appendix A of Ref. [6] for technical
(and not really interesting) details.

5.3 Probing the effective-one-body analytical wave-

form

We now proceed to test the reliability of the numerical-informed EOB waveform discussed
in Sec. 5.2. We start by discussing in detail the quasi-circular case, and we then move to
eccentric orbits.

5.3.1 Quasi-circular case

We start by analyzing in detail the quasi-circular case, testing the different prescrip-
tions for the implementation of the NQC correction, and discussing the accuracy of each
waveform mode. Focusing first on the ℓ = m = 2 mode, we have to discuss three aspects:

(i) the impact of the precise location of the amplitude peak on the EOB temporal axis,
tpeakA22

, as described by Eq. (5.6);
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Figure 5.5: Analytical/numerical differences for the amplitude and the phase (in radians) of the
quadrupolar waveform for the quasi-circular inspiral-plunge in Schwarzschild. We consider different
inspiral-plunge and ringdown matching procedures. The differences are shown from the LSO crossing to
tpeakAnum

22
+70. In the upper panels we consider the matching time according to Eq. (5.5), while in the lower

panels we use Eq. (5.6). Then, from left to right, we progressively improve the model considering the
second-time derivatives in the NQC base, Ä22 and ω̈22, and then the Newtonian noncircular correction,

ĥ
(N,0)nc

ℓm . The rightmost lower panel shows the differences for the state-of-the-art model.

(ii) the impact of the NQC correction determined imposing also continuity between the

EOB and RWZ second-time derivatives ẌNQC =
{
ÄNQC

22 , ω̈NQC
22

}
;

(iii) the impact due to the noncircular Newtonian prefactor of Eq. (2.35).

Note that here we are analyzing the plunge, therefore at this stage we do not consider
the 2PN noncircular corrections discussed in Chapter 4. Figure 5.5 illustrates the an-
alytical/numerical relative amplitude difference (dashed orange) and phase differences
in radians (light blue) for all possible combinations. In the top row of the figure, the
amplitude peak location is obtained according to Eq. (5.5), i.e. the prescription that is
adopted, for simplicity, in the comparable mass case within the TEOBResumS model4. In
the bottom row of the figure we consider instead its exact location according to Eq. (5.6).
Then, moving from left to right, we add the second-time derivatives of amplitude and
frequency in the NQC-corrections, the analytical generic Newtonian prefactor, and finally
both effects together. In all the cases, the NQC corrections are obtained by solving the
system given by Eqs. (2.55) using tNQC

22 = tpeakA22
+ 2.

For the ∆tNQC = 1 case, we see that, as expected, the inclusion of both the improved
NQC corrections and of the generic Newtonian prefactor brings a considerable reduction
of the phase difference up to merger. Moreover, the phase difference now grows mono-
tonically, to saturate at ∆ϕEOBRWZ

22 ≃ 0.08. As recently pointed out in Ref. [11], if such
a behavior is reproduced for comparable mass waveforms, generally indicates that one
will end up with excellent mismatches using actual detector power spectral density. This
suggests that the use of ĥ

(N,0)nc
22 and of ẌNQC also for comparable mass binaries may result

in a further reduction of the current EOB/NR disagreement (∼ 0.2 rad) through merger
and ringdown. By contrast, it is interesting to note that the amplitude difference during
the ringdown is not negligible and remains substantially unchanged whatever choice is

4See however Ref. [56] for an early attempt to go beyond this simplifying choice.
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Figure 5.6: Quasi-circular case, ℓ = m = 2 mode: RWZ waveform (black) compared to the complete
EOB one (red, dashed). The vertical lines mark the LSO crossing and the peak of A22. The bottom
panel shows the relative amplitude difference (dashed orange) and the phase difference in radians (solid
light blue). noncircular corrections to the waveform up to 2PN are included.

made. When ∆texactNQC is used we are thus not surprised to find a consistent reduction of
the amplitude difference during the ringdown (though evidently it remains unchanged
up to merger). By contrast, the progressive inclusion of additional physical elements

(i.e. ĥ
(N,0)nc
22 and ẌNQC) brings phase differences below 0.01 rad through the full inspiral,

merger and ringdown. The complete EOB/RWZ comparison for the final quadrupolar
waveform, that incorporates also 2PN noncircular corrections, is shown in Fig. 5.6 and
complements the rightmost bottom panel of Fig. 5.5 also showing the EOB frequency.
One appreciates that the phase difference reaches the ∼ 4 ·10−4 rad at LSO crossing, and
remains always below the 0.01 rad even at merger time. The relative amplitude difference
is ∼ 1×10−3 at LSO crossing to reach at most ∼ 7×10−3 around merger time. Finally, we
quantify the contribution of the 2PN noncircular corrections in Fig. 5.7, where we show
the EOB/RWZ phase differences of the (2,2) mode for a quasi-circular inspiral starting
from r0 = 9. The waveforms have been computed (i) considering the complete waveform,
as discussed above and shown in Fig. 5.6, (ii) considering only Newtonian noncircular cor-
rections. As can be seen, the 2PN noncircular corrections improve the phase agreement
through the whole inspiral of the binary, but they are not relevant for the amplitude.

Modeling higher modes correctly using NQC corrections determined using the stan-
dard paradigm implemented in TEOBResumS might be tricky. The main issue is that the
amplitude peak of each mode is always delayed than the (2, 2) one [122], as reminded in
Table 5.2. In the discussion above we have seen that the inclusion of the generic noncir-
cular prefactor of Eq. (2.31) improves the EOB/RWZ agreement for the (2, 2) mode. We
now proceed to evaluate the relevance of this term also for the other multipoles consider-
ing an illustrative higher mode, like the (4, 4). Figure 5.8 shows that the waveform with
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Figure 5.7: EOB/RWZ phase differences (radians) and relative amplitude differences for the (2,2) mode
of a quasi-circular inspiral starting from r0 = 9. In the upper panel we show the differences obtained
with the waveform with noncircular corrections up to 2PN (solid, light blue for the phase and orange for
the amplitude), and the ones obtained considering only the generic Newtonian prefactor (dashed, blue
for the phase and red for the amplitude). In the bottom panel we show the ratios of these differences.

Figure 5.8: Quasi-circular case, mode ℓ = m = 4: comparing various choices of analytical EOB waveform
and different ways of determining the NQC corrections. Amplitude (left panel) and frequency (right
panel) The best EOB/RWZ agreement is obtained by: (i) using the general, noncircular, Newtonian

prefactor and (ii) when the NQC corrections are computed at tNQC
44 = tpeakA44

− 2. We also show, as gray

line, 4 times the orbital frequency. From left to right, the two vertical lines mark tpeakA22
and tpeakA44

.
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only the simple quasi-circular factor (dash-dotted blue line) underestimates the wave-
form amplitude toward merger. Starting from this, it is not possible for the waveform
NQC correction to improve the waveform behavior and assure a reliable matching to the
ringdown, especially for the amplitude, as shown by the NQC-corrected quasi-circular
waveform (dotted purple) in Fig. 5.8. By contrast, one sees that when the noncircular
Newtonian prefactor factor is used, the waveform visibly overestimates the waveform am-
plitude toward merger. This situation is preferable to the opposite because can be easily
corrected by the NQC correction, as shown by the waveform obtained computing the
NQC correction at tNQC

44 = tpeakA44
+ 2 (yellow solid line). We also find that, in order to

considerably improve the NQC corrections, the system of Eqs. (2.55) has to be evaluated
at tNQC

ℓm < tpeakAℓm
. For all higher modes, we chose

tNQC
ℓm = tpeakAℓm

− 2. (5.8)

Therefore, to compute the rhs of Eqs. (2.55), we need to fit ANQC
ℓm , ȦNQC

ℓm , ÄNQC
ℓm , ωNQC

ℓm ,
ω̇NQC
ℓm , and ω̈NQC

ℓm from RWZ data. The global fits are discussed in Appendix C.2 and
reported in Table C.2. The (4,4) multipole with the generic Newtonian prefactor and the
NQC evaluated according to Eq. (5.8) is shown with a red dashed line in Fig. 5.8. As can
be seen, both the amplitude and the frequency improves near the matching time with
respect to the waveforms with NQC computed at tNQC

44 = tpeakA44
+ 2.

For ℓ = m modes, we use the same prescriptions of the (2,2) mode, except for the fact
that the NQC corrections are computed before the peak amplitude, according to Eq. (5.8).
The results for the (3,3), (4,4), and (5,5) modes are shown in the top row of Fig. 5.9,
where we use the color black for the numerical waveform and frequency and red dashed
lines for the complete EOB waveform. The absolute value of phase difference is always
below 0.07, 0.035 and 0.05 radians for the (3,3), (4,4), and (5,5) modes, respectively. The
relative amplitude difference, instead, is around at most of the 1% before the matching
point for all three cases. However, the amplitude difference in the late ringdown is around
10−3 for the (3,3) and (4,4) modes and even smaller (8 · 10−4) for the (5,5) mode.

The m < ℓ modes are shown in the middle and bottom rows of Fig. 5.9. In this case
we do not consider the second-time derivative of the frequency in the NQC corrections.
As for the higher modes with ℓ = m, the NQC are computed at tNQC

ℓm = tpeakAℓm
− 2.

However, for the m < ℓ we also apply a downsampling and spline procedure in the
interval t ∈ [tNQC

ℓm , tpeakAℓm
] to improve the continuity of the waveform. Indeed, since the NQC

corrections are determined at tNQC
ℓm , the waveform could be discontinuous at tpeakAℓm

, where
the NQC-corrected plunge waveform is matched to the ringdown. The downsampling and
subsequent spline-patching solves this issue. While these higher modes are less accurate
than the ℓ = m ones, the phase agreement is still good and generally below the 0.2
rad, except the (4,2) and (4,1) modes that are more dephased. The degradation of
the accuracy is strictly linked to the higher delay of the matching point (i.e. tpeakAℓm

); see
Table 5.2. However, these modes are not as relevant as the others in the complete
strain, that can be computed using Eq. (1.39). In the first panel of Fig. 5.12 we show
the strain for the observational direction (Θ,Φ) = (π/4, 0) computed considering all the
modes shown so far, both in the numerical and analytical strain. During the inspiral, the
relative amplitude difference reaches at most the 2 · 10−3, while the absolute value of the
phase difference never exceeds the 2 · 10−3 radians. The differences oscillate more in the
ringdown; the amplitude difference reaches at most 8% in the early ringdown, while the
phase difference reaches at most 0.06 radians. Note however that, on average, during the
ringdown both the amplitude and the phase difference are much smaller.
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Figure 5.9: Quasi-circular configuration, higher modes, EOB/RWZ comparisons. The vertical solid

black lines mark tpeakA22
, while the dash-dotted ones mark tpeakAℓm

. Bottom panels: relative amplitude
difference (orange, dashed) and phase difference (light blue). For each mode, the NQC corrections are
determined according to the best prescription selected in Fig. 5.8.
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Figure 5.10: Analytical/numerical comparisons for the (2,2), (2,1), and (3,3) multipoles for the configu-
ration with initial eccentricity e0 = 0.95. We show the real part and the frequency of the RWZ waveform
(black) and the complete EOB waveform (red, dashed). In the bottom panels we show the relative
amplitude difference (orange dashed) and the phase difference in radians (light blue). The vertical solid

lines mark the peak of A22, while the dash-dotted ones mark tpeakAℓm
.

5.3.2 Eccentric case

Let us move now to discussing the eccentric case. The same procedures considered optimal
in the quasi-circular case are retained also in the presence of eccentricity to provide
comparisons with the eccentric configurations listed in Table 5.1. As an explicit example
that efficiently summarizes the performance of the model all over the parameter space,
Fig. 5.10 shows the EOB/RWZ performance for configuration #20 of Table 5.1, that
corresponds to initial eccentricity e0 = 0.95. Note that this configuration is not used in the
global fits, as discussed in Sec. 5.2.3. The figure includes modes (2, 2), (2, 1), and (3, 3).
The performance of the model all over the RWZ-covered points of the parameter space
is assessed in Fig. 5.11, where we show the (2, 2), (2, 1), (3, 3), and (4, 4) multipoles. We
report both relative amplitude differences and phase differences (in radians). Note that
three specific configurations are highlighted in color, to point out that the performance
of the model degrades (slightly) as eccentricity is increased.

The simplest route to have a handle on the accuracy of all multipoles is simply to
compare the strain for EOB and RWZ. This is done in Fig. 5.12 for the quasi-circular case,
for e0 = 0.55 and e0 = 0.95. It is interesting to note that, despite the EOB performance
during the (eccentric) inspiral degrades with eccentricity, as expected, due to the lack
of high-order corrections (see Refs. [3, 5]), the behavior during merger and ringdown is
practically comparable among the three cases.

5.3.3 Improved description of ringdown for m ̸= ℓ modes

So far, we have seen that the EOB waveform model gives more than satisfactory results
also for the higher modes. However, if one carefully inspects the m = 1 EOB modes
in the quasi-circular case (see Fig. 5.9), one sees the ubiquitous presence of a bump
before the actual amplitude peak. Interestingly, this feature occurs in all modes and it is
related to the NQC amplitude correction. In general, this is also true for other modes with
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Figure 5.11: Analytical/numerical relative difference for the amplitude (upper panels) and phase
difference (bottom panels) for the plunge-ringdown of all the configurations considered in this work.
Modes (2,2), (2,1), (3,3), and (4,4). We highlight the quasi-circular configuration (blue) and the ones
with e0 = (0.55, 0.95) (green and orange, respectively).
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Figure 5.12: EOB (red dashed) versus RWZ (black, solid) strain comparison for e0 = (0, 0.55, 0.95).
The direction is (Θ,Φ) = (π/4, 0) and all modes with m > 0 are summed up to ℓ = 4, plus the (5,5) one.
Bottom panels: relative amplitude difference and phase difference (in radians). The vertical lines mark
the peak of the quadrupolar amplitude.

m ̸= ℓ, though the effect is less visible. To overcome this difficulty, we decided to explore a
different way to model the ringdown for higher modes. The procedure is substantially the
same used in the EOB models of the SEOBNR-family, in particular SEOBNRv4PHM [58, 141]
and SEOBNRv5PHM [60, 144], although the fitting template is different from the one used
there. This approach is crucial to obtain very reliable waveforms when tpeakAℓm

is far from

tpeakA22
, i.e. situations where the NQC corrections cannot guarantee a reliable match of the

plunge waveform to the merger ringdown one modeled after tpeakAℓm
. The main idea is to

have the RWZ-informed part of the waveform starting directly from tpeakA22
(and not from

tpeakAℓm
) for all modes with ℓ ̸= m. To do so, we consider the QNM-rescaled waveform

similar to the one of Eq. (2.52), but where the time is shifted using tpeakA22
for each (ℓ,m)

mode. It thus reads
h̄ℓm(τ̄) = eσ

+
ℓm1τ̄+iϕ

0
ℓmhrngℓm (τ̄) , (5.9)

where τ̄ ≡ t − tpeakA22
and ϕ0

ℓm is the phase of the (ℓ,m) multipole at tpeakA22
. This rescaled

waveform is then written as h̄mod
ℓm (τ̄) = Ah̄e

iϕh̄ , where the templates for Ah̄ and ϕh̄ are
given in Eqs. (3.9a) and (3.9b). We impose continuity conditions constraining cA1 , c

A
2 , c

A
4

and cϕ1 :

cA1 =
e−c

A
3

(
e2c

A
3 − 1

)
cA5 (AtpeakA22

)c
A
5 (α1AtpeakA22

+ ȦtpeakA22

)2

α2
1(AtpeakA22

)2cA5 + AtpeakA22

(2α1cA5 ȦtpeakA22

+ ÄtpeakA22

) + (cA5 − 1)(ȦtpeakA22

)2
, (5.10)

cA2 =
cA5
cA1
e−c

A
3

(
ec

A
3 + 1

)2(
AtpeakA22

)cA5 −1 [
α1AtpeakA22

+ ȦtpeakA22

]
, (5.11)

cA4 =(AtpeakA22

)c
A
5 − cA1

ec
A
3 + 1

, (5.12)

cϕ1 =
1 + cϕ3 + cϕ4

cϕ2(c
ϕ
3 + 2cϕ4)

(
ω1 − ωtpeakA22

)
, (5.13)
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Figure 5.13: Nonspinning case. The new ringdown (red dashed) contrasted with the standard one
discussed above (orange, dashed) for the (2, 1) and (4, 1) modes. The RWZ ringdown waveform is fitted

from tpeakA22
(solid vertical lines) rather than from tpeakAℓm

(dash-dotted vertical lines). This ensures a more

accurate waveform description around tpeakAℓm
.

where AtpeakA22

, ȦtpeakA22

, ÄtpeakA22

and ωtpeakA22

are, respectively, the amplitude of hℓm, its first and

second-time derivative and the frequency evaluated at tpeakA22
; α1+ iω1 is the ℓ-fundamental

QNM frequency. The coefficients
{
cA3 , c

A
5 , c

ϕ
2 , c

ϕ
3 , c

ϕ
4

}
are determined performing the pri-

mary fits of Ah̄ and ϕh̄ starting from tpeakA22
. Finally, this fitted waveform is used to

determine the NQC corrections at tpeakA22
and then is matched to the inspiral wave, always

at tpeakA22
. Concerning the structure of the NQC correction to amplitude and phase, there

is an additional subtlety. We realized that the standard NQC basis we used so far is
not efficient when the NQC corrections are determined at tpeakA22

for m ̸= ℓ, and it is thus
better to resort to the NQC basis used by SEOBNRv5PHM that reads

n1 =
p2r∗

(rΩ)2
, (5.14)

n2 =
n1

r
, (5.15)

n3 = n1r
−3/2, (5.16)

n4 =
pr∗
rΩ

, (5.17)

n5 = n4p
2
r∗ . (5.18)

The real part, amplitude, and frequency of the final result for the (2, 1) and (4, 1) modes
are shown in Fig. 5.13. It is remarkable how the different NQC approach can visibly
improve the EOB/RWZ agreement. The only visible remaining differences between the
two curves (mostly around the waveform peak) are related to the fact that the mode
mixing only includes the fundamental mode and not the overtones.
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Figure 5.14: Spinning case with Kerr parameter â = −0.9. The NQC and ringdown determined from
tpeakA22

instead of tpeakAℓm
allow for an excellent EOB/Teukode agreement. Note that the mode mixing in this

case is not implemented in the EOB waveform.

134



Although the improvement discussed in the nonspinning case may be considered rela-
tively marginal, it becomes essential when the central black hole is spinning and the spin
is large and anti-aligned with the orbital angular momentum. In this case, the orbital
frequency has a zero and thus the NQC basis becomes meaningless. This is clarified in
Fig. 5.14, which refers to the (2, 1) mode for a particle inspiralling and plunging on a
Kerr black hole with dimensionless spin â = −0.9, where the numerical waveform (black)
has been obtained with the time-domain code Teukode [126]. As the orbital frequency
(gray online) passes through zero, the NQC corrected waveform determined using the
standard approach oscillates unphysically. By contrast, the NQC correction determined
at tpeakA22

, using the basis of Eqs. (5.14)-(5.18) allows one to smoothly and reliably connect
the inspiral waveform to the ringdown one. In this preliminary study, we are evidently
not considering the mode mixing during the Kerr ringdown [118], so the EOB frequency
and amplitude do not present any modulation.

This method has been applied to the (2,1) mode in the latest version of TEOBResumS [11],
showing that it helps to improve the accuracy of the EOB waveform in the spinning case.
This is particularly evident in Fig. 28 and 29 of Ref. [11].

5.4 Phenomenology of quasi-normal-modes excitation

In the previous section, we have provided an accurate and complete EOB waveform
where the ringdown model was based on a phenomenological description. In doing so, we
assumed that the fundamental QNM was excited, but we did not attempt any qualitative
(nor quantitative) investigation to understand the origin of this excitation. In this section
we attempt to do this, still in a somehow phenomenological and heuristic way. Our main
aim is to correlate the QNMs excitation with the behavior of the source of the RWZ
equations that is driven by the dynamics. The material presented here is inspired by and
extends the (qualitative) discussion of Sec. IIIB of Ref. [232] (see also Fig. 4 therein).

5.4.1 The RWZ source term during ringdown

We start by analyzing the source terms of the RWZ equations, Eq. (1.57). Their functional
form is [55]

S
(o/e)
ℓm = Ḡ

(o/e)
ℓm (r̃, t)δ(r̃∗ − r∗(t)) + F̄

(o/e)
ℓm (r̃, t)∂r̃∗δ(r̃∗ − r∗(t)), (5.19)

where the tilde denotes the field tortoise coordinate, while r∗(t) is the tortoise coordinate
of the particle. To understand the relevance of the source terms during the ringdown, we
evaluate it on the particle dynamics. More precisely, we neglect the term proportional to
∂r̃∗δ(r̃∗ − r∗(t)) in Eq. (5.19) and just evaluate Ḡ

(o/e)
ℓm . This yields the expressions

F
(e)
ℓm (t) =

16πµY ∗
ℓm(Θ,Φ)

r Ĥ λ[r(λ− 2) + 6]

{
2imApr∗pφ − A

[
3

(
1 +

4Ĥ2r

r(λ− 2) + 6

)

− r λ

2
+

p2φ
r2(λ− 2)

(
r(λ− 2)(m2 − λ− 1) + 2(3m2 − λ− 5)

)

+
2

r2

(
p2φ + r2

)]}
, (5.20a)
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Figure 5.15: Upper panel: Zerilli source term evaluated along dynamics with different eccentricities

for the (2,2) mode. Logarithmic vertical scale. Bottom panel: plot of F̂
(e)
22 = |F (e)

22 |/max(|F (e)
22 |). The

retarded time is shifted using the peak time of the quadrupolar amplitude, tpeakA22
. In both panels, the

dots mark the light-ring crossing, tLR.

F
(o)
ℓm (t) =

16πµ ∂ΘY
∗
ℓm(Θ,Φ)

r λ(λ− 2)

[
d

dt

(
pr∗pφ

Ĥ

)
− 2

pφA

r
− im

Apr∗p
2
φ

r2Ĥ2

]
, (5.20b)

where λ ≡ ℓ(ℓ + 1). After having set Θ = π/2, we show |F (o/e)
ℓm (t)| for the (2,2) mode

in Fig. 5.15. Interestingly, |F (e)
22 (t)| reaches its maximum after the peak of A22 and

remains quite relevant also later on. For example, at t = tpeakA22
+ 10 we have F̂

(e)
22 ≡

|F (e)
22 |/max(|F (e)

22 |) ≃ 0.38, and F̂
(e)
22 < 10−2 only from t = tpeakA22

+18.2. For the odd modes
we have that the maximum of the source is delayed with respect to the even ones. Since
the source term is quite relevant during the ringdown, we do not expect a priori that a
pure QNMs description (i.e. part of the solution of the homogeneous RWZ equations) can
be used for the whole postpeak waveform. However, from a sufficient late time t > tpeakAℓm

,
the (ℓ,m)-mode can be fully described in terms of QNMs using the ansatz of Eq. (1.63)
since the source term becomes negligible.

5.4.2 Iterative time-domain fit of the postpeak frequency

We thus proceed to fit the late ringdown waveform assuming that is given by a linear
superposition of QNMs with constant coefficients, see Eq. (1.63), using τ = t− tpeakAℓm

. The
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Figure 5.16: Iterative QNM-fit of the frequency considering the first 4 QNMs. In the upper panel
we show the RWZ frequency (black) and the results obtained with the fits. Each color represents an
iteration (and thus a QNM) of the fit. In the bottom panel we show the relative difference between the
fit and the corresponding n-fit. See Sec. 5.4.2 for more details on the fitting procedure.

total QNM frequency of each multipole is obtained as

ω
(o/e)
ℓm = −ℑ

(
Ψ̇

(o/e)
ℓm

Ψ
(o/e)
ℓm

)
= −ℑ


∞∑
n=1

b̄ℓmn
σ+
ℓn

σ+
ℓ1

e(σ
+
ℓ1−σ

+
ℓn)τ

(
1 + âℓmn

σ−
ℓn

σ+
ℓn

e2iωℓnτ

)
∞∑
n=1

b̄ℓmne(σ
+
ℓ1−σ

+
ℓn)τ (1 + âℓmne2iωℓnτ )

 , (5.21)

where âℓmn = C−
ℓmn/C

+
ℓmn and b̄ℓmn = C+

ℓmn/C
+
ℓm1. Since these are complex quantities,

we define âℓmn ≡ Âℓmne
iθ̂ℓmn and b̄ℓmn ≡ B̄ℓmne

iϕ̄ℓmn . Recalling the hierarchy of the
inverse damping times αℓn, the contributions in the frequency of the n ≥ 1 overtones
are exponentially damped with exponents α+

ℓ1 − α+
ℓn. However, the contribution of the

isolated fundamental frequencies is never damped and reads

ω
(o/e)
ℓm1 =

(1− Â2
ℓm1)ωℓ1

1 + Â2
ℓm1 + 2Â2

ℓm1 cos(2ωℓ1τ + θ̂ℓm1)
. (5.22)

The coefficients Âℓm1 and θℓm1 were already extracted from the late ringdown frequency in
previous works [118, 122]. Here we extend this procedure to earlier times using Eq. (5.21).
Since the overtones have higher damping coefficients, we proceed to iteratively fit the late
ringdown frequency on different time intervals considering only the relevant QNMs. To
establish where a certain n mode becomes negligible, we set a small threshold, typically
ϵ = 10−5, and we say that the nth-mode can be neglected if the condition e(α

+
ℓ1−α

+
ℓn)τ < ϵ

is satisfied. Applying this method to the (2,2) mode we can find
{
Â22n, θ̂22n, B̄22n, ϕ̄22n

}
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Table 5.3: Coefficients Âℓm1 = |âℓm1| describing the beating between positive and negative frequencies
fundamental QNMs for all multipoles up to ℓ = 6. See Table 5.4 for the eccentric fits of the âℓm1 phase.

m = 1 m = 2 m = 3 m = 4 m = 5 m = 6

Âℓm1 [×10−2] [×10−3] [×10−4] [×10−5] [×10−6] [×10−7]
ℓ = 2 7.30 4.89
ℓ = 3 9.34 7.96 5.53
ℓ = 4 9.14 9.11 8.90 6.28
ℓ = 5 9.41 8.97 9.27 9.96 7.02
ℓ = 6 9.46 9.12 9.11 9.67 11.15 8.33

Table 5.4: Global fits for the beating coefficients âℓm1 = Âℓm1e
iθℓm1 . The template used for the phase

is θℓm1 =
(
Cθ

QC + Cθ
1 b̂Ωpk

+ Cθ
2 b̂

2
Ωpk

)
/
(
1 +Dθ

1 b̂Ωpk

)
, while the modulus does not depend on the nature

of the perturbation.

(ℓ,m) Âℓm1 Cθ
QC Cθ

1 Cθ
2 Dθ

1

(2,2) 4.89 · 10−3 5.369 −9.444 −37.992 . . .
(2,1) 7.30 · 10−2 2.893 −6.074 −15.134 −2.105
(3,3) 5.53 · 10−4 2.636 −11.635 −9.555 . . .
(3,2) 7.96 · 10−3 4.649 −3.890 −0.1176 . . .
(3,1) 9.34 · 10−2 3.810 0.3296 −0.03943 . . .
(4,4) 6.28 · 10−5 6.503 −13.096 −8.815 . . .
(4,3) 8.90 · 10−4 2.453 −6.041 −1.309 . . .
(4,2) 9.11 · 10−3 1.186 −2.772 −0.4334 . . .
(4,1) 9.14 · 10−2 3.714 0.3582 0.1166 . . .
(5,5) 7.02 · 10−6 4.509 −15.344 −4.330 . . .
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up to n = 4. The results are shown in Fig. 5.16. It is interesting to note that for the (2,2)
mode we are not able to go beyond n = 4 and thus at earlier times. This can be justified
by the discussion on the source term above. Indeed, with n = 4 and ϵ = 10−5 we are able
to fit from t = 13.43, but at that time we still have |F (e)

22 |/max(|F (e)
22 |) ≃ 0.097 and thus

the source term is not completely negligible. Also for this reason, the values of â22n and
b̄22n found for the overtones are not robust and are in disagreement with the results found
using different fitting procedures (see Appendix C.1). The procedure can be applied also
to the higher modes, where the number of overtones that we are able to fit depends on the
specific multipole considered. Generally, we have that for the modes with higher ∆tℓm
(i.e. for the ones that are more delayed), we can fit more overtones, consistently with the
fact that at later times the source terms become negligible. For example, for the (4,1)
multipole we can fit up to n = 7 overtones (and thus from t ≃ tpeak41 + 5.94) keeping the
relative error of the frequency fit around 10−4.

From a practical point of view, we are particularly interested in the values related
to the fundamental frequencies, âℓm1, since we can use them to improve the phenomeno-
logical ringdown description as discussed in Sec. 5.2, see in particular Eq. (5.2). The
values found in this work are in agreement with previous work [122] and their modulus is
reported in Table 5.3. Note that the order of magnitude of Âℓm1 is strictly linked to the
number m and does not strongly depend on the eccentricity (see e.g. the right panel of
Fig. 5.3). Therefore, we need to perform the global fits only on the phases θℓm1, that we
report in Table 5.4 for all the multipoles considered in this work. The relevance of these
fits can be particularly appreciated by looking at the analytical/numerical comparisons
of the late-ringdown waveform frequencies shown in Figs. 5.6, 5.10, and 5.13.

Finally, we mention that since the iterative fit of the frequency did not provide sat-
isfactory results for the whole quadrupolar postpeak waveform, we also attempted the
same fit without the iterative procedure, focusing only on the (2,2) multipole. However,
also this procedure did not lead to robust results for the whole postpeak waveform, as
detailed in Appendix C.1.

5.4.3 EOB ringdown as superposition of QNMs

In the previous sections we have accumulated results that indicate that the ringdown
description as a linear superposition of QNMs with constant coefficients, Eq. (1.63) can-
not be consistently used for the whole postpeak waveform. However, in seminal EOB
works [229, 232] the ringdown was modeled precisely in this way, although it was matched
with the inspiral part of the waveform on an extended interval centered around the peak
of the orbital frequency. We will now revisit this procedure, often referred to as “match-
ing comb” [232]. The basic idea of this procedure is that the match is performed on a set
of points rather than at only one point. To determine the complex coefficients C±

ℓmn, we

solve the linear system hℓm(ti) =
∑
C±
ℓmne

−σ±
ℓnti , where ti are the points of the time array

used for the match, and hℓm = hinsplĥNQC
ℓm is the NQC-corrected inspiral waveform. If

we consider N QNMs (distinguished between positive and negative frequency), we then
need N points. Note that this ringdown model does not require any tuned numerical
parameters, it only needs the QNMs frequencies since the coefficients of the ringdown are
determined using the analytical waveform. Similarly to what was discussed in Sec. 5.3

for the (2,2) waveform multipole, we use
{
ANQC

22 , ȦNQC
22 , ÄNQC

22 , ωNQC
22 , ω̇NQC

22 , ω̈NQC
22

}
, but

here we directly extract them from the Zerilli waveform at tNQC
22 = tpeakA22

+ 2. We chose

139



Figure 5.17: EOB waveform where the ringdown has been modeled with the matching comb procedure.
In the bigger panels above we show the real part of the waveform and its frequency, black for the RWZ
results and online colors for the analytical results. In the two small bottom panels we show the relative
amplitude difference and the phase difference with the same color scheme of the upper panels. We
also show the relative amplitude difference and the phase difference obtained with the waveform model
discussed in Sec. 5.3 (dashed gray).
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Figure 5.18: Leftmost panel: Amplitude and frequency of the Zerilli (2,2) of the quasi-circular waveform
(black) compared with the results obtained considering only the QNMs contribution (gray) and the
QNMs plus tail (dashed red). Middle and rightmost: RWZ amplitudes and frequencies for different
eccentricities, aligned with respect to the light-ring crossing.

as matching points the adjacent points to tpeakA22
in the time grid used to solve numerically

the Hamilton’s equations (2.56). The results of this procedure are shown from n = 2 up
to n = 8 in Fig. 5.17. The configuration that reproduces the numerical waveform with
the highest accuracy is the one with n = 8 positive-frequency modes. For this configu-
ration, in the late ringdown we have an 18% relative amplitude difference and a phase
difference that oscillates around the 0.04 radians. We also show the relative amplitude
difference and the phase difference obtained with the state-of-the-art waveform discussed
in Sec. 5.3 (dashed gray). While the waveform obtained with the latter model is clearly
more accurate (see also Fig. 5.6 for comparison), the results obtained in this section are
still qualitatively good for the amplitude and quite accurate for the phase.

5.4.4 Tail contribution

Having considered only the first part of the waveform, we have so far neglected the
power-tail effects in the waveform [233, 234]. However, since the QNMs are exponentially
damped, there is a time when the tail effects become dominant. As can be seen from
the frequency of the Zerilli (2,2) quasi-circular waveform shown in black in the left panel
of Fig. 5.18, the effect of the tail starts to be visible at t ∼ tpeakA22

+ 170, and becomes
dominant shortly afterward. In order to reproduce the numerical waveform, we have to
include a term of the form Ctail

22 τ
−2−ℓ, where the complex coefficient Ctail

22 is determined
with a fit and −2 − ℓ is the asymptotic behavior of the tail term at future null infin-
ity [235]. Using the (fundamental) QNMs and the power-law tail we can fully catch the
behavior of the numerical amplitude and frequency, as shown in the left panel of Fig. 5.18.
When eccentricity is taken into account, the tail contribution becomes more significant
and starts to dominate over the QNM decay earlier, as shown in the middle and right
panels of Fig. 5.18. Moreover, the tail cannot be described as before using the ansatz
Ctail

22 τ
−2−ℓ since the tail has not reached yet the asymptotic behavior. For example, for

the configuration with e0 = 0.5 the decay rate is roughly −1.3 instead of −2− ℓ. Similar
numbers are obtained for the other eccentric configurations with e ≳ 0.3.

Inspired by the results shown in Fig. 5.18, a recent work [236] has searched and found
power-law tail effects in the ringdown generated by eccentric binary black holes with
comparable masses. For this search, the authors of Ref. [236] have used the fourth RIT
waveform catalog [87].
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5.4.5 Heuristic modeling of QNMs excitation

Let us now introduce a toy model to grasp some insights into how the excitation of QNMs
is driven by the dynamics and the related presence of a source term in the right-hand
side of the RWZ equations. Following Ref. [232], and in particular Sec. III B, we base our
analysis on the understanding that a Schwarzschild black hole can be seen as a resonating
object. We start by generalizing Eq. (1.63), assuming that the constant coefficients C±

ℓmn

are instead time-dependent functions, C±
ℓmn(t). The ringdown waveform reads then

Ψ
(o/e)
ℓm =

∑
n

Ψ
(o/e)
ℓmn , (5.23)

Ψ
(o/e)
ℓmn (t) ≡ C+

ℓmn(t)e
−σ+

ℓnt + C−
ℓmn(t)e

−σ−
ℓnt. (5.24)

Here the origin of time, t = 0, is assumed to be the light-ring crossing, tLR. The final goal
of our investigation is to determine an approximate semi-analytical expression for the
coefficients C±

ℓmn(t) so to understand when the associated QNMs are excited. Since we
know that the solution of the homogeneous RWZ equations is a superposition of QNMs
with constant coefficients C±

ℓmn, each spherical mode is thought as the solution of the
homogeneous second-order differential equation

Ψ̈
(o/e)
ℓmn + 2αℓn Ψ̇

(o/e)
ℓmn + (α2

ℓn + ω2
ℓn)Ψ

(o/e)
ℓmn = 0, (5.25)

under the ansatz Ψℓmn(t) ∝ e−σ
±
ℓnt, with σ±

ℓn = αℓn ± iωℓn. This is indeed the equation of
an underdamped oscillator with damping coefficient αℓn and undamped angular frequency
±ωℓn. An external force F (t) in the right-hand side of Eq. (5.25) yields an inhomogeneous
differential equation corresponding to a driven harmonic oscillator. Our model is thus
defined by assuming that the forcing term is given by Eq. (5.20), that is F (t) ≡ F

(e/o)
ℓm (t).

The solution of this inhomogeneous equation can be obtained starting from the one of the
homogeneous problem by promoting the numerical coefficients therein to time-dependent
functions. This is referred to as the method of variation of parameters (or method of
osculating elements) [237–239]. With this approach we know a priori that the differential
equation

Ψ̈
(o/e)
ℓmn + 2αℓn Ψ̇

(o/e)
ℓmn + (α2

ℓn + ω2
ℓn)Ψ

(o/e)
ℓmn = F

(e/o)
ℓm (t) (5.26)

admits a solution with the precise QNM structure of Eq. (5.24). We start by writing the
time derivative of our particular solution as if the coefficients C±

ℓmn(t) were not time-
dependent. This is equivalent to impose

Ψ̇
(o/e)
ℓmn (t) = −σ

+
ℓnC

+
ℓmn(t)e

−σ+
ℓnt − σ−

ℓnC
−
ℓmn(t)e

−σ−
ℓnt, (5.27)

which is true only if the time dependence of C±
ℓmn(t) gives no contribution to the time

derivative, namely if the condition

Ċ+
ℓmn(t)e

−σ+
ℓnt + Ċ−

ℓmn(t)e
−σ−

ℓnt = 0 (5.28)

is satisfied. We can then take another time derivative on Eq. (5.27) in order to obtain

Ψ̈
(o/e)
ℓm . We then insert Ψ̇

(o/e)
ℓm and Ψ̈

(o/e)
ℓm in Eq. (5.26) and, considering that the sum

of all the terms without the time derivatives Ċ±
ℓmn(t) separately solves the associated

homogeneous equation (5.25), we get the second condition

−σ+
ℓnĊ

+
ℓmn(t)e

−σ+
ℓnt − σ−

ℓnĊ
−
ℓmn(t)e

−σ−
ℓnt = F

(e/o)
ℓm (t), (5.29)
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Figure 5.19: Time-dependent QNM-excitation coefficients C±
ℓmn(t) for the quasi-circular case, see

Eq. (5.31). The positive-frequency modes are more relevant and are excited later than the negative ones,
as shown by the location of the amplitude maxima (vertical lines in the leftmost plot). In the middle panel
we plot the activation-like excitation coefficients for the fundamental frequency. The rightmost panel
highlights the hierarchy of the ratios |C−

ℓmn/C
+
ℓmn| for the overtones of the (2,2) and (2,1) multipoles.

Note that the beating is more relevant for the (2,1) mode (dotted line) than for the quadrupole (solid
lines).

which together with Eq. (5.28) builds up a system of two equations that can be solved
for Ċ±

ℓmn(t). A straightforward computation yields

Ċ±
ℓmn(t) = ±i

eσ
±
ℓntF

(e/o)
ℓm (t)

2ωℓn
, (5.30)

and an ensuing time integral gives us the final expressions

C±
ℓmn(t) = C±

ℓmn(t0)±
i

2ωℓn

∫ t

t0

dt′ F
(e/o)
ℓm (t′)eσ

±
ℓnt

′
, (5.31)

where t0 is an arbitrary initial time. Considering that F
(e/o)
ℓm (t′) does not diverge during

the inspiral and that in the integrand we have eσ
±
ℓnt

′
, we have that the computation of

C±
ℓmn(t) is not influenced by the choice of t0 as long as t0 is not too close to tLR. In

practice, we start to integrate from the beginning of our simulation.

Results

Some results for the (2,2) and (2,1) multipoles are shown in Fig. 5.19. In the leftmost
panel we show the absolute value of the positive and negative parts of the solution,
|C±

ℓmn(t)e
−σ±

ℓn(t−tLR)|, for n ≤ 4. We see that the negative-frequency contributions are
smaller than the corresponding positive ones. The model thus predicts the negative-
frequency modes to be less excited than the positive ones. The same feature can be seen
in the third plot of the same figure, where we show the absolute value of the ratios of
negative and positive solutions. In addition (see the rightmost panel of the figure) the
negative-frequency modes become more and more relevant as n grows. This behavior is
consistent with the qualitative discussion of Ref. [232], see in particular Fig. 4. In that
case, the authors argued that the positive QNMs are excited during the plunge since the
Newtonian frequency of the waveform mΩ gets “closer” to the positive QNM frequencies.
Note in addition that what is found here is consistent with the structure of the actual
solution of the RWZ equation. The second interesting finding, illustrated by the middle
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panel of Fig. 5.19, is that |C±
ℓm1(t)| is reminiscent of an activation function and becomes

constant after t ∼ tLR+15, showing that from that time onward the n = 1 solution can be
written as a superposition of QNMs with constant coefficients. For the first overtone, we
have that C±

ℓm2(t) has a similar behavior. However, for the n ≥ 3 overtones, the behavior
of C±

ℓmn(t) is less reminiscent of an activation function. In particular, for n = 3 we see
some oscillations in the solution, as can be seen e.g. from the third panel of Fig. 5.19.
We are prone to exclude that these are physical features that can be found also in the
full-RWZ case, and we rather interpret them as expressions of the limitation of our toy
model. The third consideration regards the values of the |C−

ℓmn(t)/C
+
ℓmn(t)| ratios for

different multipoles. We show these ratios for the (2,2) and (2,1) multipoles in the third
panel of Fig. 5.19 with solid and dotted lines, respectively. As can be seen, the ratios of
the (2,1) multipole are higher than the ones of the (2,2) multipole for the same n. This
means that, according to our toy model, the mode mixing in the (2,1) multipole should be
more evident than in the (2,2). This is precisely what happens in the numerical solutions
of the full RWZ equations, as shown in Table 5.3. The driven harmonic oscillator correctly
predicts also the qualitative relevance of the mode-mixing in the (3, 3) multipole, since
the predicted ratio |C−

331(t)/C
+
331(t)| is smaller than the one of the (2,2) mode and, as can

be seen from the numerical data, the mode-mixing is more relevant in the (2,2) multipole
rather than in the (3,3). The final interesting feature that we discuss is that the positive
and negative solutions reach their peaks at different times. This is shown for the (2,2)
multipole in the first plot, where we mark the peak-times with vertical lines (solid for
positive-frequency modes and dashed for negative ones). As can be seen, the negative
modes with the same n are excited before the corresponding positive modes, and the
overtones are excited before the fundamental QNMs.

To conclude, with this toy model we have reproduced some features that are observed
when solving the actual RWZ equations and we have also argued that the overtones
are excited before the fundamental frequency. However, since these results are only
qualitative, we cannot exploit them to improve the description of the postpeak waveform.

5.5 Summary

In this chapter we have studied the transition from eccentric inspiral to plunge, merger,
and ringdown of a binary black hole coalescence in the large mass ratio limit and its
gravitational wave emission. We have also introduced and tested an EOB waveform that
accurately described the GWs emitted by these systems.

More precisely, in Sec. 5.1 we have studied systematically the phenomenology of eccen-
tric nonspinning binaries in the test particle limit, focusing in particular on the transition
from inspiral to plunge and its corresponding waveform. In Sec. 5.2 we introduced a new
ringdown waveform. The global fits on the parameter space are performed using as fit-
ting parameter the gauge-invariant quantity b̂Ωpk

(Eq. (5.3)), which is defined as the ratio
between the angular momentum and energy at the peak of the orbital frequency (i.e.,
at the light-ring crossing). Notably, the ringdown waveform includes the mode-mixing
between co-rotating and counter-rotating fundamental QNMs. We have then matched
this ringdown model to the EOB inspiral waveform using NQC corrections. We have
explored different configurations, both regarding the analytical information included in
the waveform and the matching point between the inspiral and ringdown waveforms. The
resulting waveform, which includes also 2PN noncircular corrections in the quadrupole,
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has been extensively tested in Sec. 5.3, showing its accuracy over all the configurations
considered. In Sec. 5.3.3 we have also tested an alternative way of modeling the ringdown
waveform for the higher modes, as originally proposed in Ref. [58]. Finally, in Sec. 5.4 we
have discussed the build-up of QNM excitations for the same configurations previously
studied. We also discussed how the power-law tail contribution present at the end of the
ringdown changes in the presence of eccentricity.
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Chapter 6

Hyperbolic black hole binaries

In the previous chapters we have extensively discussed bound configurations with elliptic-
like orbits, mainly in the test particle limit. In Sec. 4.2.1 we have also briefly discussed
a few unbound cases, see Fig. 4.14. These hyperbolic-like orbits can be obtained by
considering configuration with µ-normalized energy Ê above one and enough angular
momentum such that the effective potential has a peak Vmax greater than unity, i.e. 1 <
Ê ≤ Vmax. The configurations depicted in Fig. 4.14 involved geodesic motion; however,
in realistic astrophysical scenarios, the gravitational wave burst emitted during the close
passage can decrease the system’s energy, transforming it into a bound configuration and
leading the test particle to plunge toward the central black hole. This latter scenario
is known as dynamical capture, since the system is initially unbound but then becomes
bound due to dissipative effects. On the other hand, if the emission is not strong enough
to make the system bound (i.e. if the energy remains above the rest mass of the system),
then we have a scattering [176].

While the above discussion was restricted to the test mass limit, similar scenarios
can take place for comparable mass binaries. In these cases, the effect of the radiation
reaction is even more relevant. In particular, the event GW190521 [96] might have been
generated by a black hole binary of this kind [2] (see in particular Fig. 1 and Fig. 3
therein). Due to the astrophysical relevance of these systems, we will discuss them in this
chapter. We focus on the results shown in the Supplemental Material of Ref. [2] and on
the GR-Athena++ [14, 85] simulations presented in Ref. [7]. We also comment on some
results that have not been made public yet, but that will be (hopefully) published in the
near future. Note that, with an abuse of notation, we use the expression “hyperbolic
systems” to encompass both scatterings and dynamical captures.

6.1 Test particle limit

As usual, we start by studying the test particle limit. In Sec. 6.1.1 we discuss the unbound
dynamics, while in Sec. 6.1.2 we focus on the EOB modeling.

6.1.1 From scattering to dynamical captures

In this section we want to illustrate how the effects of the radiation reaction can lead to
the capture of the particle for configurations that, from the geodesic point of view, would
be unbound. To this end, we focus on test particles in Schwarzschild spacetime. Since in
the previous chapter we have considered eccentric orbits and in the rest of this chapter
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Figure 6.1: test particles in Schwarzschild with Ê0 = 1, r0 = 100 and different shooting angles.
They all start from (x, y) = (100, 0). Left panel: geodesic configurations. Right panels: comparisons
between some geodesic (solid) and non-geodesic (dot-dashed) configurations. For the latter, we consider
ν = 10−3. Note that the two non-conservative configurations with θ = (16.106◦, 16.107◦) plunge, while
the corresponding geodesic configurations scatter.

we will mainly consider hyperbolic-like orbits, here we will consider parabolic orbits for
completeness. We will thus consider systems with initial energy Ê0 = 1.

While we could just specify the energy Ê, the angular momentum pφ, and the initial
radius r0, we prefer to use the shooting angle θ, defined as the angle between the Cartesian
momenta px and py, instead of the angular momentum pφ because the angle has a more
clear geometrical meaning. This variable has been also used, for example, in Refs. [7, 240].
In Fig. 6.1 we show some configurations with Ê = 1, r0 = 100 and shooting angles around
θ ∼ 16.1◦. In the left panel, we consider only geodesic configurations and, as can be seen,
for θ ≲ 16.105◦ we have that the particle plunges in the Schwarzschild black hole, while
for larger angles we have a scattering. When we introduce the effects of the radiation
reaction (considering ν = 10−3), the transition from plunge to scattering is slightly shifted
and occurs for θ ∼ 16.108◦. However, the radiation reaction has an evident effect also on
the scattering angle for angles close to the transition value. For larger angles (indicatively,
for θ ≳ 18◦), the dissipative effects on the scattering angle are practically negligible.

Globally, the effect of the non-conservative part is quite small and we had to perform
a fine-tuning on the shooting angle θ in order to see some relevant effects. However,
this happens only because we are considering binaries with very high-mass ratio. For
comparable mass binaries, the dissipative effect is far from being negligible, as we will
see in Sec. 6.2.

6.1.2 Numerical and EOB waveforms

In Ref. [1, 3] we also presented some analytical/numerical comparisons for dynami-
cal captures in the test particle limit. The numerical waveforms were obtained with
Teukode [126]. The EOB dynamics and waveforms of this section are obtained with the
EOB model discussed in Ref. [1], using the angular radiation reaction of Eq. (3.6), which
is also the one used for the analysis of GW190521 in Ref. [2]. We choose the initial
data of the dynamics directly by picking the energy Ê0 and the angular momentum p0φ.

Practically, we choose p0φ and then pick 1 < Ê0 < V0,max, where V0,max is the peak of the
effective potential (3.1). We choose this region of the parameter space because it is the
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Figure 6.2: Upper panels: trajectories for nonspinning dynamical captures, with ν = 10−2, p0φ = 4.01,

and Ê0 = (1.000711, 1.000712, 1.001240). The trajectories start from r0 = 120, but we show them from
r = 60 in order to highlight the last part. Middle panels: corresponding quadrupolar waveforms. The
black line is the numerical result from Teukode, while the red and grey lines are obtained with the
EOB model using different prescriptions for the modelization of the ringdown. See text for more details.
Bottom panels: frequency comparisons. The vertical lines mark the merger time (i.e. the peak of the
ℓ = m = 2 waveform amplitude), that in the hyperbolic case is extracted directly from numerical data.

one that yields the most interesting phenomenologies. In fact, for Ê0 > V0,max there is
always a direct plunge, while in the other case it is possible to have many close passages
before merger. For example, choosing ν = 10−2 and starting the dynamics at r0 = 120
with p0φ = 4.08 and Ê0 = 1.00002 leads to 11 close passages before merger.

It is not our aim here to carry out a systematic analysis of the parameter space as done
for bound orbits in Ref. [146], so we will only focus our discussion on a few, illustrative,
cases. Moreover, while in the previous section (and also in the other chapters) we have
considered ν = 10−3, here we use ν = 10−2. This makes the dynamics with multiple en-
counters shorter and the corresponding numerical waveforms require less computational
time. This is not a big deal at the moment, since we want to specifically focus on the
ringdown part. We consider three ν = 10−2 configurations, with r0 = 120, p0φ = 4.01

(V0,max ≃ 1.00125), and different values of energy: Ê0 = (1.000711, 1.000712, 1.001240).
The first one is a double encounter, while the others are single encounters. The tra-
jectories, the quadrupolar waveforms, and the corresponding frequencies are shown in
Fig. 6.2. The black waveform is as usual the numerical result, while on the analytical
side we consider two different EOB waveforms colored in grey and red. The former is
obtained by attaching the circular ringdown to the analytical waveform, similar to what
is done for hyperbolic encounters in Refs. [146, 147], but without using NQC corrections
as in Ref. [2]. The primary templates for the phase and the amplitude used in Fig. 6.2 are
the ones described in Sec. 3.3.1. For the red waveform we consider the same templates,
but we extract the fit parameters and the numerical quantities discussed in Sec. 3.3.1 di-
rectly from the numerical waveforms. A similar use of the numerical data is also done to
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determine the NQC coefficients (ai, bi) of Eq. (2.53). Finally, also the merger time tmrg is

taken to be precisely the numerical one, since the simple prescription tmrg = tpeakΩorb
−3 used

in Ref. [1] for bound orbits is found to be inaccurate in the hyperbolic case. A candidate
variable to use in the global fits for the merger time in the dynamical capture scenario is
b̂Ωpk

, defined in Eq. (5.3). Indeed, Ref. [12] has proven that a similar impact parameter
b can be used to fit ringdown parameters also for dynamical captures in the comparable
mass case. In any case, as a proof of principle, the improvement introduced in the red
waveforms by the use of more precise parameters is clearly visible in Fig. 6.2, either be-
fore and after the merger. These comparisons show that including numerical information
in the model from hyperbolic simulations could greatly enhance the analytical descrip-
tions of waveforms emitted by the dynamical capture of two black holes. In particular,
a systematic coverage of black hole binaries undergoing dynamical encounters using NR
simulations can improve the waveform model TEOBResumS for these configurations [146],
as shown in the recent work [7].

We conclude our brief discussion on dynamical captures in the test mass limit by
mentioning that the 2PN noncircular corrections discussed in Chapter 4 can improve the
phase accuracy of the analytical EOB waveform, as shown in Fig. 11 of Ref. [3], where
we considered the same configurations of Fig. 6.2.

6.2 Dynamical captures for comparable mass bina-

ries

We now turn our attention to hyperbolic configurations in the comparable mass case.
Since in this scenario the effect of the radiation reaction is much more relevant, it is clear
that we have more interesting phenomenologies. To introduce these physical systems, we
follow a similar discussion to the one proposed in Ref. [146].

We thus consider the semi-analytical model TEOBResumS-Dalı̀ [146–148] and we study
how the phenomenology changes by fixing the initial separation at a very large value
(typically r0 = 1000 in this thesis) and varying the initial energy and angular momentum.
Since the EOB maps the two-body dynamics in the dynamics of one-body in a ν-deformed
black hole geometry, it is clear that the EOB orbits can be understood in the same way as
we discussed in Sec. 3.1 for test particles in Kerr. In particular, now the effective potential
is defined as V (r; pφ) ≡ HEOB|pr∗=0, where the EOB Hamiltonian that we consider is

linked to the effective one Ĥeff of Eq. (2.15) by the map (2.5). If we consider configurations
with initial energy E0 = H0

EOB > V max
0 , where V max

0 is the local maximum of the effective
potential at t = 0, then the two black holes of the binary will inevitably merge. The region
of the parameter space where E0 ≤ V max

0 and V max
0 ≥ 1 is instead more interesting, since it

has a richer phenomenology. In Fig. 6.3 we consider precisely this region for nonspinning
configurations with four different mass ratios q = (1, 4, 8, 16). The lowest initial angular
momentum p0φ considered is the one for which V 0

max = 1. For each mass ratio, we show
a colormap of N , the number of peaks of the orbital frequency Ω. The case with N = 2
is highlighted in magenta, since it defines the transition region between scatterings and
direct plunges, both characterized by N = 1. Note, however, that these last two cases
have quite different phenomenologies: in the case of scatterings the Ω peak corresponds
to the close passage and there is no merger (and thus no ringdown), while in the direct
plunges the Ω peak corresponds to the (ν-deformed) light-ring crossing, and thus marks
the merger of the two black holes. More vibrant colors indicate configurations in which
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Figure 6.3: Number of peaks in the orbital frequency Ω on the (E0, p
0
φ) plane as predicted by

TEOBResumS-Dalı̀ for nonspinning binaries with different mass ratios. We plot N only where E0 ≤ V max
0 ,

since for E0 > V max
0 we always have direct captures (and therefore N = 1). Note the different vertical

scales. In all the cases the initial EOB radius is r0 = 1000. Plots analogous to Fig. 2 of Ref. [146].

the system undergoes many close encounters before merging. These cases are clearly
accumulated near the threshold E0/M = 1, since the many encounters are a consequence
of the fact that a sufficient amount of energy to make the system bound is radiated during
the first encounter. As one might expect, this region becomes narrower and narrower as
the mass ratio increases, since the radiation reaction becomes less efficient. A similar fate
befalls to the scattering-plunge transition region highlighted in magenta.

However, the analysis of the parameter space shown in Fig. 6.3 is obtained using
a semi-analytical model that is PN-approximate. Moreover, while noncircular effects
are included in the non-conservative dynamics as detailed in the previous chapters, the
calibration of the Hamiltonian is performed only on quasi-circular NR simulations. We
thus want to understand if this EOB prediction is reliable, and if it is to which extent.
For this reason, in the next section we will start to consider NR simulations of hyperbolic
scatterings and dynamical captures.

6.2.1 Preliminary GR-Athena++ simulations

The NR simulations of hyperbolic black hole binaries that we are going to discuss have
been obtained with the code GR-Athena++ [85]. Some simulations have been presented
in Ref. [7] and have been used to test the reliability of TEOBResumS in Ref. [2]. However,
these numerical data were preliminary and present some minor problems that have been
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now solved. We will first discuss these preliminary runs, and we will present the newer and
more accurate simulations in Sec. 6.2.2. We thus start by reporting here the discussion
on the GR-Athena++ simulations of Ref. [7].

The initial data of these simulations are computed with a stand-alone version of the
thorn TwoPunctures [182, 241]. The time evolution is then performed by GR-Athena++

using the Z4c formulation [201]. Moving puncture gauge conditions with the same
parameters of Ref. [85] are adopted. We use 6th-order finite-difference methods for
the spatial derivatives and we perform the time-integration using a 4th-order Runge-
Kutta algorithm. We apply a high-order Kreiss-Oliger dissipation doing the replacement
∂t[u]← ∂t[u]+ϵD[u] with D[·] proportional to a 8th-order spatial derivative and ϵ = 0.02.
The computational domain that we consider is a box with edge L = 3072M , so that in
the coarsest level the cartesian coordinates range from −1536M to 1536M . The adaptive
mesh refinement (AMR) in GR-Athena++ is oct-tree based, with the grid organized as an
initial Mesh divided into Meshblocks which have all the same number of grid points but
(possibly) different physical sizes. For a cubic initial Mesh and cubic Meshblocks, the
grid setup in GR-Athena++ is regulated by three parameters: the number of grid points
in the edges of the unrefined initial mesh NM , the number of grid points in the edges
of Meshblocks NB, and the number of physical refinement levels NL. The grid struc-
ture is ultimately determined by an AMR criterion, which, when satisfied, (de)refines a
given MeshBlock, resulting in a (larger) smaller block with (half) double the resolution.
For BBH simulations the AMR criterion used mimics the box-in-box strategy mentioned
above. In our simulations we consider NB = 16, NL = 11, and NM = {128, 192, 256},
that correspond to the resolutions δxp = (3.2438, 1.5625, 1.1719) · 10−2 in the most re-
fined level (i.e. at punctures’ locations). For all the runs we consider a CFL number of
0.5. The Weyl scalar is then extracted at R = {80, 90, 100, 110, 120, 130, 140}M using
approximate geodesic spheres built using 9002 vertices. For the three grids considered,
the resolutions in the extraction zones at the merger time are δxR = {3, 2, 1.5}M for
R > 96M , while they are δxR = {1.5, 1, 0.75}M for 48M < R < 96M . Note that at the
beginning of the simulation the extraction zone for R > 96M does not have a uniform
resolution since the positions of the two punctures make some portions of the zone more
refined. We observed that Rψ4 remains approximately constant at all the extraction
radii, showing that ψ4 scales as 1/R, as expected. More technical details on the structure
of the grid and of the geodesic sphere can be found in Ref. [85]. Note that for this set
of runs no grid symmetries are employed. Moreover, the apparent horizon finder (AHF)
was not implemented in GR-Athena++ at the time of these runs, so that we do not have
horizon data.

In the NR simulations, we extract the Weyl scalar ψℓm4 at finite radius R, which is in
turn related to hℓm by the asymptotic relation (1.73) (modulo constant normalizations).
Therefore, as a first step, we extrapolate ψℓm4 using the procedure proposed in Refs. [85,
242–244],

lim
r→∞

rψℓm4 ≃ A

(
rψℓm4 −

(ℓ− 1)(ℓ+ 2)

2r

∫
dt rψℓm4

)
, (6.1)

where A = 1− 2M/r and r = R(1 +M/(2R))2. At this point, obtaining hℓm is theoreti-
cally straightforward, since we just need to perform a numerical double time-integration.
However, it is well-known that performing this double time-integration is subtle due to
the presence of numerical noise which induces drifts in the signal [245]. Note, moreover,
that Eq. (6.1) requires an additional integral, so the extraction of the extrapolated strain
modes takes three integrals in total. If one considers quasi-circular configurations, the
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most reliable way to obtain hℓm is to perform a fixed-frequency integration (FFI), where,
as the name suggests, the integration is performed in the frequency-domain considering
only the frequencies above a certain threshold f0. If we consider quasi-circular configura-
tions, the frequency increases monotonically in time, and therefore choosing the value of
f0 is quite straightforward. In the case of hyperbolic binaries, this choice is less obvious
since these configurations have an infinite frequency spectrum. As discussed in Ref. [7],
we observe that for choices of cut-offs that are large enough to remove the drift in the
ringdown, FFI integration makes the amplitude of the precursor unphysically small. For
these reasons, we start by using a time-domain integration and then remove the drift in
the resulting signals. For the leading (2, 2) modes, after each time integration (including
the one in Eq. (6.1)) we remove a complex constant by fitting a constant in a 100M
time interval after the maximum of ψ4. We also mention that in Ref. [7] we discussed the
convergence of the extrapolated strain for GR-Athena++ and EinsteinToolkit, both con-
sidering time-domain comparisons and frequency-domain mismatches. For GR-Athena++
we found a 4th-order convergence before merger, but the convergence of the phase gets
slightly worse after merger; see discussion in Sec. G.1 of Ref. [7] for more details.

GR-Athena++ and EinsteinToolkit comparisons

Some configurations from the preliminary set discussed above have been used in Ref. [7] to
compare the NR codes GR-Athena++ and EinsteinToolkit [183, 184]. The initial data
for these comparisons have been chosen as follows. We considered two nonspinning black
holes of ADM masses M1 and M2 separated by a coordinate distance D. The total mass
of the binary is computed as M = M1 +M2. We take their ADM linear momenta to
be P1 = −P2, with P1 = Pqc(cos θ, sin θ, 0), where Pqc corresponds to the quasi-circular
value. We take D = 20M , which in turn implies Pqc = 0.06175M . Here we consider
three configurations with P = Pqc and different shooting angles, θ = (42◦, 48◦, 50◦).
Note that these configurations were also considered in Ref. [246]. In terms of initial
energy and angular momentum, these configurations correspond to E0

ADM = 0.994M and
J0
ADM = (0.82634, 0.91774, 0.94602)M2.
Two subtleties should be discussed before proceeding. The first one is that we compute

the total rest mass of the system as the sum of the two ADM masses of the punctures,
i.e. M = M1 + M2. However, M1 and M2 do not have a precise physical meaning,
they are just quantities that are practically useful to consider during the computation of
the initial data. A better estimate of M could be obtained considering the sum of the
two initial horizon masses (or better, their values after relaxation). However, as already
mentioned, we do not have horizon data for these configurations, so that we stick with
the computation of M discussed above. In practice, M1 and M2 are a good proxy of the
physical masses, so this choice does to strongly affects our analysis. The second aspect is
that in Ref. [7] we refer to these configurations as “dynamical captures”. However, the
initial ADM energy is below the rest mass M , so that the system is already bounded at
the beginning of our numerical simulations. However, in Ref. [7] we still refer to them
using this terminology since they could be considered final stages of evolutions whose
energy was above M when the binary was dynamically formed. In other words, they
could be considered the final orbits of systems that were originally in the colorful region
of Fig. 6.3. In the next sections we will also consider configurations with E0

ADM > M
whose final fate is a merger. These latter systems can be unambiguously referred to as
dynamical captures.
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Figure 6.4: Example orbit, waveforms, frequency, and amplitude and phase difference, for the two
configurations with θ = (42◦, 50◦). Note that there is no alignment applied to the waveforms. From
Ref. [7].

In Fig. 6.4 we report the comparisons for the tracks and the quadrupolar strain for the
θ = (42◦, 50◦) cases. The first configuration is a direct plunge, so that the gravitational
signal is dominated by the ringdown, while the second one is a double encounter. We recall
that the velocity of the punctures is strictly related to the shift vector βi by Eq. (2.75),
and that the evolution equation of βi is a gauge choice (see e.g. Eq. (2.74)). However,
GR-Athena++ and EinsteinToolkit employ similar gauge conditions and therefore in the
upper panels of Fig. 6.4 we also report the comparisons between tracks, that look indeed
quite similar, even if some differences are visible by eye. However, the more meaningful
comparisons are the ones of the gauge invariant strains and frequency, which are shown
in the middle and bottom panels. While there is a good agreement between the two
codes and the phase difference seems to converge away when increasing the resolution,
the amplitude of the GR-Athena++ waveform has an amplitude that is about 2% higher
at merger than the EinsteinToolkit waveform. A similar result has been obtained in
Ref. [85], which found a 2% difference at merger with the BAM code [195] for the quasi-
circular case. This was indeed a consequence of a bug in the GR-Athena++ code related
to non-biased derivatives used in the ghost zones. This issue has been now solved, and
therefore the waveform amplitudes of Sec. 6.2.2 are not affected by this. In Ref. [7]
we also considered the frequency-domain mismatches for the quadrupolar waveforms,
showing that at medium resolution (NM = 192 for GR-Athena++) the unfaithfulness is
of the order 10−5 (see Table IV of Ref. [7]). Since the comparisons discussed above are
affected by the integration procedure to extrapolate the strain hℓm, in Appendix B of
Ref. [7] we also compared directly the Weyl scalars from the two codes.

Globally, the waveforms of both codes are self-consistent, as shown by convergence
tests, and they maintain this consistency with each other, except the previously discussed
amplitude issue in the GR-Athena++ waveforms, which has now been fixed. However, as
discussed above, the computation of the strain from ψ4 is one of the main technical chal-

153



lenging aspects of these simulations, and gets even worse for higher modes (that we have
not discussed here). Possible solutions would be to directly extract the strain at infin-
ity from NR simulations using techniques based on Regge-Wheeler-Zerilli perturbation
theory [114, 247–249], or the Cauchy Characteristic Extraction (CCE) [250–252].

We conclude this discussion by remarking that Ref. [7] also considered EOB/NR com-
parisons using TEOBResumS-Dalı̀ and the EinsteinToolkit simulations. We do not dis-
cuss these comparisons here, but we mention that it has been shown that TEOBResumS-Dalı̀
can be consistently improved by incorporating NR information from dynamical captures,
both in the ringdown model and in the NQC corrections.

Comparisons with TEOBResumS

Before moving to the newest GR-Athena++ simulations, we briefly discuss the EOB/NR
comparisons carried out in the Supplemental Material of Ref. [2]. We consider six
configurations: the ones previously discussed in the preceding subsection, along with
three additional configurations. The initial data for the latter are chosen by using the
TEOBResumS-Dalı̀ prediction shown in Fig. 6.3. After having chosen a (E0, p

0
φ) pair that

corresponds to a phenomenology of interest, we can use the EOB initial separation and
EOB momenta to obtain the ADM cartesian momenta and the ADM separation using
a 2PN-accurate EOB/ADM coordinate transformation [51]. Note that the energy and
angular momentum of the system are the same in EOB and ADM charts. Moreover,
for the cases where we consider an EOB radius of rEOB = 100, the corresponding ADM
separation is, in practice, quite similar to rEOB, with differences of the few percent. Since
the GW contribution at these separations is quite small, the precise value of the ini-
tial separation is not really relevant, in the sense that different but similar initial radii
approximately produce the same waveforms, but only shifted in time. We still use the
separation used from the 2PN EOB/ADM coordinate transformation, just for internal
consistency. The three additional equal mass nonspinning configurations that we consider
here have angular momentum J0/ν = 3.97M2 and energies E0 = (1.003, 1.008, 1.007)M .
We label them as Hq1 a5, Hq1 b5, and Hq1 c5. The number 5 in the names indicates the
resolution used, that is the one corresponding to NM = 256. The evolution is performed
as discussed in the previous subsection.

We now turn our attention to the EOB/NR comparisons. Given the previous discus-
sion, it would be tempting to just take the energy and the angular momentum of the
NR configuration under study, compute the initial separation from the 2PN EOB/ADM
coordinate transformation, and compute the EOB waveform with these initial data. How-
ever, one has to take into account that at the beginning of the NR simulations there is
spurious junk radiation, which is related to the fact that the initial data used are confor-
mally flat. This radiation affects the evolution of the NR simulation, in the sense that
the evolved system is not exactly the one that corresponds to the initial values of energy
and angular momentum given in input. While for the configurations under examination
this contribution is quite small1, it is clear from Fig. 6.3 that even a small variation in the
initial data can lead to completely different phenomenologies. For this reason, when con-
sidering EOB/NR comparisons, we search for the optimal values of energy and angular
momentum using a dual-annealing optimization procedure from scipy [253], where the
quantity on which we optimize is the unfaithfulness from Eq. (4.53) computed for a cer-

1See for example the discussion in Ref. [176], where scattering configurations with an ADM initial
separation of 100M were considered.
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Figure 6.5: Comparisons between the GR-Athena++ NR waveforms discussed in Sec. 6.2.1 to the
analytical ones obtained using TEOBResumS-Dalı̀ with optimized initial energy and angular momentum.
For each configuration, the top panel displays the amplitude and the real part of the dominant multipole
h22, while the bottom panel shows the phase difference ∆ϕEOBNR = ϕEOB − ϕNR and the relative
amplitude difference ∆AEOBNR/ANR = (AEOB −ANR)/ANR. Despite the lack of NQC corrections or of
an hyperbolic-NR-informed ringdown, TEOBResumS-Dalı̀ quantitatively captures the NR waveform for
any configuration. From the Supplemental Material of Ref. [2].

tain reference mass Mref . In Ref. [2] we considered Mref = 250M⊙, that was the detector
frame mass of GW190521, and frequencies between 11 and 512 Hz. The power spectral
density Sn(f) considered in the product of Eq. (4.54) is the GW190521 Hanford’s PSD.
The unfaithfulness is computed using the function optimized match from pyCBC [254].
Following this procedure, we find mismatches between 0.2% and 3% (see also Fig. 2 of
the Supplemental Material of Ref. [2]).

The EOB waveforms obtained using the optimized energies and angular momenta are
compared to the NR waveforms in Fig. 6.5. The corresponding optimized initial values
of energy and angular momentum are listed in Table I of the Supplemental Material of
Ref. [2]. Moreover, in Fig. 6.5 we align the EOB and NR waveforms in order to maxi-
mize the cross-correlations between the two signals. This alignment procedure could be
seen as an optimization on the initial distance D, since the radiation reaction is neg-
ligible at large separation, but consider that this alignment is also typically performed
in EOB/NR comparisons for quasi-circular and eccentric binaries. The agreement ob-
tained in Fig. 6.5 is quite remarkable considering that the EOB model used does not
contain any NR information from non-circularized binaries, nor in the Hamiltonian or
in the ringdown model. Moreover, note that in the optimization procedure, and thus in
Fig. 6.5, we are not considering NQC corrections. As a consequence, the EOB amplitude
at merger always overestimates the numerical one. On the other hand, the phase (and
thus frequency) agreement of the waveforms is quite good for the whole evolution. This
can be qualitatively understood by recalling the results obtained for eccentric test mass
waveforms shown in Fig. 5.3. Indeed, in that case we have seen that the non-circularity
of the dynamics strongly changes the value of the amplitude at merger, but has a less
relevant effect on the waveform frequency.
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Figure 6.6: Tracks of the punctures and (2,2) mode of the Weyl scalar for the two configurations
described in Sec. 6.2.2. We show the real part of ψ22

4 plotted against the retarded time u = t− r∗.

6.2.2 Up-to-date GR-Athena++ simulations

We now briefly discuss two simulations of hyperbolic black hole binaries that are taken
from the last GR-Athena++ dataset. This dataset is currently under development, and
therefore it has not been made public yet. These configurations are obtained similarly to
what was discussed in Sec. 6.2.1, with a few but relevant changes that we discussed in
the following. First of all, we numerically evolve only the z ≥ 0 portion of the space and
we obtain the lower half by exploiting bitant symmetry. Moreover, as discussed before,
the 2% error on the amplitude has been now fixed. We also search for apparent horizons
during the evolution of the binary using an apparent horizon finder (AHF) based on
Ref. [255]. We do not discuss horizon data here, but the AHF has been used in Ref. [14],
see in particular Fig. 14 therein. For the AMR used in these new runs, we considered the
L2-norm criterion, as discussed in Ref. [256], while in the runs of Sec. 6.2.1 we used the
L∞-norm. Finally, we use a CFL factor of 0.25, as opposed to the value 0.5 used for the
previous runs.

In this section we focus only on two significative equal mass nonspinning config-
urations with initial energy ENR

0 = 1.01103M and angular momentum JNR
0 /M2 =

(1.00499, 1.01749). The tracks of the punctures and the quadrupolar Weyl scalars are
shown in Fig. 6.6. The configuration with higher angular momentum is a double en-
counter, a phenomenology similar to one of the gb50 N256 and Hq1 a5 cases considered
in the previous section and shown in Fig. 6.5. The other configuration with angular
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Figure 6.7: EOB/NR comparisons for the configurations discussed in Sec. 6.2.2. The NR strains (black)
are obtained by applying an FFI to ψ4 with f0 = 0.01/M . The gray EOB waveforms are obtained without
tuning the initial conditions, while the red EOB waveforms are obtained with the optimization procedure
discussed in the text. The EOB/NR phase and amplitude differences in the bottom panels refer to the
EOB optimized wave.

momentum JNR
0 = 1.01749M2 is an example of transition from a single to a double en-

counter, phenomenologically similar to the gb48 N256 configuration shown in the middle
upper panel of Fig. 6.5. In this case, the black holes perform a circular whirl before
plunging, as shown by the tracks of the black holes in the upper left panel of Fig. 6.6.
Phenomenologies of this kind correspond to the left edge of the magenta region in Fig. 6.3.

To complement the discussion of the previous section, we now compute the strain
by performing an FFI, even though, as we will see in a moment, this choice leads to
an unphysically small amplitude for the precursor (i.e. the part of the signal preced-
ing the first encounter). We show in Fig. 6.7 the comparisons of these NR waveforms
with the analytical ones obtained with TEOBResumS-Dalı̀. We consider two different
EOB waveforms: the first ones, shown in grey in Fig. 6.7, are obtained using the ini-
tial energy and angular momentum of the NR simulation, while the red EOB waveforms
are obtained by following the same optimization procedure discussed in the previous
section, with the difference that we now consider the zero-detuned, high-power noise
spectral density of Advanced LIGO [226]. The optimized unfaithfulness for the configu-
ration with lowest angular momentum is F̄ = 2.8% and the optimized initial conditions
are (Eopt

0 , Jopt
0 ) = (1.01107M, 1.01774M2). For the other configuration we get, after

optimization, F̄ = 1.6% and (Eopt
0 , Jopt

0 ) = (1.01112M, 1.02540M2). While the EOB
waveforms generated with optimized initial data are in good visual agreement with the
NR data, some aspects need to be discussed. First of all, the NR amplitude of the pre-
cursor is close to zero, while the EOB amplitude is not. This is an artifact of the NR
data that is a direct consequence of the FFI applied to the Weyl scalar ψ4. Indeed, since
we use a cut-off frequency of f0 = 0.01/M , the part of the signal with lower frequencies
(that is, the precursors) is simply removed by the integration procedure. However, lower
frequencies would introduce artificial drifts in the waveform that would make the whole
waveform unreliable. The second aspect that we highlight is that the not-optimized EOB
waveforms are shorter than the corresponding NR waveform in both cases. Since this
seems to be a general feature that occurs also for many other hyperbolic configurations,
it may be an indication that the EOB fluxes overestimate the real ones in the hyperbolic
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Figure 6.8: Scattering configuration discussed in Sec. 6.3. Left panel: tracks of the punctures; initial
positions on the x-axis. Right panel: EOB/NR comparison, analogous to the ones shown in Fig. 6.7.
The NR waveform is obtained using an FFI with a cut-off frequency f0 = 0.01/M .

comparable mass scenario. When we studied hyperbolic geodesics in Schwarzschild, we
already saw that the TEOBResumS energy fluxes overestimate the numerical results for the
two hyperbolic geodesic configurations without zoom-whirl behavior shown in Fig. 4.14
(TEOBResumS fluxes in red). However, this effect may be linked also to the NR-tuning of
the effective Hamiltonian, that is performed considering only quasi-circular binaries. As
a consequence, a larger set of dynamical captures could be used to further improve EOB
models, not only for the ringdown waveform as discussed in Ref. [7], but also to improve
the calibration of the dynamical sector, as mentioned in Sec. 2.3.1.

6.3 Hyperbolic scatterings

Since in the previous sections we have mainly discussed dynamical captures, we now
discuss an unbound configuration that is part of the new GR-Athena++ dataset men-
tioned in Sec. 6.2.2. NR scattering configurations have received much attention in recent
years [176, 257, 258], also because they can be used to test Post-Minkowskian predic-
tions [177, 178].

The initial NR energy and angular momentum of the scattering configuration con-
sidered are (ENR

0 , JNR
0 ) = (1.01103M, 1.06249M2). The corresponding tracks and the

waveform are reported in Fig. 6.8. Also in this case, to obtain the strain we apply an
FFI to ψ4 with cut-off frequency f0 = 0.01/M . For this configuration the mismatch
(or unfaithfulness) between the NR (2,2) waveform and the not-optimized EOB wave-
form is already quite low: F̄ = 1.4%. The optimization on the initial leads to a slight
improvement, yielding F̄ = 1.0%. The optimized initial conditions are (Eopt

0 , Jopt
0 ) =

(1.01093M, 1.05059M2). Note that in this case, the optimization procedure leads to an
angular momentum that is slightly smaller than JNR

0 , as opposed to the cases analyzed
in Sec. 6.2.2. The EOB/NR comparison reported in the right panel of Fig. 6.8 clearly
shows that the FFI leads to a strong underestimate of the precursor amplitude also in
this case. Moreover, since here we do not have a high-frequency ringdown signal, the FFI
also decreases the accuracy of the NR strain after the close passage.

Hyperbolic scattering configurations can be also used to test the dynamical sector of
EOB models. This can be achieved by comparing the gauge-invariant scattering angles
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χ obtained from the numerical simulation and the EOB model [176–178, 258]. The
standard procedure used to extract the scattering angle χ from numerical simulations is
to consider the relative motion of the two punctures in polar coordinates (r, θ), consider
the incoming and outgoing parts, θin(r) and θout(r), and extrapolate them to infinity
using 1/r polynomials. Note that there are some arbitrary choices in this procedure: i)
the radial intervals of θin(r) and θout(r) considered in the fits, ii) the polynomial order
NP . The minimum value of the relative separation r has to be chosen in order to avoid
the strong field regime. A typical choice, that we also adopt in this thesis, is to consider a
cutoff at rmin = 25M , both for θin(r) and θout(r). A more subtle detail is that one should
choose an upper cut-off for the incoming trajectory θin(r) . This is a consequence of the
gauge choices typically adopted in NR simulations with the moving punctures approach.
Indeed, the shift vector βi is initially set to zero, and thus Eq. (2.75) implies that the
punctures are initially at rest. Then, when the system is evolved in time, the punctures
acquire a certain velocity, and their trajectories become reasonably hyperbolic-like up to
the strong-field regime. Therefore, it is a good practice to consider an upper cut-off for
θin(r). In this thesis we choose this cut-off as rmax = r0 − 5M . The outgoing part of the
relative trajectory is clearly not affected by this problem, so we can consider the highest
separation available. To wrap up, we fit θin(r) over r ∈ [r0 − 5M, 25M ] and θout(r)
over r ∈ [25M, rend], where rend is the relative separation at the end of the simulation.
Regarding the polynomial order, we consider NP ∈ [2, 4]. We then pick the value that
corresponds to NP = 3 and we compute the error associated with the fit as the difference
between the minimum and maximum χ obtained.

Following this procedure, for the highest resolution (NM = 256) of the configuration
here discussed, we find χNR = 287.28◦, with an error associated with the fit of ∆χfit =
1.05◦. To evaluate the error associated with the finite resolution of the NR simulations,
we consider the same physical configuration but at a lower resolution, NM = 128. By
taking the difference between the angles obtained for the two different resolutions, we get
an NR error ∆χNR = 0.33◦. We thus conclude that the error associated with the physical
configuration here considered is χNR = 287.3 ± 1.1 ◦, where the error has been obtained
as a quadrature sum of ∆χfit and ∆χNR. Note that ∆χNR is practically negligible and
the main contribution to the error is given by the fitting procedure.

If we now apply the same procedure to the EOB configuration with not-optimized
initial data, we get χEOB = 291.8 ± 0.8 ◦. If we also remove the contribution of the
junk radiation from the initial values of energy and angular momentum, the EOB model
yields2 χafter−junk

EOB = 293.8± 0.2 ◦. These results are not in perfect agreement with the NR
results, but they are still remarkable considering that we are considering a configuration
with large χ, and therefore a strong-field regime. This level of accuracy is compatible
with the results reported in Ref. [258], see in particular Table II therein. Finally, if
we consider the scattering angle obtained with the optimized EOB initial conditions,
we get χopt

EOB ≃ 334◦. This shows that while the optimization procedure minimizes the
unfaithfulness, by construction, it is not guaranteed that it improves also the scattering
angle. This issue may be also linked to the artifacts introduced in the NR waveform by
the integration of the Weyl scalar.

We briefly mention that if we apply the same procedure to a scattering configuration of

2When dealing with after junk values of E and J , we use rEOB →∞ (rEOB = 104 in practice) since
those are the asymptotic values of energy and angular momentum. We verified this by computing these
two quantities extrapolating E(r) and J(r) to r →∞ using 1/r-polynomials.
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the old dataset with (ENR
0 , JNR

0 ) = (1.00395M, 1.06613M2), we get3 χNR = 267.8± 2.3 ◦

and χafter−junk
EOB = 270.9 ± 0.7 ◦. The better EOB/NR agreement is a direct consequence

of the fact that we are considering a configuration with a lower scattering angle, and
therefore a weaker field regime than the configuration discussed above.

We conclude the discussion on the scattering angles by underlying that while χ is in
principle a gauge invariant quantity, it is extracted from the NR data using the tracks
of the punctures, which are strictly linked to the gauge quantity βi. While this might
seem, a priori, an unreliable procedure, the high level of accuracy achieved for χ ≲ 250◦

suggests that this way of computing χNR is indeed reliable, at least in the low-energy
regime considered in this thesis and Refs. [176–178, 258]. A test on the impact of different
gauge choices on the NR scattering angle has been performed in Ref. [178], where the
authors considered EinsteinToolkit simulations and showed that changing the initial
value of the lapse function α does not have a great impact on the scattering angle χNR.
However, it would be interesting to perform similar tests on the parameters (µS, η) used
in the Gamma-driver (2.74). Indeed, Eq. (2.74) determines the evolution of the shift
vector βi, and thus, through Eq. (2.75), the motion of the punctures. However, it is not a
priori guaranteed that this procedure will remain reliable also in the high-energy regime.

6.4 Summary

In this last chapter we have discussed hyperbolic configurations following Refs. [2, 7]
and presenting some new results that have been not made public yet. We focused in
particular on the dynamical capture scenario. In Sec. 6.1 we started to study the dynamics
of these systems in the test mass limit case, but in Sec. 6.2 we rapidly moved to the
comparable mass case, where dynamical captures are more likely to occur due to the
greater relevance of the radiation reaction. We discussed the transition from scattering
to plunge by analyzing the prediction of the EOB model TEOBResumS-Dalı̀. In Sec. 6.2.1
and 6.2.2 we tackled this problem using the NR code GR-Athena++ to simulate dynamical
captures of equal mass nonspinning black holes. The integration used to derive the
extrapolated strain from the Weyl scalar of these configurations is complicated, and
both the FFI and TDI methods present their own set of problematics. For this reason,
CCE or waveform extraction à la Regge-Wheeler-Zerilli might be necessary to achieve
accurate NR waveforms for hyperbolic binaries. Nonetheless, we presented EOB/NR
waveform comparisons, highlighting that a larger set of NR dynamical captures could be
used to inform and improve the TEOBResumS-Dalı̀ model. We concluded this chapter
by discussing in Sec. 6.3 a scattering configuration and how scattering angles can be
computed from NR simulations.

3The higher NR error on χ is linked to the fact that this simulation has shorter outgoing tracks.
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Chapter 7

Conclusions

In this Ph.D. thesis we have discussed in detail different approaches for non-circularized
binaries, focusing in particular on the synergies between numerical and analytical meth-
ods. We started with a brief introduction to gravitational waves and test particle dy-
namics in black hole geometries in Chapter 1, and continued the introductory material
in Chapter 2 by discussing EOB models and NR methods for black hole binaries with
comparable masses.

We started to present original material from Chapter 3. We extensively discussed
the test particle limit, both considering planar geodesics in Kerr and non-conservative
dynamics. The latter were obtained by plugging an EOB radiation reaction in the
Hamilton EOM. We computed the numerical gravitational waveforms and fluxes by
solving the Regge-Wheeler and Zerilli equations [109, 110] with the time-domain code
RWZHyp [122–125], or by solving the Teukolsky equation [116] with the 2+1 time-domain
code Teukode [126]. We focus in particular on the linear perturbations produced by
test masses on eccentric bounded orbits, whose corresponding gravitational signals have
been fundamental in order to test and improve the non-circular analytical prescriptions
employed in the EOB model TEOBResumS-Dalı̀ [145–148]. In particular, Ref. [1] has
extensively tested the generic (rather than circular) Newtonian prefactor introduced in
Ref. [145], showing the reliability of the associated waveform and radiation reaction for
a large range of planar orbits in Kerr spacetime. The accuracy of the generic Newtonian
prefactor finds its roots in the fact that the time-derivatives of r and Ω are kept explicit,
rather than PN-expanded. We concluded the discussion on test particle eccentric config-
urations in Chapter 3 by discussing the plunge, merger, and ringdown of such systems.
We also proposed a simple ringdown model and related NQC corrections to complete the
EOB analytical waveform for the inspiral. We thus obtained an accurate EOB waveform
for the whole evolution of eccentric planar inspirals in the extreme-mass ratio regime.

In Chapter 4, we considered 2PN noncircular corrections to the inspiral waveform and
to radiation reactions, which were crucially obtained by first factorizing the generic New-
tonian prefactor discussed above. We start by introducing in Sec. 4.1 the instantaneous
and hereditary 2PN noncircular contributions computed and tested in Ref. [3]. The nu-
merical results obtained in the test particle limit have been once again crucial to test the
reliability of the analytical expressions employed in the EOB model. After proper factor-
ization and resummation, the 2PN corrections of Ref. [3] led to a more accurate phase
for the multipolar EOB waveform. In Chapter 4 we also discussed higher-modes, m = 0
modes included. In Sec. 4.2 we then focused on the radiation reaction, showing that
the prescriptions that factorize the generic Newtonian prefactor yield a better analyti-
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cal/numerical agreement [4]. Finally, in Sec. 4.3 we introduced an alternative approach
to computing the instantaneous 2PN noncircular contribution [5], which has been proven
to be more accurate and reliable than the one previously discussed in Sec. 4.1. Through
Chapter 4 we also discussed the impact of these 2PN noncircular corrections on the
accuracy of TEOBResumS-Dalı̀, finding that they may indeed lead to some small improve-
ments in the EOB waveforms. However, consider that 2PN-informed TEOBResumS-Dalı̀

has been only tested against SXS simulations with maximum eccentricity eNR ∼ 0.3,
and is thus possible, and actually probable, that the 2PN noncircular corrections would
become more relevant for more eccentric configurations.

While in Chapter 4 we mainly discussed the EOB inspiral waveform, in Chapter 5 we
shifted our attention to the plunge, merger, and ringdown of eccentric nonspinning bina-
ries, mainly following Ref. [6]. We studied in detail the phenomenology of the transition
from inspiral to plunge, and all the pieces that enter the construction of the ringdown
waveform and the NQC corrections. We thus presented a complete EOB waveform, that
we proved to be extremely accurate in the quasi-circular case, and that still yields reli-
able results for all the eccentricities considered (up to e ∼ 0.9), even if the performance
slightly degrades as the eccentricity increases. A crucial aspect has been the introduction
in Eq. (5.3) of an “impact parameter” b̂Ωpk

, that has been used to find order-relations
between merger and ringdown quantities. Ref. [12] recently showed that a generalization
of b̂Ωpk

can be used with similar purposes also in the comparable mass case, notably even
for spinning binaries. We also discussed the modelization of the postpeak (ringdown)
waveforms for the higher-modes, showing that matching the ringdown waveform of the
higher modes to the inspiral waveform at tpeakA22

rather than at tpeakAℓm
, as originally proposed

in Ref. [58], leads to a more accurate analytical waveform. This latter modelization is
particularly relevant for binaries with anti-aligned spins.

We concluded this thesis by discussing in Chapter 6 hyperbolic scatterings and dy-
namical captures. We opened, as usual, by discussing the test particle limit, but we then
rapidly moved to the comparable mass case, where dynamical captures are more likely
to occur. In Sec. 6.2 we studied the phenomenologies of (initially) unbounded configura-
tions prediction using TEOBResumS-Dalı̀, as done in Ref. [146]. We then discussed NR
simulations of hyperbolic systems performed with the code GR-Athena++. In particular,
we reported the GR-Athena++/EinsteinToolkit comparisons discussed in Ref. [7] and
the EOB/NR comparisons shown in the Supplemental Material of Ref. [2]. We argued
that there are practical difficulties in computing the multipolar strain by integrating the
Weyl scalar ψ4 using standard techniques (both in the time and frequency domains). We
continued by presenting a few examples of a new dataset that is currently under devel-
opment. While the main focus of Chapter 6 has been on dynamical captures, in Sec. 6.3
we also considered a scattering configuration, showing the EOB/NR comparisons both
for the waveform and for the scattering angle.
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Appendix A

Test mass fluxes from eccentric
configurations

In this appendix we report the explicit analytical expressions of the noncircular Newto-
nian prefactors of the (ℓ,m) = (2, 2), (2, 1), (3, 3), (3, 2), (4, 4) multipoles [1], both for the
waveform and the angular radiation reaction. We also list in Table A.1 all the numerical
geodesics simulations analyzed in Chapter 3. We also report the corresponding numerical
averaged fluxes in the same table, together with their analytical counterparts. The latter
have been computed using the energy balance equations (2.37) and the radiation reaction
from Eqs. (2.46) and (3.7). A visual representation of the analytical/numerical relative
differences for these fluxes is reported in Fig. 3.6.

A.1 Noncircular Newtonian prefactors for waveforms

and fluxes

ĥ
(N,0)nc
22 = 1− ṙ2
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ĥ
(N,1)nc
32 = 1− 9ṙ2
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r3Ω7
− 9Ω(4)ṙ2
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16rΩ8
+

21Ω̇ṙ

rΩ3
− 15r̈Ω̇ṙ
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64r5Ω7
+

405r̈Ω̇ṙ5

1024r6Ω9
− 45r(3)ṙ5
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1024r6Ω8
− 75r(4)ṙ4
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128r2Ω8

+
165Ω̈Ω̇2ṙ2
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1024r2Ω9

+
5Ω̈Ω(3)ṙ
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+

5Ω̈Ω(3)Ω̇

2048Ω9
− 5Ω(3)Ω̇

32Ω6
+

15r̈Ω(3)Ω̇

256rΩ8

− 45r(3)Ω̇

32rΩ5
+

165r̈r(3)Ω̇

256r2Ω7
+

3r(5)Ω̇

512rΩ7
− 45r̈2r(3)Ω̇

2048r3Ω9
+

5r(3)r(4)Ω̇

2048r2Ω9
− 3r̈r(5)Ω̇

2048r2Ω9
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− 4r̈

rΩ2
+

147r̈2

32r2Ω4
+

3r(4)

32rΩ4
− 45r̈3

32r3Ω6
+

5r(3)
2

32r2Ω6
− 5r̈r(4)

32r2Ω6
+

405r̈4

4096r4Ω8

− 15r̈r(3)
2

512r3Ω8
+

5r(4)
2

4096r2Ω8
+

45r̈2r(4)

2048r3Ω8
− r(3)r(5)

1024r2Ω8
. (A.10)

A.2 Geodesic eccentric configurations

Table A.1: List of geodesic eccentric configurations considered in Chapter 3, together with the corre-
sponding numerical and analytical averaged fluxes and relative differences. For each eccentricity, there
are three blocks of simulations, one for each class of semilatera recta: near, intermediate and distant; see
discussion in Sec. 3.1. The relative differences for the fluxes are visualized in Fig. 3.6. From Ref. [1].

e â p ps ⟨Ėteuk⟩ ⟨ĖNP⟩ ∆ENP/E ⟨J̇teuk⟩ ⟨J̇NP⟩ ∆JNP/J

0.0 −0.9 8.727 8.717 1.732 · 10−4 1.731 · 10−4 4.9 · 10−4 4.309 · 10−3 4.307 · 10−3 4.9 · 10−4

0.0 −0.8 8.442 8.432 2.017 · 10−4 2.016 · 10−4 5.7 · 10−4 4.786 · 10−3 4.783 · 10−3 5.7 · 10−4

0.0 −0.7 8.153 8.143 2.365 · 10−4 2.364 · 10−4 6.7 · 10−4 5.341 · 10−3 5.337 · 10−3 6.7 · 10−4

0.0 −0.6 7.861 7.851 2.794 · 10−4 2.792 · 10−4 7.9 · 10−4 5.991 · 10−3 5.986 · 10−3 7.9 · 10−4

0.0 −0.5 7.565 7.555 3.326 · 10−4 3.323 · 10−4 9.4 · 10−4 6.754 · 10−3 6.748 · 10−3 9.4 · 10−4

0.0 −0.4 7.264 7.254 3.995 · 10−4 3.990 · 10−4 1.1 · 10−3 7.661 · 10−3 7.653 · 10−3 1.1 · 10−3

0.0 −0.3 6.959 6.949 4.843 · 10−4 4.836 · 10−4 1.4 · 10−3 8.745 · 10−3 8.734 · 10−3 1.4 · 10−3

0.0 −0.2 6.649 6.639 5.938 · 10−4 5.928 · 10−4 1.7 · 10−3 1.006 · 10−2 1.004 · 10−2 1.7 · 10−3

0.0 −0.1 6.333 6.323 7.374 · 10−4 7.359 · 10−4 2.0 · 10−3 1.168 · 10−2 1.165 · 10−2 2.0 · 10−3

0.0 0.0 6.010 6.000 9.287 · 10−4 9.264 · 10−4 2.5 · 10−3 1.368 · 10−2 1.365 · 10−2 2.5 · 10−3

0.0 0.1 5.679 5.669 1.189 · 10−3 1.185 · 10−3 3.2 · 10−3 1.621 · 10−2 1.616 · 10−2 3.2 · 10−3

0.0 0.2 5.339 5.329 1.553 · 10−3 1.547 · 10−3 4.0 · 10−3 1.947 · 10−2 1.939 · 10−2 4.0 · 10−3

0.0 0.3 4.989 4.979 2.075 · 10−3 2.064 · 10−3 5.2 · 10−3 2.375 · 10−2 2.362 · 10−2 5.2 · 10−3

0.0 0.4 4.624 4.614 2.857 · 10−3 2.837 · 10−3 6.9 · 10−3 2.955 · 10−2 2.935 · 10−2 6.9 · 10−3

0.0 0.5 4.243 4.233 4.072 · 10−3 4.034 · 10−3 9.4 · 10−3 3.763 · 10−2 3.728 · 10−2 9.4 · 10−3

0.0 0.6 3.839 3.829 6.089 · 10−3 6.008 · 10−3 1.3 · 10−2 4.945 · 10−2 4.880 · 10−2 1.3 · 10−2

0.0 0.7 3.403 3.393 9.715 · 10−3 9.520 · 10−3 2.0 · 10−2 6.779 · 10−2 6.643 · 10−2 2.0 · 10−2

0.0 0.8 2.917 2.907 1.709 · 10−2 1.652 · 10−2 3.3 · 10−2 9.882 · 10−2 9.551 · 10−2 3.3 · 10−2

0.0 0.9 2.331 2.321 3.552 · 10−2 3.312 · 10−2 6.7 · 10−2 1.583 · 10−1 1.477 · 10−1 6.7 · 10−2

0.0 −0.9 13.076 8.717 1.837 · 10−5 1.837 · 10−5 9.1 · 10−5 8.520 · 10−4 8.519 · 10−4 9.2 · 10−5

0.0 −0.6 11.776 7.851 3.015 · 10−5 3.015 · 10−5 8.8 · 10−5 1.200 · 10−3 1.200 · 10−3 8.9 · 10−5

0.0 −0.2 9.959 6.639 6.618 · 10−5 6.617 · 10−5 1.3 · 10−4 2.066 · 10−3 2.066 · 10−3 1.3 · 10−4

0.0 0.0 9.000 6.000 1.059 · 10−4 1.059 · 10−4 1.8 · 10−4 2.859 · 10−3 2.859 · 10−3 1.8 · 10−4

0.0 0.2 7.994 5.329 1.827 · 10−4 1.827 · 10−4 2.8 · 10−4 4.167 · 10−3 4.166 · 10−3 2.8 · 10−4

0.0 0.6 5.744 3.829 8.083 · 10−4 8.074 · 10−4 1.1 · 10−3 1.161 · 10−2 1.160 · 10−2 1.1 · 10−3

0.0 0.9 3.481 2.321 6.623 · 10−3 6.552 · 10−3 1.1 · 10−2 4.898 · 10−2 4.846 · 10−2 1.1 · 10−2

0.0 −0.9 18.888 8.717 2.702 · 10−6 2.702 · 10−6 1.3 · 10−4 2.194 · 10−4 2.194 · 10−4 1.4 · 10−4

0.0 −0.6 17.010 7.851 4.477 · 10−6 4.476 · 10−6 9.9 · 10−5 3.114 · 10−4 3.114 · 10−4 1.1 · 10−4

0.0 −0.2 14.385 6.639 1.000 · 10−5 1.000 · 10−5 7.6 · 10−5 5.438 · 10−4 5.438 · 10−4 7.6 · 10−5

0.0 0.0 13.000 6.000 1.621 · 10−5 1.621 · 10−5 6.5 · 10−5 7.598 · 10−4 7.597 · 10−4 6.2 · 10−5

0.0 0.2 11.547 5.329 2.843 · 10−5 2.843 · 10−5 5.8 · 10−5 1.121 · 10−3 1.121 · 10−3 5.8 · 10−5

0.0 0.6 8.296 3.829 1.336 · 10−4 1.335 · 10−4 1.1 · 10−4 3.272 · 10−3 3.271 · 10−3 1.1 · 10−4

0.0 0.9 5.029 2.321 1.280 · 10−3 1.278 · 10−3 1.4 · 10−3 1.558 · 10−2 1.556 · 10−2 1.4 · 10−3

0.1 −0.9 9.014 9.004 1.870 · 10−4 1.869 · 10−4 3.8 · 10−4 4.505 · 10−3 4.503 · 10−3 4.3 · 10−4

0.1 −0.6 8.119 8.109 3.002 · 10−4 3.000 · 10−4 7.8 · 10−4 6.241 · 10−3 6.236 · 10−3 8.2 · 10−4

0.1 −0.2 6.869 6.859 6.329 · 10−4 6.317 · 10−4 1.9 · 10−3 1.042 · 10−2 1.040 · 10−2 1.9 · 10−3

0.1 0.0 6.210 6.200 9.845 · 10−4 9.814 · 10−4 3.1 · 10−3 1.412 · 10−2 1.408 · 10−2 3.0 · 10−3

0.1 0.2 5.518 5.508 1.636 · 10−3 1.628 · 10−3 5.0 · 10−3 2.001 · 10−2 1.991 · 10−2 4.9 · 10−3

0.1 0.6 3.970 3.960 6.300 · 10−3 6.200 · 10−3 1.6 · 10−2 5.022 · 10−2 4.945 · 10−2 1.6 · 10−2

0.1 0.9 2.415 2.405 3.566 · 10−2 3.308 · 10−2 7.2 · 10−2 1.578 · 10−1 1.466 · 10−1 7.1 · 10−2

0.1 −0.9 13.070 9.004 1.897 · 10−5 1.901 · 10−5 −2.1 · 10−3 8.583 · 10−4 8.593 · 10−4 −1.2 · 10−3

0.1 −0.6 11.772 8.109 3.112 · 10−5 3.117 · 10−5 −1.7 · 10−3 1.209 · 10−3 1.210 · 10−3 −8.1 · 10−4

0.1 −0.2 9.957 6.859 6.825 · 10−5 6.830 · 10−5 −8.3 · 10−4 2.081 · 10−3 2.081 · 10−3 −6.0 · 10−5

0.1 0.0 9.000 6.200 1.091 · 10−4 1.092 · 10−4 −1.8 · 10−4 2.878 · 10−3 2.877 · 10−3 4.9 · 10−4

0.1 0.2 7.996 5.508 1.882 · 10−4 1.880 · 10−4 7.2 · 10−4 4.194 · 10−3 4.188 · 10−3 1.2 · 10−3

0.1 0.6 5.749 3.960 8.299 · 10−4 8.262 · 10−4 4.5 · 10−3 1.167 · 10−2 1.162 · 10−2 4.4 · 10−3

0.1 0.9 3.491 2.405 6.735 · 10−3 6.596 · 10−3 2.1 · 10−2 4.903 · 10−2 4.811 · 10−2 1.9 · 10−2

0.1 −0.9 18.879 9.004 2.768 · 10−6 2.773 · 10−6 −1.8 · 10−3 2.196 · 10−4 2.198 · 10−4 −8.6 · 10−4

0.1 −0.6 17.004 8.109 4.584 · 10−6 4.590 · 10−6 −1.5 · 10−3 3.117 · 10−4 3.118 · 10−4 −6.0 · 10−4

0.1 −0.2 14.382 6.859 1.023 · 10−5 1.024 · 10−5 −9.1 · 10−4 5.440 · 10−4 5.441 · 10−4 −6.7 · 10−5

0.1 0.0 13.000 6.200 1.657 · 10−5 1.658 · 10−5 −4.7 · 10−4 7.598 · 10−4 7.596 · 10−4 3.2 · 10−4
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Table A.1 – continued from previous page

e â p ps ⟨Ėteuk⟩ ⟨ĖNP⟩ ∆ENP/E ⟨J̇teuk⟩ ⟨J̇NP⟩ ∆JNP/J

0.1 0.2 11.549 5.508 2.904 · 10−5 2.904 · 10−5 1.2 · 10−4 1.121 · 10−3 1.120 · 10−3 8.4 · 10−4

0.1 0.6 8.304 3.960 1.360 · 10−4 1.357 · 10−4 2.4 · 10−3 3.266 · 10−3 3.257 · 10−3 2.7 · 10−3

0.1 0.9 5.043 2.405 1.293 · 10−3 1.281 · 10−3 8.8 · 10−3 1.549 · 10−2 1.537 · 10−2 7.9 · 10−3

0.3 −0.9 9.564 9.554 2.546 · 10−4 2.550 · 10−4 −1.4 · 10−3 5.324 · 10−3 5.330 · 10−3 −1.1 · 10−3

0.3 −0.6 8.622 8.612 4.055 · 10−4 4.056 · 10−4 −2.0 · 10−4 7.339 · 10−3 7.337 · 10−3 1.9 · 10−4

0.3 −0.2 7.305 7.295 8.426 · 10−4 8.400 · 10−4 3.0 · 10−3 1.215 · 10−2 1.211 · 10−2 3.3 · 10−3

0.3 0.0 6.610 6.600 1.298 · 10−3 1.291 · 10−3 5.9 · 10−3 1.637 · 10−2 1.627 · 10−2 6.2 · 10−3

0.3 0.1 6.250 6.240 1.648 · 10−3 1.635 · 10−3 7.9 · 10−3 1.929 · 10−2 1.913 · 10−2 8.1 · 10−3

0.3 0.2 5.881 5.871 2.131 · 10−3 2.109 · 10−3 1.1 · 10−2 2.302 · 10−2 2.278 · 10−2 1.1 · 10−2

0.3 0.3 5.500 5.490 2.817 · 10−3 2.777 · 10−3 1.4 · 10−2 2.789 · 10−2 2.750 · 10−2 1.4 · 10−2

0.3 0.4 5.104 5.094 3.824 · 10−3 3.754 · 10−3 1.8 · 10−2 3.440 · 10−2 3.378 · 10−2 1.8 · 10−2

0.3 0.5 4.689 4.679 5.366 · 10−3 5.235 · 10−3 2.4 · 10−2 4.339 · 10−2 4.236 · 10−2 2.4 · 10−2

0.3 0.6 4.250 4.240 7.862 · 10−3 7.602 · 10−3 3.3 · 10−2 5.630 · 10−2 5.451 · 10−2 3.2 · 10−2

0.3 0.7 3.777 3.767 1.221 · 10−2 1.165 · 10−2 4.6 · 10−2 7.590 · 10−2 7.256 · 10−2 4.4 · 10−2

0.3 0.8 3.249 3.239 2.065 · 10−2 1.926 · 10−2 6.7 · 10−2 1.078 · 10−1 1.009 · 10−1 6.4 · 10−2

0.3 0.9 2.615 2.605 4.030 · 10−2 3.602 · 10−2 1.1 · 10−1 1.662 · 10−1 1.495 · 10−1 1.0 · 10−1

0.3 −0.9 13.028 9.554 2.350 · 10−5 2.392 · 10−5 −1.8 · 10−2 8.995 · 10−4 9.095 · 10−4 −1.1 · 10−2

0.3 −0.6 11.743 8.612 3.843 · 10−5 3.898 · 10−5 −1.4 · 10−2 1.265 · 10−3 1.275 · 10−3 −7.9 · 10−3

0.3 −0.2 9.947 7.295 8.381 · 10−5 8.443 · 10−5 −7.4 · 10−3 2.174 · 10−3 2.178 · 10−3 −1.7 · 10−3

0.3 0.0 9.000 6.600 1.335 · 10−4 1.338 · 10−4 −2.5 · 10−3 3.004 · 10−3 2.996 · 10−3 2.6 · 10−3

0.3 0.2 8.006 5.871 2.289 · 10−4 2.280 · 10−4 4.1 · 10−3 4.369 · 10−3 4.333 · 10−3 8.2 · 10−3

0.3 0.6 5.782 4.240 9.889 · 10−4 9.612 · 10−4 2.8 · 10−2 1.207 · 10−2 1.173 · 10−2 2.8 · 10−2

0.3 0.9 3.553 2.605 7.574 · 10−3 6.922 · 10−3 8.6 · 10−2 4.941 · 10−2 4.575 · 10−2 7.4 · 10−2

0.3 −0.9 18.818 9.554 3.231 · 10−6 3.284 · 10−6 −1.6 · 10−2 2.191 · 10−4 2.211 · 10−4 −9.0 · 10−3

0.3 −0.6 16.962 8.612 5.333 · 10−6 5.405 · 10−6 −1.3 · 10−2 3.105 · 10−4 3.124 · 10−4 −6.3 · 10−3

0.3 −0.2 14.368 7.295 1.184 · 10−5 1.193 · 10−5 −7.8 · 10−3 5.407 · 10−4 5.413 · 10−4 −1.2 · 10−3

0.3 0.0 13.000 6.600 1.910 · 10−5 1.918 · 10−5 −3.9 · 10−3 7.540 · 10−4 7.522 · 10−4 2.3 · 10−3

0.3 0.2 11.564 5.871 3.331 · 10−5 3.327 · 10−5 1.4 · 10−3 1.110 · 10−3 1.102 · 10−3 7.0 · 10−3

0.3 0.6 8.352 4.240 1.533 · 10−4 1.503 · 10−4 2.0 · 10−2 3.211 · 10−3 3.137 · 10−3 2.3 · 10−2

0.3 0.9 5.132 2.605 1.389 · 10−3 1.305 · 10−3 6.1 · 10−2 1.489 · 10−2 1.407 · 10−2 5.5 · 10−2

0.5 −0.9 10.089 10.079 3.287 · 10−4 3.302 · 10−4 −4.6 · 10−3 5.933 · 10−3 5.958 · 10−3 −4.2 · 10−3

0.5 −0.6 9.107 9.097 5.198 · 10−4 5.208 · 10−4 −2.0 · 10−3 8.149 · 10−3 8.160 · 10−3 −1.4 · 10−3

0.5 −0.2 7.734 7.724 1.067 · 10−3 1.062 · 10−3 4.7 · 10−3 1.341 · 10−2 1.334 · 10−2 5.5 · 10−3

0.5 0.0 7.010 7.000 1.630 · 10−3 1.613 · 10−3 1.1 · 10−2 1.799 · 10−2 1.779 · 10−2 1.1 · 10−2

0.5 0.2 6.250 6.240 2.647 · 10−3 2.595 · 10−3 2.0 · 10−2 2.517 · 10−2 2.466 · 10−2 2.0 · 10−2

0.5 0.6 4.548 4.538 9.403 · 10−3 8.859 · 10−3 5.8 · 10−2 6.039 · 10−2 5.693 · 10−2 5.7 · 10−2

0.5 0.9 2.843 2.833 4.424 · 10−2 3.792 · 10−2 1.4 · 10−1 1.696 · 10−1 1.463 · 10−1 1.4 · 10−1

0.5 −0.9 12.959 10.079 3.078 · 10−5 3.211 · 10−5 −4.3 · 10−2 9.314 · 10−4 9.592 · 10−4 −3.0 · 10−2

0.5 −0.6 11.697 9.097 5.009 · 10−5 5.182 · 10−5 −3.5 · 10−2 1.309 · 10−3 1.337 · 10−3 −2.1 · 10−2

0.5 −0.2 9.931 7.724 1.082 · 10−4 1.102 · 10−4 −1.8 · 10−2 2.243 · 10−3 2.256 · 10−3 −5.9 · 10−3

0.5 0.0 9.000 7.000 1.713 · 10−4 1.723 · 10−4 −5.8 · 10−3 3.093 · 10−3 3.078 · 10−3 4.9 · 10−3

0.5 0.2 8.022 6.240 2.914 · 10−4 2.885 · 10−4 1.0 · 10−2 4.488 · 10−3 4.403 · 10−3 1.9 · 10−2

0.5 0.6 5.834 4.538 1.222 · 10−3 1.143 · 10−3 6.4 · 10−2 1.228 · 10−2 1.147 · 10−2 6.6 · 10−2

0.5 0.9 3.643 2.833 8.674 · 10−3 7.191 · 10−3 1.7 · 10−1 4.867 · 10−2 4.117 · 10−2 1.5 · 10−1

0.5 −0.9 18.718 10.079 3.808 · 10−6 3.973 · 10−6 −4.3 · 10−2 2.062 · 10−4 2.115 · 10−4 −2.6 · 10−2

0.5 −0.6 16.895 9.097 6.255 · 10−6 6.473 · 10−6 −3.5 · 10−2 2.915 · 10−4 2.968 · 10−4 −1.8 · 10−2

0.5 −0.2 14.345 7.724 1.377 · 10−5 1.403 · 10−5 −1.9 · 10−2 5.058 · 10−4 5.077 · 10−4 −3.7 · 10−3

0.5 0.0 13.000 7.000 2.208 · 10−5 2.226 · 10−5 −8.1 · 10−3 7.038 · 10−4 6.995 · 10−4 6.0 · 10−3

0.5 0.2 11.588 6.240 3.822 · 10−5 3.799 · 10−5 6.1 · 10−3 1.033 · 10−3 1.014 · 10−3 1.9 · 10−2

0.5 0.6 8.427 4.538 1.715 · 10−4 1.624 · 10−4 5.3 · 10−2 2.960 · 10−3 2.785 · 10−3 5.9 · 10−2

0.5 0.9 5.262 2.833 1.467 · 10−3 1.259 · 10−3 1.4 · 10−1 1.343 · 10−2 1.165 · 10−2 1.3 · 10−1

0.7 −0.9 10.595 10.585 3.364 · 10−4 3.394 · 10−4 −8.9 · 10−3 5.335 · 10−3 5.381 · 10−3 −8.8 · 10−3

0.7 −0.6 9.580 9.570 5.294 · 10−4 5.316 · 10−4 −4.2 · 10−3 7.320 · 10−3 7.346 · 10−3 −3.6 · 10−3

0.7 −0.2 8.160 8.150 1.077 · 10−3 1.070 · 10−3 7.4 · 10−3 1.203 · 10−2 1.193 · 10−2 8.6 · 10−3

0.7 0.0 7.410 7.400 1.637 · 10−3 1.609 · 10−3 1.7 · 10−2 1.613 · 10−2 1.583 · 10−2 1.9 · 10−2

0.7 0.2 6.622 6.612 2.641 · 10−3 2.558 · 10−3 3.2 · 10−2 2.255 · 10−2 2.181 · 10−2 3.3 · 10−2

0.7 0.6 4.858 4.848 9.173 · 10−3 8.375 · 10−3 8.7 · 10−2 5.390 · 10−2 4.916 · 10−2 8.8 · 10−2

0.7 0.9 3.088 3.078 4.151 · 10−2 3.437 · 10−2 1.7 · 10−1 1.504 · 10−1 1.249 · 10−1 1.7 · 10−1

0.7 −0.9 12.873 10.585 3.427 · 10−5 3.680 · 10−5 −7.4 · 10−2 8.231 · 10−4 8.685 · 10−4 −5.5 · 10−2

0.7 −0.6 11.639 9.570 5.545 · 10−5 5.871 · 10−5 −5.9 · 10−2 1.155 · 10−3 1.201 · 10−3 −4.1 · 10−2

0.7 −0.2 9.912 8.150 1.186 · 10−4 1.222 · 10−4 −3.0 · 10−2 1.974 · 10−3 2.000 · 10−3 −1.3 · 10−2

0.7 0.0 9.000 7.400 1.865 · 10−4 1.882 · 10−4 −9.2 · 10−3 2.719 · 10−3 2.702 · 10−3 5.9 · 10−3

0.7 0.2 8.042 6.612 3.144 · 10−4 3.089 · 10−4 1.8 · 10−2 3.937 · 10−3 3.817 · 10−3 3.0 · 10−2

0.7 0.6 5.896 4.848 1.278 · 10−3 1.143 · 10−3 1.1 · 10−1 1.068 · 10−2 9.517 · 10−3 1.1 · 10−1

0.7 0.9 3.744 3.078 8.476 · 10−3 6.396 · 10−3 2.5 · 10−1 4.133 · 10−2 3.186 · 10−2 2.3 · 10−1

0.7 −0.9 18.595 10.585 3.648 · 10−6 3.952 · 10−6 −8.3 · 10−2 1.578 · 10−4 1.660 · 10−4 −5.2 · 10−2

0.7 −0.6 16.812 9.570 5.957 · 10−6 6.349 · 10−6 −6.6 · 10−2 2.225 · 10−4 2.307 · 10−4 −3.7 · 10−2

0.7 −0.2 14.317 8.150 1.298 · 10−5 1.341 · 10−5 −3.4 · 10−2 3.846 · 10−4 3.879 · 10−4 −8.5 · 10−3
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e â p ps ⟨Ėteuk⟩ ⟨ĖNP⟩ ∆ENP/E ⟨J̇teuk⟩ ⟨J̇NP⟩ ∆JNP/J

0.7 0.0 13.000 7.400 2.067 · 10−5 2.093 · 10−5 −1.2 · 10−2 5.338 · 10−4 5.283 · 10−4 1.0 · 10−2

0.7 0.2 11.616 6.612 3.548 · 10−5 3.497 · 10−5 1.5 · 10−2 7.815 · 10−4 7.550 · 10−4 3.4 · 10−2

0.7 0.6 8.517 4.848 1.550 · 10−4 1.397 · 10−4 9.9 · 10−2 2.219 · 10−3 1.982 · 10−3 1.1 · 10−1

0.7 0.9 5.408 3.078 1.257 · 10−3 9.635 · 10−4 2.3 · 10−1 9.906 · 10−3 7.716 · 10−3 2.2 · 10−1

0.9 −0.9 11.084 11.074 1.439 · 10−4 1.460 · 10−4 −1.5 · 10−2 2.040 · 10−3 2.071 · 10−3 −1.5 · 10−2

0.9 −0.6 10.042 10.032 2.261 · 10−4 2.277 · 10−4 −7.2 · 10−3 2.807 · 10−3 2.826 · 10−3 −6.7 · 10−3

0.9 −0.2 8.582 8.572 4.594 · 10−4 4.544 · 10−4 1.1 · 10−2 4.643 · 10−3 4.585 · 10−3 1.2 · 10−2

0.9 0.0 7.810 7.800 6.979 · 10−4 6.799 · 10−4 2.6 · 10−2 6.253 · 10−3 6.080 · 10−3 2.8 · 10−2

0.9 0.2 6.999 6.989 1.126 · 10−3 1.073 · 10−3 4.7 · 10−2 8.798 · 10−3 8.368 · 10−3 4.9 · 10−2

0.9 0.6 5.177 5.167 3.935 · 10−3 3.467 · 10−3 1.2 · 10−1 2.155 · 10−2 1.894 · 10−2 1.2 · 10−1

0.9 0.9 3.344 3.334 1.877 · 10−2 1.516 · 10−2 1.9 · 10−1 6.525 · 10−2 5.270 · 10−2 1.9 · 10−1

0.9 −0.9 12.778 11.074 1.704 · 10−5 1.883 · 10−5 −1.0 · 10−1 3.320 · 10−4 3.598 · 10−4 −8.4 · 10−2

0.9 −0.6 11.576 10.032 2.741 · 10−5 2.969 · 10−5 −8.3 · 10−2 4.654 · 10−4 4.944 · 10−4 −6.2 · 10−2

0.9 −0.2 9.891 8.572 5.806 · 10−5 6.043 · 10−5 −4.1 · 10−2 7.946 · 10−4 8.120 · 10−4 −2.2 · 10−2

0.9 0.0 9.000 7.800 9.068 · 10−5 9.169 · 10−5 −1.1 · 10−2 1.093 · 10−3 1.087 · 10−3 6.1 · 10−3

0.9 0.2 8.064 6.989 1.516 · 10−4 1.475 · 10−4 2.7 · 10−2 1.582 · 10−3 1.515 · 10−3 4.2 · 10−2

0.9 0.6 5.962 5.167 5.996 · 10−4 5.120 · 10−4 1.5 · 10−1 4.278 · 10−3 3.633 · 10−3 1.5 · 10−1

0.9 0.9 3.847 3.334 3.818 · 10−3 2.678 · 10−3 3.0 · 10−1 1.656 · 10−2 1.184 · 10−2 2.8 · 10−1

0.9 −0.9 18.457 11.074 1.474 · 10−6 1.679 · 10−6 −1.4 · 10−1 5.209 · 10−5 5.684 · 10−5 −9.1 · 10−2

0.9 −0.6 16.720 10.032 2.391 · 10−6 2.651 · 10−6 −1.1 · 10−1 7.330 · 10−5 7.803 · 10−5 −6.5 · 10−2

0.9 −0.2 14.287 8.572 5.151 · 10−6 5.430 · 10−6 −5.4 · 10−2 1.262 · 10−4 1.284 · 10−4 −1.7 · 10−2

0.9 0.0 13.000 7.800 8.148 · 10−6 8.299 · 10−6 −1.8 · 10−2 1.747 · 10−4 1.724 · 10−4 1.3 · 10−2

0.9 0.2 11.648 6.989 1.387 · 10−5 1.352 · 10−5 2.5 · 10−2 2.550 · 10−4 2.421 · 10−4 5.1 · 10−2

0.9 0.6 8.612 5.167 5.904 · 10−5 5.003 · 10−5 1.5 · 10−1 7.194 · 10−4 6.041 · 10−4 1.6 · 10−1

0.9 0.9 5.557 3.334 4.602 · 10−4 3.105 · 10−4 3.3 · 10−1 3.196 · 10−3 2.211 · 10−3 3.1 · 10−1
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Appendix B

Noncircular 2PN corrections

B.1 Corrections for m ̸= 0 higher modes

In this appendix we present the 2PN noncircular relativistic factors of Sec. 4.1.6 for all
the subdominant m ̸= 0 modes relevant at 2PN (global) order. The contributions ĥtail-nc32 ,
ĥtail-nc41 , ĥtail-nc42 , ĥtail-nc43 , and ĥtail-nc44 are not written below since they are all equal to 1.

Tail noncircular factors

ĥtail-nc21 = 1− π

11520c3

[
6ipr∗u

(
3029 + 6035p2φu− 10870p4φu

2 + 8350p6φu
3

− 3215p8φu
4 + 511p10φ u

5

)
−

15p2r∗
pφ

(
635− 1388p2φu+ 666p4φu

2 − 92p6φu
3−

13p8φu
4

)
+ 20ip3r∗

(
619− 981p2φu+ 573p4φu

2 − 115p6φu
3

)
+

15p4r∗
pφu

(
183− 82p2φu− 17p4φu

2

)]
. (B.1)

ĥtail-nc31 = 1− π

1920c3p2φ

(
7− 6p2φu

)2[ipr∗(88130− 107366p2φu+ 89843p4φu
2

− 388835p6φu
3 + 588840p8φu

4 − 397460p10φ u
5 + 139731p12φ u

6 − 20563p14φ u
7

)
+

p2r∗

2pφu
(
7− 6p2φu

)(2115120− 3821769p2φu+ 915328p4φu
2 − 2431548pϕ6u3

+ 9399380p8φu
4 − 10528645p10φ u

5 + 5655444p12φ u
6 − 1592318p14φ u

7

+ 186288pϕ16u8
)
−

ip3r∗

3p2φu
2
(
7− 6p2φu

)2(38072160− 92454747p2φu

+ 79749569p4φu
2 − 137703015p6φu

3 + 356358768p8φu
4 − 482607515p10φ u

5

+ 363100527p12φ u
6 − 161234979p14φ u

7 + 40408200p16φ u
8 − 4441608p18φ u

9

)
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−
p4r∗

2p3φu
3
(
7− 6p2φu

)3(304577280− 928941216p2φu+ 1082387695p4φu
2

− 1365588354p6φu
3 + 3139841017p8φu

4 − 4991336104p10φ u
5

+ 4638849326p12φ u
6 − 2632737900p14φ u

7 + 916090404p16φ u
8

− 181221912p18φ u
9 + 15589584p20φ u

10

)]
. (B.2)

ĥtail-nc33 = 1− π

3840c3p2φ

(
2p2φu+ 7

)2[ipr∗(47630 + 134366p2φu+ 721737p4φu
2

− 429865pϕ6u3 + 308120p8φu
4 − 107220p10φ u

5 + 16769p12φ u
6 − 337p14φ u

7

)
+

p2r∗

2pφu
(
2p2φu+ 7

)(381040 + 1407963p2φu− 2751544p4φu
2

+ 8146332p6φu
3 − 5435500p8φu

4 + 3011095p10φ u
5 − 1073428p12φ u

6

+ 170074p14φ u
7 + 14688p16φ u

8

)
−

ip3r∗

p2φu
2
(
2p2φu+ 7

)2(762080 + 3125521p2φu

+ 5675333p4φu
2 − 28858731p6φu

3 + 28110216p8φu
4 − 14716055p10φ u

5

+ 7128059p12φ u
6 − 2725303p14φ u

7 + 281976p16φ u
8 + 41864p18φ u

9

)
−

p4r∗

2p3φu
3
(
2p2φu+ 7

)3(6096640 + 27480928p2φu+ 92901791p4φu
2

+ 57821954p6φu
3 − 472378615p8φu

4 + 376035640p10φ u
5 − 164962538p12φ u

6

+ 71523844p14φ u
7 − 24385644p16φ u

8 + 1291400p18φ u
9 + 320720p20φ u

10

)]
. (B.3)

Instantaneous noncircular factors

f inst-nc
21 = 1 +

1

c2
p2r∗

(
9

14
+

5ν

7

)
, (B.4)

δinst-nc21 =
1

c2
pr∗pφ

(
1

14
+

6ν

7

)
. (B.5)

f inst-nc
31 = 1 +

1

c2

{
p2r∗

p2φu
(
−7 + 6p2φu

)3[(−1076 + 1168ν) + p2φu

(
4783

2
− 4242ν

)

+ p4φu
2(−1520 + 4834ν) + p6φu

3(6− 2136ν) + p8φu
4(180 + 288ν)

]
+

p4r∗

p4φu
3
(
−7 + 6p2φu

)5[(154944− 168192ν) + p2φu(−569222 + 740344ν)

170



+ p4φu
2(840044− 1241680ν) + p6φu

3(−622914 + 1014636ν)

+ p8φu
4(232812− 408168ν) + p10φ u

5(−35208 + 65232ν)

]}
, (B.6)

δinst-nc31 =
1

c2

{
pr∗

pφ
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7− 6p2φu

)2[(269

3
− 292ν

3

)
+ p2φu(−146 + 222ν)
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2(61− 110ν)
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+
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)4[(−12912 + 14016ν)
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. (B.7)

f inst-nc
32 = 1 +

1
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{
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− 187

2880
+
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− 265ν2
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+
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46080
− 223ν

9216
+

265ν2

9216
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− 323ν
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+
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, (B.8)

δinst-nc32 =
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{
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720
+
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+
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+
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. (B.9)
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9
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9
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+
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+
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+
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9
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9
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(
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4

(
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9
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9
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+ p10φ u

5

(
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+
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+ p4φu
2

(
313

3
− 182ν

3

)]
+

p3r∗

p3φu
2
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7 + 2p2φu

)4[(−4304

9
+
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9
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(
−12010

9
+
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+
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f inst-nc
41 = 1, (B.12)

δinst-nc42 = 0. (B.13)
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Appendix C

Ringdown of eccentric binaries with
small-mass-ratio

C.1 Time-domain fits of the postpeak waveform us-

ing QNMs

In this appendix we attempt to fit the complete postpeak waveform using the pure QNMs
ansatz of Eq. (1.63) on a time interval τ ≡ t− tpeakA22

∈ [tQNM
0 , 100]. We start by performing

the fit of the real and imaginary parts of the waveform using the fundamental QNMs
and 7 overtones starting from the peak of the amplitude, i.e. considering n = 8 and
tQNM
0 = 0; the results of this procedure are shown in Fig. C.1 (dash-dotted green lines).
The QNMs waveform overlaps quite well with the numerical RWZ waveform (black), and
the corresponding residual is around 10−3 shortly after the amplitude peak. However,
it is easy to see that: i) the beating between positive and negative frequency QNMs in
the late ringdown is not well reproduced, as shown by the waveform frequency in the
second panel, ii) the frequency of the fitted wave shows spurious oscillations in the early
ringdown. In order to ensure the correct late-ringdown behavior, we refine this procedure
by prefitting only the fundamental QNMs on τ ∈ [62, 100], so that we can easily find
C±

221 since the overtones are negligible in the late ringdown, and then performing the fit
of Eq. (1.63) on the whole time interval τ ∈ [0, 100], so that we can find the remaining
C±
ℓmn coefficients. The result of this procedure is shown with dashed red lines in Fig. C.1.

While the beating in the late ringdown frequency is now well reproduced, the spurious
oscillations in the early ringdown frequency are still present. Note that in this case the
residual is a little bit higher in the early ringdown, but way lower in the late evolution.
We thus concluded that, while the residual of the waveforms in quite low in both fits, the
waveform frequency shows that there are some inaccuracies in the early ringdown.

In an attempt to solve the issue of the spurious frequency oscillations, we also explore
the possibility to find the C±

ℓmn coefficients fitting directly the frequency using Eq. (5.21).
Note that if we proceed this way, we cannot find C+

221 since the frequency is invariant
under global normalizations and phase shifts of the waveform. We thus find C+

221 as done
before, i.e. fitting Eq (1.63) with n = 1 in the late time interval τ ∈ [62, 100]. In the left
panel of Fig. C.2 we show this frequency-fit compared with the waveform-fit discussed
above. To evaluate the goodness of the fits, we show in this case the relative differences
of amplitude and frequency, that we consider more informative than the residual. As can
be seen, while the frequency-fit solves the issue of the early spurious oscillations, produce
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Figure C.1: Upper panels: RWZ waveform and frequency (black) compared with the results from the
waveform fits performed (1) considering all the QNMs together (dash-dotted green), and (2) prefitting
the fundamental QNMs (dashed red) and then fitting all the overtones. In the bottom panel we show
the residuals with same color scheme. See discussion in Appendix C.1.

Figure C.2: Upper panels: RWZ waveform and frequency (black) compared with the results from the
wave-fit (red) and frequency-fit (blue). In the bottom panels we show the relative differences of the
amplitude and frequency (hot colors for the waveform-fit, cold colors for the frequency-fit). On the left,

we fit the whole postpeak waveform using 8 QNMs, while on the right we fit from t ≥ 15 + tpeakA22
using 4

QNMs. See discussion in Appendix C.1.
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a waveform that is way less accurate than the one found with the waveform-fit.
Finally, in the right panels of Fig. C.2 we show the comparison between the frequency

and waveform fits performed considering n = 4 and tQNM
0 = 15. In this case the waveform

fit is accurate and the recovered frequency is consistent with the numerical result, leading
to relative amplitude and frequency errors around 10−4. However, the amplitude of the
waveform recovered from the frequency-fit reaches a 10% error at τ ∼ 15, and thus the
frequency-fit seems less robust than the waveform-fit, even if we do not fit the early
ringdown.

We thus conclude that: i) it is a good practice to check the waveform frequency in
order to evaluate the goodness of the QNMs fits of the ringdown waveform, ii) within our
methods, the waveform can be consistently fitted only starting from later times. This is
again consistent with the discussion of Sec. 5.4.1 on the RWZ source terms and with the
iterative frequency-fit of Sec. 5.4.2.

C.2 Global fits for the eccentric Schwarzschild post-

peak waveform

In this appendix we report all the global fits that we use in the ringdown model discussed
in Sec. 5.2.3; see that section for more detail on how we perform the global fits. We
start by reporting the global fits of the quantities needed to reconstruct the postpeak
waveform for all the modes in Table C.1. We then proceed to show the global fits for{
ANQC

22 , ȦNQC
22 , ÄNQC

22 , ωNQC
22 , ω̇NQC

22 , ω̈NQC
22

}
evaluated at tNQC

ℓm = tpeakAℓm
−2 in Table C.2. Note

that we report the fits also for ℓ = m = 2, but for the quadrupolar waveform we do not
use them since we use tNQC

22 = tpeakA22
+ 2, as discussed in Sec. 5.2.4. In all the cases we use

a parabolic global template.
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Table C.1: Global fits of the coefficients entering the ringdown template. For each quantity y, the fitting
function is: y = CQC + C1b̂Ωpk

+ C2b̂
2
Ωpk

, where QC indicates the quasi-circular value. The amplitude

considered in this table is the amplitude of the strain, Aℓm = |hℓm|, rather than the amplitude of the
RWZ-normalized waveform.

coeff (ℓ,m) CQC C1 C2 (ℓ,m) CQC C1 C2

cϕ2 (2,2) 1.561× 10−1 −5.067× 10−2 −5.493× 10−2 (4,4) 1.845× 10−1 −6.271× 10−3 −2.849× 10−3

cϕ3 3.272 5.021 6.554 2.249 2.991 5.909

cϕ4 2.592 8.305 1.108× 102 1.025 2.617 12.471
cA2 2.161× 10−1 −1.999× 10−2 7.199× 10−3 2.178× 10−1 −1.276× 10−2 2.823× 10−2

cA3 2.334 3.030 5.583 1.145 1.476 2.040
Apeak 1.444 9.914× 10−1 9.177× 10−1 2.754× 10−1 2.374× 10−1 2.296× 10−1

Äpeak −2.359× 10−3 6.830× 10−3 −3.238× 10−3 −1.258× 10−3 8.999× 10−4 8.471× 10−4

∆ωpeak 1.015× 10−1 −1.061× 10−2 4.131× 10−3 1.751× 10−1 −1.720× 10−2 1.743× 10−2

cϕ2 (2,1) 1.539 · 10−1 4.563 · 10−2 1.250 · 10−1 (4,3) 1.876 · 10−1 −2.091 · 10−3 2.781 · 10−4

cϕ3 1.185 1.721 10.167 1.320 1.129 −7.914 · 10−4

cϕ4 3.866 7.989 80.460 3.513 · 10−1 6.880 · 10−1 3.418 · 10−1

cA2 3.656 · 10−1 2.191 · 10−1 -2.017 2.252 · 10−1 4.376 · 10−3 −6.836 · 10−2

cA3 −1.535 · 10−1 -3.204 31.896 3.600 · 10−1 1.192 -3.611
Apeak 5.238 · 10−1 2.332 · 10−1 2.119 · 10−1 9.418 · 10−2 7.365 · 10−2 6.538 · 10−2

Äpeak −2.624 · 10−3 5.624 · 10−3 2.423 · 10−2 −7.851 · 10−4 −4.334 · 10−5 −1.645 · 10−4

∆ωpeak 8.302 · 10−2 −8.936 · 10−2 5.023 · 10−1 1.722 · 10−1 8.015 · 10−3 −2.205 · 10−2

cϕ2 (3,3) 1.783 · 10−1 −1.361 · 10−2 −1.330 · 10−3 (4,2) 1.848 · 10−1 −1.045 · 10−2 2.014 · 10−2

cϕ3 2.818 4.107 9.523 1.316 4.910 · 10−1 −3.244 · 10−1

cϕ4 1.536 4.592 28.099 8.103 · 10−1 1.244 -1.645
cA2 2.192 · 10−1 −1.750 · 10−2 3.036 · 10−2 2.589 · 10−1 4.823 · 10−2 −1.436 · 10−1

cA3 1.585 1.715 2.634 −7.454 · 10−1 1.157 -1.954
Apeak 5.635 · 10−1 4.299 · 10−1 3.883 · 10−1 3.138 · 10−2 1.544 · 10−2 1.181 · 10−2

Äpeak −1.823 · 10−3 2.287 · 10−3 1.026 · 10−3 −2.743 · 10−4 1.623 · 10−4 −3.799 · 10−4

∆ωpeak 1.462 · 10−1 −1.916 · 10−2 1.800 · 10−2 1.836 · 10−1 −2.595 · 10−2 2.780 · 10−2

cϕ2 (3,2) 1.851 · 10−1 −8.128 · 10−3 9.774 · 10−3 (4,1) 1.428 · 10−1 −1.797 · 10−2 3.577 · 10−2

cϕ3 1.308 3.395 · 10−1 7.985 · 10−1 −7.583 · 10−1 −3.777 · 10−1 6.408 · 10−1

cϕ4 2.172 · 10−1 1.135 · 10−1 2.334 · 10−1 1.155 · 10−1 1.294 · 10−1 −2.141 · 10−1

cA2 2.425 · 10−1 6.597 · 10−4 −7.605 · 10−3 1.067 −4.888 · 10−1 8.161 · 10−1

cA3 9.188 · 10−1 8.761 · 10−1 −4.018 · 10−1 10.890 -4.684 8.425
Apeak 1.991 · 10−1 1.289 · 10−1 1.017 · 10−1 9.263 · 10−3 3.514 · 10−3 2.333 · 10−3

Äpeak −1.561 · 10−3 −5.955 · 10−4 6.250 · 10−4 −7.568 · 10−4 −4.506 · 10−4 −3.366 · 10−5

∆ωpeak 1.476 · 10−1 1.704 · 10−4 9.627 · 10−3 2.572 · 10−1 −5.064 · 10−2 6.728 · 10−2

cϕ2 (3,1) 1.483 · 10−1 −7.316 · 10−3 2.289 · 10−2 (5,5) 1.872 · 10−1 −3.773 · 10−3 −1.675 · 10−3

cϕ3 1.406 · 10−4 −2.424 · 10−4 6.491 · 10−4 1.844 2.360 3.290

cϕ4 6.005 · 10−5 −4.839 · 10−5 1.522 · 10−4 7.272 · 10−1 1.786 5.737
cA2 2.917 · 10−1 −1.330 · 10−1 2.315 · 10−1 2.157 · 10−1 −6.055 · 10−3 −7.261 · 10−3

cA3 2.068 -1.589 2.079 8.165 · 10−1 1.536 3.433 · 10−1

Apeak 6.230 · 10−2 2.460 · 10−2 1.575 · 10−2 1.509 · 10−1 1.458 · 10−1 1.537 · 10−1

Äpeak −2.678 · 10−3 −1.660 · 10−3 5.739 · 10−4 −8.648 · 10−4 3.099 · 10−4 4.012 · 10−4

∆ωpeak 1.881 · 10−1 −3.904 · 10−2 1.385 · 10−2 1.954 · 10−1 −1.188 · 10−2 −5.822 · 10−3

178



Table C.2: Global fits of the coefficients for the quantities used to determine NQC corrections for
tNQC
ℓm = tpeakAℓm

−2. The fitting template is a quadratic function: y = CQC+C1b̂Ωpk
+C2b̂

2
Ωpk

. The amplitude

considered in this table is RWZ-normalized as usual, i.e. Aℓm = |Ψℓm| = |hℓm|/
√
(ℓ+ 2)(ℓ+ 1)ℓ(ℓ− 1).

XNQC
ℓm (ℓ,m) CQC C1 C2 (ℓ,m) CQC C1 C2

A (2,2) 2.938 · 10−1 2.049 · 10−1 1.860 · 10−1 (4,4) 1.440 · 10−2 1.261 · 10−2 1.215 · 10−2

Ȧ 7.898 · 10−4 −2.420 · 10−3 1.338 · 10−3 1.124 · 10−4 −1.072 · 10−4 −3.334 · 10−5

Ä −3.160 · 10−4 1.042 · 10−3 −7.056 · 10−4 −4.584 · 10−5 5.504 · 10−5 1.442 · 10−6

ω 2.609 · 10−1 3.121 · 10−2 −2.361 · 10−3 6.041 · 10−1 4.204 · 10−2 1.016 · 10−3

ω̇ 5.367 · 10−3 −1.031 · 10−2 −5.196 · 10−4 1.476 · 10−2 −1.500 · 10−2 −1.774 · 10−4

ω̈ 2.649 · 10−4 1.256 · 10−4 −1.332 · 10−3 3.536 · 10−4 1.146 · 10−3 −1.417 · 10−3

A (2,1) 1.063 · 10−1 5.236 · 10−2 2.594 · 10−2 (4,3) 4.887 · 10−3 3.881 · 10−3 3.445 · 10−3

Ȧ 4.784 · 10−4 −1.940 · 10−3 1.196 · 10−3 7.313 · 10−5 −3.014 · 10−6 5.836 · 10−6

Ä −1.140 · 10−4 4.152 · 10−4 −3.622 · 10−3 −3.104 · 10−5 5.333 · 10−6 −3.956 · 10−6

ω 2.809 · 10−1 2.037 · 10−2 −1.893 · 10−1 5.980 · 10−1 1.029 · 10−2 −1.114 · 10−2

ω̇ 9.270 · 10−3 7.587 · 10−3 3.664 · 10−2 1.979 · 10−2 −7.181 · 10−3 −3.824 · 10−4

ω̈ −3.868 · 10−3 9.083 · 10−4 3.541 · 10−2 −1.791 · 10−4 1.279 · 10−3 3.702 · 10−4

A (3,3) 5.115 · 10−2 3.967 · 10−2 3.547 · 10−2 (4,2) 1.627 · 10−3 8.138 · 10−4 5.752 · 10−4

Ȧ 2.767 · 10−4 −4.255 · 10−4 1.457 · 10−5 2.687 · 10−5 7.489 · 10−6 4.104 · 10−5

Ä −1.109 · 10−4 1.999 · 10−4 −5.411 · 10−5 −1.470 · 10−5 −1.090 · 10−5 −7.254 · 10−6

ω 4.322 · 10−1 4.023 · 10−2 −2.155 · 10−3 5.784 · 10−1 2.331 · 10−2 −2.894 · 10−2

ω̇ 1.026 · 10−2 −1.279 · 10−2 3.809 · 10−4 2.622 · 10−2 −4.593 · 10−3 −3.936 · 10−3

ω̈ 3.777 · 10−4 5.998 · 10−4 −1.296 · 10−3 −4.671 · 10−4 6.784 · 10−3 −4.209 · 10−3

A (3,2) 1.790 · 10−2 1.174 · 10−2 9.344 · 10−3 (4,1) 4.311 · 10−4 1.636 · 10−4 1.081 · 10−4

Ȧ 2.582 · 10−4 −3.442 · 10−7 −3.865 · 10−5 4.004 · 10−5 7.867 · 10−6 1.042 · 10−5

Ä −1.076 · 10−4 4.345 · 10−5 −2.468 · 10−5 5.997 · 10−6 1.533 · 10−5 9.482 · 10−8

ω 4.205 · 10−1 1.124 · 10−2 2.154 · 10−3 5.673 · 10−1 9.191 · 10−2 −3.606 · 10−2

ω̇ 1.534 · 10−2 −6.496 · 10−3 2.843 · 10−3 −1.560 · 10−2 −1.071 · 10−2 8.617 · 10−3

ω̈ 2.792 · 10−4 −3.190 · 10−4 −8.332 · 10−5 −3.018 · 10−2 −3.355 · 10−2 5.444 · 10−3

A (3,1) 5.358 · 10−3 2.113 · 10−3 1.367 · 10−3 (5,5) 5.151 · 10−3 5.057 · 10−3 5.331 · 10−3

Ȧ 2.413 · 10−4 5.772 · 10−5 5.734 · 10−5 5.170 · 10−5 −2.949 · 10−5 −2.260 · 10−5

Ä 4.851 · 10−6 7.180 · 10−5 6.059 · 10−6 −2.150 · 10−5 1.723 · 10−5 6.342 · 10−6

ω 4.189 · 10−1 7.247 · 10−2 −2.821 · 10−2 7.789 · 10−1 4.215 · 10−2 6.786 · 10−4

ω̇ −2.106 · 10−3 −1.196 · 10−2 7.362 · 10−3 1.894 · 10−2 −1.663 · 10−2 −1.112 · 10−3

ω̈ −1.256 · 10−2 −1.138 · 10−2 1.408 · 10−3 2.169 · 10−4 1.746 · 10−3 −1.577 · 10−3
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