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Summary

Analysis of rainfall data and subsequent modelling of the many variables
concerning rainfall is fundamental to many areas such as agricultural, ecolog-
ical and engineering disciplines and, due to the complexity of the underlying
hydrological system, it relies heavily on historical records. Daily rainfall
series are arguably the most used. In this context, we initially investigate
the modelling of daily rainfall interarrival times through a family of discrete
probability distributions known as the Hurwitz-Lerch-Zeta family, along with
two other distributions which are deeply related to the latter and have never
been considered with this aim. Building up on the relationships between
the interarrival times and certain other temporal variables, fundamental
in describing the alternation between periods of continuous rainfall and
periods of drought, we delineate a methodology particularly well-suited for
statistical applications. The latter procedure and the fitting performance
of the aforementioned distributions is shown on a dataset composed of a
variety of rainfall regimes.

Additionally, the multivariate modelling of rainfall variables has never been
more important, as a perceivable shift in the inter-relationships between these
variables could reflect climate changes in a region. In this context, copulas
are well known and valued for their flexibility. However, they lose their charm
when dealing with discrete random vectors. In this case, the uniqueness of the
copula is compromised, leading to inconsistencies which basically break down
the theoretical underpinnings of the inferential procedures commonly used in
the continuous case. Recently, Gery Geenens made a compelling case for a
new approach, grounding its beliefs in historical ideas regarding contingency
tables. The theoretical insights he gives, coupled with a computational tool
known as iterative proportional fitting procedure, open up the path to our
development of novel (semi-parametric or parametric) models for finitely
supported bivariate discrete random vectors. With this aim, we shall prove
a sklar-like decomposition of a bivariate discrete probability mass function
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between its margins and a copula probability mass function. Statistical
models hinging upon this representation are built and related inferential
procedures are studied both theoretically and empirically.

Of the same significance as modelling the behaviour of rainfall is its impact
on water bodies and land surfaces. For instance, understanding the time it
takes for rainfall to cause river levels to exceed a flood stage is of paramount
importance for flood prediction and management. More in general, it is
often crucial to determine the time at which certain hydrological thresholds
are crossed by some hydrological quantity. When the latter’s value in time
is modelled by a stochastic process, this problem can be restated in terms
of the first passage time. In this context, a practical computation of the
first passage time probability density and distribution function is a delicate
issue. Within this framework, we propose an approximation method based
on a series expansion. Theoretical results are accompanied by discussions
on the computational aspects. Extensive numerical experiments are carried
out for the geometric Brownian motion and the Cox-Ingersoll-Ross process,
showing the usefulness of the proposed method.



Resume

L’analyse des données de précipitations et la modélisation des nombreuses va-
riables associées sont fondamentales dans des domaines tels que 'agriculture,
I’écologie et I'ingénierie. En raison de la complexité du systéme hydrologique
sous-jacent, ces analyses reposent fortement sur des archives historiques, avec
les séries de précipitations quotidiennes étant parmi les plus utilisées. Dans
ce contexte, nous étudions initialement la modélisation des temps d’inter-
arrivée des précipitations quotidiennes a travers la famille de distributions
de probabilité discretes connue sous le nom de Hurwitz-Lerch-Zeta, ainsi que
deux autres distributions étroitement liées qui n’ont jamais été considérées a
cette fin. En nous appuyant sur les relations entre les temps d’inter-arrivée et
d’autres variables temporelles essentielles pour décrire ’alternance entre les
périodes de pluie continue et de sécheresse, nous élaborons une méthodologie
particulierement adaptée aux applications statistiques. Cette procédure et
la performance d’ajustement des distributions mentionnées sont démontrées
sur un ensemble de données couvrant divers régimes de précipitations.

De plus, la modélisation multivariée des variables de précipitations est
devenue cruciale, car un changement perceptible dans leurs interrelations
pourrait refléter des modifications climatiques régionales. Les copules sont
bien connues pour leur flexibilité, mais elles perdent de leur efficacité avec
les vecteurs aléatoires discrets, compromettant leur unicité et entrainant des
incohérences théoriques. Récemment, Gery Geenens a proposé une nouvelle
approche basée sur des idées historiques liées aux tableaux de contingence.
Ses perspectives théoriques, combinées a la procédure d’ajustement pro-
portionnel itératif, nous ont conduits a développer de nouveaux modeles
(semi-paramétriques ou paramétriques) pour des vecteurs aléatoires discrets
bivariés & support fini. A cette fin, nous démontrons une décomposition de
type Sklar d’une fonction de masse de probabilité discrete bivariée entre
ses marges et une fonction de masse de probabilité copule. Des modeles
statistiques basés sur cette représentation sont construits, et les procédures
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d’inférence associées sont étudiées théoriquement et empiriquement.

D’une importance égale a la modélisation du comportement des pré-
cipitations est leur impact sur les masses d’eau et les surfaces terrestres.
Comprendre, par exemple, le temps nécessaire pour que les précipitations
fassent dépasser les niveaux des rivieres au-dela d’un seuil de crue est es-
sentiel pour la prévision et la gestion des inondations. Plus généralement,
déterminer le moment ou certains seuils hydrologiques sont franchis par
une quantité hydrologique donnée est souvent crucial. Lorsque cette valeur
est modélisée par un processus stochastique, le probleme se reformule en
termes de temps de premier passage. Dans ce contexte, le calcul pratique
de la densité de probabilité et de la fonction de distribution du temps de
premier passage est délicat. Nous proposons une méthode d’approximation
basée sur un développement en série. Les résultats théoriques sont accom-
pagnés de discussions sur les aspects computationnels. Des expériences
numériques étendues sont menées pour le mouvement brownien géométrique
et le processus de Cox-Ingersoll-Ross, démontrant 1'utilité de la méthode
proposée.
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Chapter 1

Introduction

This thesis is dedicated to the exploration and development of some theoreti-
cally sound tools connected by the underlying unifying thread of hydrological
data analysis and modelling. It is structured into three main parts. The first
part focuses on the daily rainfall occurrence process, exploring the modelling
of daily rainfall interarrival times and related temporal rainfall variables
using a family of discrete probability distributions known as Hurwitz-Lerch-
Zeta distributions, along with two additional distributions related to the
latter, whose application in this context is new. The performance of these
distributions, immersed in a broader statistical procedure concerning the
aforementioned temporal variables, is shown on a novel and interesting
dataset composed of 6 Italian and British stations spanning a variety of
rainfall regimes. The second part uses the multivariate modelling of rainfall
variables as a starting point to shift to a more theoretical tone, exploring
new possibilities in the still relatively unexplored context of copula-like
modelling of discrete random vectors. Finally, the third part, motivated by
the problem of estimating the time at which some hydrological thresholds
are reached, proposes a practical method for approximating the first passage
time densities of some stochastic processes. The next sections will provide a
general introduction to all the aforementioned topics.

1.1 Rainfall Modelling

1.1.1 Daily Rainfall Data

Due to the complexity of hydrological systems, their analysis and modelling
relies heavily on historical records. Rainfall historical records are of various
time scales, from hourly data to annual data. However, daily rainfall series are
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arguably the most used information in environmental, climate, hydrological,
and water resources studies (Serinaldi, 2009). Rain gauge networks measuring
rainfall amount at a daily timescale operate in almost every country, and often
provide the only available input for climate and hydrological analyses. A
reliable and flexible single site model is the fundamental starting point of any
more complex multi-site model taking into account the spatial correlations
arising when observing a dense network of stations. Following Serinaldi (2009)
and McMahon and Srikanthan (2001), single site daily rainfall models can be
classified in the following way: (1) two-part models accounting separately for
occurrence (wet/dry) and amount processes; (2) transition probability matrix
models resorting to multistate Markov processes (3) resampling models based
on nonparametric bootstrap and analogous techniques; and (4) time series
models of the Autoregressive Moving Average (ARMA) type. Additionally,
these models are crucial for developing rainfall generators (see Wilks, 1999b,
for a review). Indeed, rainfall records are often too brief to conduct reliable
and meaningful analyses, and, to generate longer alternative rainfall scenarios
that are statistically consistent with observed data, stochastic models are
commonly used to simulate synthetic series.

Given the ever-growing interest in modelling and analysing the alternation
between period of continuous rainfall and periods of drought, the first part
of this thesis is devoted to exploring and improving some recent advances in
models of type (1), such as the ones contained in Agnese et al. (2014). The
latter is a strong starting point for establishing the usefulness of a particular
family of discrete probability distributions in describing the rainfall temporal
variables involved in models of type (1). These temporal variables are
introduced in the following section, together with the rainfall depth variable
which is used to describe the amount of rain in the rainy periods.

1.1.2 Univariate Models of Rainfall Temporal Variables

Rainfall manifests one peculiar characteristic which is common to many other
geophysical processes: intermittence (Wiscombe et al., 1994). Intermittence
is found in variables which are related to the internal and external structure
of rainfall. The most commonly seen for the external structure are the
dry spells ds and wet spells ws, meaning the sequences of rainy days and
non-rainy days. For the internal structure the usually considered variable is
the rainfall depth h in the wet periods (Bernardara et al., 2007). Developing
well-fitting models for these variables is crucial for constructing single-site
models for rainfall occurrence and establishing marginal models that can
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later be appropriately combined with copulas to extend the single-site model
further. In the following section, we review the modelling approaches that
form the foundation of the first part of this thesis.

Wet Spells, Dry spells and Chains

As already mentioned, at a local scale, a conventional method for addressing
intermittency in rainfall records involves the statistical analysis and mod-
elling of wet spells ws and dry spells ds, usually under the assumption of
their independence. In his seminal investigation, Chatfield (1966) scrutinized
a brief series of daily rainfall data from a single station in Kew (London) and
examined the relationships between observed frequencies of increasing dura-
tions of wet spells. Chatfield (1966) identified a nearly constant probability
that a wet day is succeeded by another rainy day. By the modelling point of
view, this behaviour can be replicated by the memoryless property enjoyed
in the discrete case solely by the geometric distribution. The latter has
since been extensively employed to depict the distribution of wet spells in
numerous studies (see, e.g. Kottegoda and Rosso, 1997; Racsko et al., 1991;
Zolina et al., 2013). Additionally, Chatfield (1966) noted an inclination of the
rainfall process towards persistence in the dry state, with the probability of
consecutive dry days increasing with their preceding count. This prompted
the adoption of the log-series distribution to model dry spells, owing to its
escalating ratios of subsequent occurrences. While both geometric and log-
series distributions have historically been utilized Green (1970) and remain
prevalent for inferring the probability laws governing wet and dry spells
(Chowdhury and Beecham, 2013; El Hafyani and El Himdi, 2022), their
general applicability has been questioned by some scholars. For instance,
Wilks (1999a) advocated for the use of a mixed geometric distribution to
model wet spells in the United States, while Deni et al. (2010) demonstrated
the efficacy of the compound geometric distribution in Peninsular Malaysia.
Moreover, mixed distributions have been observed to perform adequately
for both dry and wet spells in various contexts (Dobi-Wantuch et al., 2000;
Deni and Jemain, 2009).

More recently, Agnese et al. (2014) suggested to model both ws and ds
in a parsimonious way, by deriving their distribution from the one obtained
by investigating the probabilistic law of the so-called interarrival times it,
representing the series of times elapsed between two subsequent rainy days.
The latter approach makes up an important part of this work and therefore
it is of great interest to recall how the it have been treated in the literature,

31



especially concerning their role in describing the rainfall occurrence process.

The Interarrival Times

If we suppose that the interarrival times between rainy days are independent
and identically distributed (i.i.d.), one natural way to model them is through
the well known theoretical framework of renewal processes (Buishand, 1977).
The fundamental assumption of a renewal process is that it probabilistically
re-starts at each time of arrival, the so-called “renewal property”. The
simplest renewal process, the Bernoulli process, basically underlies the work
Chatfield (1966), for example. Before expanding on possible extensions of the
Bernoulli process which are more suitable to the discrete nature of temporal
variables arising from daily rainfall measurements, it is worth to mention
its very well known continuous counterpart: the Poisson process, which is
widely used for its simple mathematical tractability. An underlying Poisson
process implies that the interarrival times are independent and exponential
in distribution. For instance, within the domain of eco-hydrology, Laio
et al. (2001) advocated for the suitability of the exponential distribution
in modelling daily rainfall data observed in specific locations in Texas.
Conversely, Rodriguez-Iturbe et al. (1987) conducted an inference analysis
on hourly rainfall data from Denver, Colorado, and concluded that direct
reliance on Poisson process-based models offers limited utility. They proposed
an alternative approach employing a rectangular pulse model to better
encapsulate the underlying physics of the rainfall process. However, this
alternative model exhibited inadequacies in replicating the distribution of
dry period durations. Consequently, Rodriguez-Iturbe et al. (1988) proposed
an extension to the model, with a primary emphasis on short-term prediction.
Despite demonstrating favorable performance across various aggregation
periods ranging from 1 hour to 24 hours, this extended model is characterized
by a substantial number of parameters and poses challenges in data fitting
using conventional techniques such as maximum likelihood and method of
moments.

However, when modelling rainfall data at a daily scale, it is more natural
to treat it as a discrete random variable. For example, Foufoula-Georgiou and
Lettenmaier (1986) demonstrated the statistical advantages of treating the
rainfall occurrence process as a discrete process, rather than a continuous one.
That is why we now return to the simple Bernoulli process as a starting point.
The latter’s assumptions imply the that the interarrival times are independent
and geometric in distribution. Geometrically distributed interarrival times
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further imply that the rain probability is constant at any time, i.e., it is
independent from the time elapsed from the last rainy day. Alternative
methodologies capable of incorporating time-varying rain probabilities while
preserving the renewal property exist. For instance, previous studies in
hydrology have employed a straightforward Markov chain model for daily
rainfall occurrence (Buishand, 1978; de Groen and Savenije, 2006; Gabriel
and Neumann, 1962). In this model, the probability of rainfall on any given
day is contingent upon the weather status (rain or no rain) of exclusively the
preceding day. A more generalized approach involves relaxing the Markovian
assumptions by introducing a discrete process with after-effects, wherein the
rain probability at any time is influenced by the historical record since the last
rainy day, albeit maintaining the renewal property. One such method entails
the adoption of the logarithmic-series distribution, wherein the associated
rain probability exhibits a monotonically decreasing trend with the time
elapsed since the last rainy day (Gupta et al., 1997). Agnese et al. (2012)
extended this concept by employing the polylogarithmic-series distribution to
analyse it frequencies derived from daily rainfall data collected in Sicily and
Piedmont. They noted that, while this distribution generally outperforms
the logarithmic-series distribution, limitations persist, particularly during the
'warm season’ (April to September). It was then natural to consider a family
of discrete distributions which contains the aforementioned distributions
as special cases. The three parameter family Hurwitz-Lerch Zeta (HLZ)
satisfies the required property and shows to be a step forward with respect
to other commonly seen distributions, as concluded in the recent works
of Agnese et al. (2014) and Berro et al. (2019). Working on a dataset of
Sicilian and Piedmont stations respectively, they show it is able to faithfully
replicate statistical characteristics of interarrival times derived from rainfall
data, such as very high standard deviation and skewness, and frequencies
having a maximum at it = 1, followed by a monotone decrease towards a
remarkable tail.

The HLZ family of discrete distributions is also considered the starting
point of the second main idea developed in Agnese et al. (2014): jointly
conveying the modelling of ws and ds by deriving their distributions from the
one of it. Agnese et al. (2014) showed that both the ws and ds distributions
can be easily derived from the it distribution, under the assumption that
rainfall interarrival times are i.i.d. Indeed, geometrically distributed ws
directly arise from the latter hypothesis on it, whereas the distribution of
ds follows the same probabilistic law adopted for fitting the it probabilities,
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albeit with a shifted support. However, an imposition of the geometric
distribution for the ws could turn out to be restrictive, as already discussed
in the previous part of this introduction. If the geometric distribution does
not fit ws correctly, this implies that the rainfall probability varies within
the rainfall event and two separated models for ws and ds may be needed for
a reliable evaluation of both quantities. In other words, the modelling of ws
and ds distributions separately may allow a relaxation of the i.i.d. hypothesis
on it. At the same time, it must be noted that modelling first the ¢ sample
has the clear advantage of retrieving the probability distribution of both
ws and ds from a single fitting, often reducing the number of parameters
involved. One contribution of this thesis is then an extension of the approach
of Agnese et al. (2014) mentioned above, which is developed in our work
Baiamonte et al. (2024), where we conducted an in depth analysis of the
theoretical and empirical differences between modelling separately ws and
ds and modelling first ¢ and deriving ws and ds as a byproduct. Empirical
results will be presented when applying this methodology on a novel dataset
of daily rainfall records composed of 6 Italian and British stations spanning
a variety of rainfall regimes. This application will show that a comparison of
the two procedures can shed light on some aspects of the data involved. The
same approach is also employed for two additional time variables, deeply
related to ws and ds: the wet chains wch, as previously introduced by
Berro et al. (2019), and the dry chains dch, seemingly never thoroughly
investigated in the literature before. These variables extend the concept
of wet and dry spells to sequences characterised by an interruption of one
no-rainy or one rainy day, respectively. They represent two quantities that
may be of interest for practical hydrological applications.

Additionally, the scientific literature on the statistical inference of rainfall
interarrival times is still rather sparse, hence another contribution of this
work is providing further evidence of the suitability of the Lerch family
to reproduce it frequencies in a wide range of rainfall regimes, possibly
encouraging further applications of the methodology. Within the same
context, to expand the range of options for fitting daily rainfall interarrival
times data, we will also explore two additional distributions that are closely
related to the Lerch family: the Poisson-stopped HLZ distribution, recently
introduced in Ong et al. (2020), and the one-inflated HLZ distribution,
which we construct following the approach in Gupta et al. (1995). Notably,
neither of these distributions has been previously considered for modelling
interarrival times. Hence, we shall report a description of the accurate
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fittings of these distributions on interarrival times arising from the above
mentioned dataset of rainfall measurements, accompanied by a comparison
with their performance with the HLZ distribution, presenting some of the
results contained in our work Agnese et al. (2022).

Rainfall Depths

Aa already stated, a main feature strictly related to the internal structure
of rainfall and fundamental for modelling the rainfall process is the depth
(or the intensity) h of the rainy days (Bernardara et al., 2007). In the
literature, Yang et al. (2020); Porporato et al. (2006) rainfall depths are
more often treated as continuous despite that sometimes these models fail to
account for the time discreteness of the sample process (Foufoula-Georgiou
and Lettenmaier, 1986). Moreover, daily rainfall depth measurements are
almost always performed by automatically counting how many times a small
bucket corresponding to 0.2 mm is filled. The latter causes an abundance
of ties in the data, which led us to treat the rainfall depth h as a discrete
random variable. According to this choice, another contribution of this thesis
is showing the satisfactory results of fitting the three parameter HLZ family
of discrete distributions and the PSHLZ distribution to A observations from
the previously mentioned rainfall records, based on the findings of our article
Agnese et al. (2022).

1.1.3 Bivariate Modelling of Hydrological Variables

The multivariate study of hydrological features is fundamental for aspects
such as design and management purposes, where univariate frequency analy-
sis proves to be unsatisfactory (Grimaldi and Serinaldi, 2007). Moreover, to
be able to fully describe rain as a climate feature, multivariate analysis is
often needed, as for example a rainfall hyetograph is completely character-
ized if peak intensity, volume event, duration, and peak time are modeled
together. In the past, bivariate frequency modelling of rainfall features
has usually been carried out following standard multivariate distributions
commonly found on textbooks (see, for instance, Johnson et al., 2000), such
as bivariate exponential and bivariate normal. However, these multivariate
distributions provide margins of the same family. This clearly has strong
limitations for rainfall data modelling, considering for example that many
rainfall characteristics present a long tail and thus are not gaussian. The
concept of copulas has then proved to be fundamental in this context. Indeed,
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thanks to Sklar’s theorem (Sklar, 1959), they let the joining of marginals
from arbitrary families into a joint distribution having them as marginals
and, conversely, one can extract a copula from a given multivariate distri-
bution in order to explore the dependence structure given by the original
multivariate distribution. Quite a few examples can be found in literature,
such as Baets et al. (2008); Onof et al. (2011); Serinaldi (2009), and many
others.

However, there has not been extensive work in the literature on the
bivariate modelling of the interarrival times it and the subsequent rainfall
depths h or of the well spells ws and the dry spells ds. Allowing the
possibility of dependence between these variables would greatly increase the
flexibility of a single site model for the daily rainfall process. When tackling
these problems in the particular context of daily data, one would be facing
two possible scenarios

1. one discrete (a daily temporal variable) and one continuous random
variable (if we consider h as continuous): mized scenario;

2. two discrete random variables (two temporal variables or one temporal
variable and h as a discrete random variable): discrete scenario.

Both of them are not standard for copula modelling. Indeed, Sklar’s Theorem
does not guarantee uniqueness of the copula in the two above cases, leading to
inconsistencies, especially in the context of statistical inference. This problem
is non trivial and of mathematical, statistical and applied interest. The
second main part of this thesis is devoted to the discrete scenario. Following
the pioneering work Geenens (2020), we have developed a copula-like model
and related inferential techniques for the bivariate discrete scenario, with
a more general scope then the hydrological context just described, which
nevertheless remains an application of undoubted importance. The next
section is dedicated to introducing this line of research.

1.2 Copula-Like Models for Discrete Bivariate Ran-
dom Vectors

The well known theorem of Sklar (1959) provides a fundamental basis for the
extensive application of copulas, since it enables the separation of a random
vector’s dependence structure from its marginal components. Consequently,
copulas have become an extremely useful tool for modelling dependence
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between random vectors, valued for the flexibility that they are able to
provide in this context: through them, a practitioner is able to separately
model the margins and the dependence. Parametric copula families are
naturally employed to achieve this and ad-hoc inferential procedures have
been developed. However, this framework loses its charm when dealing with
discrete random vectors. Indeed, Sklar’s theorem affirms the uniqueness
of the copula solely on the cartesian product of the ranges of the marginal
distribution functions. Hence, the uniqueness of the copula is compromised
in the case of discrete margins, leading to possible inconsistencies which
complicates the inference of copulas for discrete random vectors, basically
breaking down some of the theoretical underpinnings of the inferential
procedures mentioned above (see Genest and Neslehovd, 2007, Section 2).
More precisely, only a so-called subcopula is identifiable when the margins
are discrete. A unique subcopula can then be extended in an infinite number
of ways to a copula (see, for example, de Amo et al., 2017). Nevertheless,
a practitioner could still decide to postulate a classical parametric copula
model and proceed with the same inference tools which are used in the
continuous case, as is advocated for a bivariate Bernoulli distribution in the
nice essay on copulas for count data Genest and Neslehova (2007), albeit
with some required modifications and precautions. However, Faugeras (2017)
argues that while the former technique of extending a subcopula is clearly
subject to the arbitrary choice of the user, the latter parametric path could
additionally lead to various issues of identification. To cite one, sampling
fluctuations could lead to invalid estimated parameters (for example, an
estimated |0,| > 1 in the case of the Farlie-Gumbel-Morgenstern family of
copulas).

Furthermore, it is worth to mention here the literature involving the study
of discrete copulas (see, e.g., Perrone et al., 2019, and the references therein),
whose name would suggest a deep connection with our present context.
Following (Durante and Sempi, 2015, Definition 3.1.7), discrete copulas are
subcopulas with uniform grid domains. They have been investigated for their
interesting geometrical properties: they admit a representation as convex
polytopes, and this characterisation has been found to be extremely useful
in building maximum entropy checkerboard copulas (Perrone et al., 2019,
Section 3.1) which, interestingly enough, are mostly applied in climatology
and hydrology (see AghaKouchak, 2014, for a review). Additionally, empirical
copulas, which form the base of rank-based multivariate statistics analysis,
are discrete copulas themselves, and this fact adds to the important role
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that the latter may have in applications. However, as for instance can be
seen in Durante and Perrone (2020), both the aforementioned applications
of discrete copulas have found their use in the continuous case as far as
statistical aspects may be concerned.

To sum up, even though a small number of strategies to deal with copula
modelling in the case of discrete margins has been proposed in the literature,
it still remains fragmentary and seemingly inconclusive. Recently, Gery
Geenens in its seminal paper Geenens (2020) made a compelling case for an
approach which takes its roots in a more fundamental view of what the role
of a copula conceptually is: a margin-free representative of the dependence
between the elements of a random vector. Equivalently, we could say that a
copula embodies the information necessary to recover a joint distribution
when only the margins are given. He argues that this basic idea can be
suitably adapted to the discrete case and he develops his arguments in the
context of finitely supported discrete bivariate random vectors, grounding
its beliefs in historical ideas regarding the statistical analysis of contingency
tables. A contingency table, informally speaking, is a matrix representation
of a probability mass function (pmf) associated to a bivariate discrete
random vector. This simple connection made it clear that investigating such
a literature would provide interesting insights to build upon. Geenens (2020)
starts by recalling the works of Yule (1912) and Goodman and Kruskal
(1954), where it is advocated that adjusting frequencies of rows and columns
of contingency tables to (discrete) uniform would allow an easier comparison
of the association structures between tables. Following a suggestion dating
back to Mosteller (1968), which believed that a contingency table should be
decomposable into its two margins and a "nucleus" of association, he then
introduces equivalence classes of dependence. This concept translates the
choice of a representative of the dependence of a bivariate random vector
into the selection of a unique representer of the appropriate equivalence
class of dependence. Then, under the (arbitrary) choice of uniform margins
as the most "margin-less" property to uniquely identify this representer,
the usual concept of copula can fit this view. In the context of continuous
random vectors, the probability integral transform is well known as the
transformation which lets one "extract" the unique underlying copula from a
given continuous multivariate distribution. However, it does not work in the
discrete scenario. When restricting the focus on finitely supported discrete
bivariate random vectors, another, albeit somewhat hidden, contribution of
Geenens (2020) is then to propose the concept of I-projection (in the sense
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of Csiszar, 1975) on a Fréchet class of pmfs with uniform margins (that is,
the set of pmfs having uniform margins) as a way to associate a unique
copula pmf u to a given (bivariate) pmf p. Informally, given a probability
distribution p of interest and a set M of probability distributions, computing
an [-projection consists in finding an element of M, if it exists, that is the
“closest” to p in the sense of the Kullback—Leibler (or information) divergence.
When conducted on a Fréchet class, such projections turn out to preserve the
odds ratio matriz which encodes the dependence in the considered discrete
setting; see Agresti (2013, Section 2.4), Kateri (2014, p 43), Rudas (2018, p
123) or Geenens (2023, Section 4). In practice, the I-projection of a pmf
on a Fréchet class can be carried out using the iterative proportional fitting
procedure (IPFP), also known as Sinkhorn’s algorithm or matrix scaling in
the literature. The IPFP takes the form of an algorithm (actually of several
equivalent algorithms) whose aim is to adjust the elements of an input matrix
so that it satisfies specified row and column sums. The former conceptual
and theoretical insights, coupled with the latter practical tool, opened up
the path to the development of the novel (semi-parametric or parametric)
models for finitely supported bivariate discrete random vectors which forms
one of the main contribution of this thesis and has been investigated in our
article Kojadinovic and Martini (2024).

As the first fundamental building block in this regard, the work of Geenens
(2020) prompted us to explore the possibility of constructing a Sklar-like
decomposition for a finitely supported bivariate pmf p. Thanks to the under-
lying concept of I-projections, we shall prove such a property. Afterwards,
statistical models are built hinging upon this novel copula-like decomposition
which, similarly as what happens in the framework of copula modelling for
continuous random vectors (see, e.g., Hofert et al., 2018, Chapter 4 and
the references therein), enjoy the flexibility of separately specifying the
margins and the dependence, ideally governed by a copula pmf u. The latter
characteristic is what separates our proposal from more traditional methods
for modelling p, such as log-linear models (see, e.g., Agresti, 2013; Kateri,
2014; Rudas, 2018) and association models (see, e.g., Goodman, 1985; Kateri,
2014). Naturally, we then propose and investigate inferential procedures and
goodness of fit techniques, providing a detailed study of their asymptotic
properties. In this context, a result on the differentiability of I-projections
on Fréchet classes shall be presented, which, on one hand, is fundamental in
proving asymptotic properties of the statistical procedures we discuss, and,
on the other hand, holds an independent importance, since it seems to have
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never been treated before in the literature. Extensive numerical simulations
will provide more insights on the provided theoretical results. It is crucial
to emphasise that these analyses are conducted under the assumption of
strict positivity of the initial unknown pmf p. Indeed, I-projections may not
always exist, and to ensure the existence of the aforementioned copula-like
decomposition of p, we will additionally assume p has rectangular support
(that is, strictly positive). Interestingly, this assumption serves as the dis-
crete counterpart to the commonly made assumption of strict positivity of
the copula density within the interior of the unit square when modelling
multivariate continuous distributions using copulas. It is worth noting that,
as will be elaborated upon in our concluding remarks, the assumption of
rectangular support for p could be substituted with alternative conditions,
provided that certain practical challenges are managed. Fortunately, this
assumption of rectangular support aligns well with many applications.

The differentiability result mentioned above is the starting point for
another principal contribution of this thesis, based on the contents of our
recently submitted work Geenens et al. (2024). A well-known class of
alternatives to the Kullback—Leibler divergence (containing the latter) are
the so-called ¢-divergences (see, e.g., Ali and Silvey, 1966; Csiszar, 1967;
Liese and Vajda, 1987; Csiszar and Shields, 2004, and the references therein)
and ¢-projections are merely the analogs of I-projections based on ¢-divergen-
ces. As previously mentioned, a key step in providing asymptotic results for
certain estimators of a copula pmf u is proving that I-projection on a Fréchet
class of pmfs with fixed arbitrary (positive) margins are differentiable in a
certain sense. We shall provide an extension of this result to the more general
context of ¢-divergences. Similar findings (though not differentiability results
per se) can be found in Jiménez-Gamero et al. (2011, Section 2). In the case
where M consists of probability vectors derived from a given parametric
distribution and p is assumed to belong to M, these findings include the
well-known asymptotic properties of minimum ¢-divergence estimators (see,
e.g., Read and Cressie, 1988; Morales et al., 1995; Basu et al., 2011, and
references therein). Since the results of Jiménez-Gamero et al. (2011) were
derived without requiring p to belong to M (thereby accommodating possible
model misspecification), they provide a foundation for developing a range of
inference procedures related to goodness-of-fit testing and model selection,
as detailed in Sections 3 and 4 of Jiménez-Gamero et al. (2011) (see also
references therein).

The main objective of our developments in this context is to attempt to
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unify and extend the previous results. Building on the approaches of Gietl
and Reffel (2013, 2017), we consider finite measures on finite spaces, rather
than restricting our attention solely to probability measures on finite spaces.
With a slight strengthening of the main condition from Jiménez-Gamero
et al. (2011) and a crucial additional assumption missing from that reference,
we first present a general result on the continuous differentiability of ¢-
projections under some appropriate conditions. By additionally assuming
the convexity of the set M, we show that the previously mentioned conditions
can be derived from simpler conditions that are straightforward to verify.
From a statistical inference perspective, such results enable the immediate
determination of the consistency and the asymptotic distribution of ¢-
projection estimators. Simulation examples shall provide an example of the
practical application of the theoretical results provided.

Finally, we make note that when aiming to study the asymptotics of
¢-projections and/or minimum ¢-divergence estimators beyond the finite
discrete setup, another line of research involves exploiting the dual represen-
tation of ¢-divergences (see, e.g., Keziou, 2003; Broniatowski and Keziou,
2006, 2009). This more complex approach is out of the scope of this thesis,
as it appears unnecessary for the discrete finite setting under consideration.

1.3 First Passage Times in Hydrology

The previous sections have introduced examples of tools from the field of
probability and statistics developed to help in understanding the behaviour
of rainfall. However, the discipline of hydrology encompasses various aspects
such as the distribution, movement, and quality of water, both above and
below the Earth’s surface. Therefore, of the same significance of the be-
haviour of rainfall is its impact on water bodies and land surfaces. Closely
related to the latter is a slightly more general problem: modelling the time
at which certain hydrological thresholds are crossed by some hydrological
quantity. When the latter’s value in time is modelled by a stochastic process,
the problem mentioned above can be restated in terms of the well known
first passage time (FPT) problem (see, for instance, Stechmann and Neelin,
2014). As an example, consider a river basin where the water level follows a
stochastic process influenced by continuous rainfall and other hydrological
inputs. The FPT would then represent the time required for the water level
to rise to a flood stage for the first time and knowing the distribution of the
FPT would serve as a valuable tool for modelling the likelihood and timing
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of potential flood events. This could be achieved by computing the FPT
probability density function (pdf) and/or cumulative distribution function
(cdf). In general, providing a closed form of the latter two is known to
be a delicate issue. Exploring a practical way for doing so for some one
dimensional diffusion processes is the third main contribution of this thesis.
The next section introduces this line of research.

1.3.1 FPT Time Density Approximation

One-dimensional diffusion processes play a key role in the description of
fluctuating phenomena belonging to different fields of applications as physics,
biology, neuroscience, finance and others (Karlin and Taylor, 1981; Qksendal,
1998). These models are described by stochastic differential equation of the
following type

dY, = M(Y})dt+5 (Y dWi,  Yo=yo,

where the drift coefficient M and the diffusion coefficient > are real functions
such that the above equation admits a unique solution with continuous
trajectories and satisfying the Markov property. Here, {W;},., denotes a
standard Wiener process and g9 € R is the initial condition.

In particular, the class enjoying a linear drift, that is

dY;=(—7Yi+p)dt + 2 (V) dWy, Yo =1yo, (1.1)

where 7> 0 and p € R, is widely used for its mathematical tractability and
flexibility. The volatility > (Y;) determines the amplitude of the noise and,
according to its dependence on Y;, it characterizes families of stochastic
processes which are solution of (1.1). If

Y(Y;) =\/aY2+bY;+c, a,b,ceR

the solution of (1.1) is called Pearson diffusion process (Forman and Sgrensen,
2008). The coefficients a,b and ¢ are such that the square root is defined for
all the values of the state space (y1,y2) of Yz, with —oo <y < yo <ye < +o0.
A wide range of well-known processes belongs to this class (¢ >0) :

« Ornstein-Uhlenbeck process: a=b=0,c=0? and X (V;) =0;

« Inhomogeneous geometric Brownian motion: a =02 ,b=c=0and X (¥;) =
oYy

o Jacobi diffusion: a=—0?b=0? and X(Y;) :a\/Y}(l—Y})qLc;
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o Feller process (CIR model): b=0%a=0 and X(Y;) =0y/Y, +c.

Throughout this thesis we will focus on the geometric Brownian motion
(GBM) and on the Feller process. The former has been selected for its
mathematical tractability, which leads to the possibility of computing a
closed form of the FPT pdf. In the hydrological context it has been used,
for example, to model river flows (Lefebvre, 2002). The latter, albeit not as
simple as the GBM, has been considered for its variety of applications not
only in a biological context (Ditlevsen and Lansky, 2006; Feller, 1951; Lansky
et al., 1995) but also in survival analysis, in the modelling of nitrous oxide
emission from soil and in other applications such as physics and computer
science (see Ditlevsen and Lansky, 2006, and references therein). In the
mathematical finance it is known under the name of Cox-Ingersoll-Ross
model (CIR) (Cox et al., 1985). For simplicity, we shall use the latter
acronym as we continue. In this thesis we consider the dynamics of Y; until
it crosses a threshold S for the first time, the so called (upcrossing) FPT,
defined as

T:=inf{t>0:¥,>5|0<yo<S}.

Many contributions in the literature (Giorno et al., 1986; Going-Jaeschke and
Yor, 2003; Linetsky, 2004; Masoliver and Perelld, 2014) focus on computing
the Laplace transform (LT) of the pdf g(¢):=g(t|yo,S) of T', namely

g(z):/()ooe_Ztg(t)dt, 2> 0. (1.2)

The literature emphasizes the computation of the LT of g because the pdf
itself is typically not known analytically and neither can be derived through
direct inversion of (1.2). Nevertheless, from g we can compute the probability
of crossing the threshold S, that is P (7| yo) = [~ g(t)dt, and the mean FPT,
that is E[T], in the following way

dg(z)

P(Tly)=9(2)].¢ and E[T]=-—" 0

Moments of T" of any orders can be computed using higher derivatives
of g, when they exist. As is widely recognized, the moments of T" provide
valuable insights into the statistical properties of g and of FPT events. A
different strategy to get the moments of T is using the transition pdf of the
process defined as f (y,t|yo,T) = (%IP’(Yt <yl|Y;=yo) for y € (y1,y2) and t > 0.
Indeed, if {Y;}+>0 admits a stationary distribution ¢(y) =lim; .« f (y,t | y0,0)
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independent of yg, the Siegert formula (Siegert, 1951) allows us to compute
the moments of T as

ny __ s 2dz i T n—1 T n +
E[T ]_n/xo[z(m2¢(z)/_oo¢( JE[T""']dz, neNT.

While they can be employed for the GBM, both the depicted strategies
are impractical to compute the moments of T" for a CIR process. In this
case, although a closed-form expression for g exists, computing its higher
derivatives is cumbersome. Consequently, research has often concentrated
on evaluating only the mean and variance of T' (Ditlevsen and Lansky, 2006;
D’Onofrio et al., 2018), or, at most, the third moment (Giorno et al., 1988).
Similar computational challenges arise when calculating moments of T" using
the Siegert formula, despite the fact that the stationary distribution for a
CIR process is known to be a shifted gamma distribution. Simulations of the
underlying stochastic process paths using Monte Carlo methods remain an
effective tool for obtaining manageable estimates of g, which are particularly
valuable for analysing asymptotic properties. Another strategy involves
writing the FPT distribution as a Sturm-Liouville eigenfunction expansion
series, initially presented for the CIR process in Linetsky (2004), using the
classical approach of Kent (1980) and Kent (1982). Although this strategy
provides an expression for the FPT density, in these references information
on the moments of T" could be obtained only numerically and the procedure
refers exclusively to diffusion processes without natural boundaries. A
discussion on the FPT of the CIR process in the presence of entrance, exit
and reflecting boundary at the origin is given in Martin et al. (2011), solving
the Sturm-Liouville boundary problem in the case 7=0.

Recently, an important step in the FPT problem for the CIR process
came from Di Nardo and D’Onofrio (2021), where the authors managed to
compute closed form formulae for the cumulants of T" of any order for the
CIR process regardless of the nature of the boundaries. They relied on the
particular form of g for the CIR process, which is the ratio of two power
series whose algebra is simplified if we consider logg. They took advantage of
the formal power series algebra (Charalambides, 2002) to give first a closed
form expression of the cumulants. Recall that if 7" has moment generating
function E [eZT} < oo for all z in an open interval about 0, then its cumulants
{ck(T)},~ are such that
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for all z in some (possibly smaller) open interval about 0. Cumulants have
nice properties compared with moments such as the semi-invariance and the
additivity (McCullagh, 1987).

Overdispersion and underdispersion as well as asymmetry and tailed-
ness of the FPT pdf might be analysed through the first four cumulants.
Examples on how to employ the first four cumulants in the estimation of
the parameters of a model fitted to data is given in (Antunes et al., 2020;
Seneta, 2004). The employment of cumulants in the FPT literature is not
new (Ramos-Alarcon and Kontorovich, 2013). However, their application
has been limited to few cases and not in the direction addressed for the
first time in Di Nardo and D’Onofrio (2021). Indeed, from the cumulants,
one can easily recover the moments. The knowledge of the latter is the
key to developing a Laguerre series expansion of the FPT pdf g which,
when truncated to an order n >0, provides an approximant g, of g. This
approach for evaluating the FPT pdf of the CIR process seems to have been
investigated only recently in Di Nardo and D’Onofrio (2021). Another main
contribution of this thesis is then expanding on the latter reference and it
is based on our works Di Nardo et al. (2023) and Di Nardo et al. (2024).
We review the theoretical underpinnings of the methodology and we use
them to provide sufficient conditions for the existence of the required series
expansion when specifically considering the FPT context. Moving to the
more practical aspects, an efficient evaluation of g, is proposed through
an iterative algorithm and corresponding stopping criteria are provided,
improving over the classical convergence-based stopping criteria, which are
commonly seen in the literature along with simple graphical checks (see,
e.g., Provost and Ha, 2016). Among other considerations on computational
aspects of the method, we discuss the possibility of correcting g, when it is
negative, a delicate issue which is known in literature, but, at the best of
our knowledge, still requires attention. Additionally, all the previous aspects
are also examined for the FPT cdf, which was not previously considered in
Di Nardo and D’Onofrio (2021).

The possibility of constructing a bonafide approximating pdf opens the
path to the development of interesting applications, seemingly never inves-
tigated in this framework. For instance, a novel acceptance-rejection type
algorithm which exploits the form of §,, is proposed. The distinctiveness of
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our proposal lies in its innovative use of the functional form of the series rep-
resentation of the unknown density. Although acceptance-rejection methods
have been utilised in FPT contexts, as highlighted by Herrmann and Zucca
(2019) and Mijatovié¢ et al. (2015), they have been built with remarkably
different techniques and, additionally, they have not been applied specifically
to the CIR process. Furthermore, this approach is particularly beneficial
given the lack of exact simulation methods for CIR sample paths.

Another novel application consists in an approximated maximum likeli-
hood estimation procedure which has the aim of estimating the parameters
of the underlying stochastic process. In this case, we show how the proposed
approximation can be used to adapt the well known maximum likelihood
estimation to the case where a closed form of the FPT density is not available,
but the FPT moments are known and a sample of FPTs is available.

Noteworthily, both the mentioned applications are particularly amenable
to possible extensions in a more general setup, as shall be explained in the
concluding remarks which end this thesis.

An in depth analysis of the efficacy of the method and of the applications
is conducted through various numerical experiments for the GBM, where
the knowledge of the true FPT pdf enables a direct comparison with the
approximant g,, and for the CIR, where the absence of a closed form of g
creates the perfect scenario to show the usefulness of the proposed method.

1.4 Structure of the Thesis

This thesis is organised as follows. The first part of Chapter 2 is based upon
the theoretical sections of our work Agnese et al. (2022). It is dedicated to
reviewing the HLZ distribution (HLZD) and expressing its properties in a
more compact way, eventually providing some new insights. For example, a
new result on its convolution is provided. In order to further enlarge the
choices for fitting daily rainfall interarrival times data, we also provide details
on the Poisson-stopped HLZ distribution (PSHLZD), whose properties are
expressed by exploiting the known Bell Polynomials, and on the one inflated
HLZ distribution (OIHLZD). Afterwards, certain other temporal variables
closely related to the daily rainfall interarrival times, namely the wet and
dry spells and the wet and dry chains, are introduced. It is then shown how
their distribution can be recovered from the one of the interarrival times and
viceversa. Building up on these relations, a recently proposed methodology
for the modelling and empirical analysis of these temporal variables is then
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detailed, expanding on the contents of the methodological sections of our
article Baiamonte et al. (2024). More in detail, firstly a procedure called
direct method (DM) is presented, where the distribution of wet spells and
dry spells (as well as of the corresponding chains) is derived as a consequence
of the assumption of i.i.d. interarrival times. Note that in this case, the wet
spells will have a geometric distribution. Secondly, the latter assumption is
relaxed by using an indirect method (IM) where wet spells and dry spells
are modelled separately, hence including the possibility of accounting for a
non-constant rain probability inside a rainfall cluster.

Chapter 3 presents the empirical results obtained by using the procedure
previously detailed on daily rainfall data, arising from measurements at 6
Italian and British stations which span a variety of rainfall regimes and
were never investigated before in the literature. It is based on providing
the details of the empirical analyses presented in our works Agnese et al.
(2022) and Baiamonte et al. (2024). In the first part of this chapter, we
describe and compare the fits of the HLZD, the PSHLZD and the OIHLZD
on the interarrival times and the rainfall depths obtained from the above
mentioned dataset. In the second part, we apply and compare the DM
and IM on the same data. The results when using the DM highlight how
the geometric distribution does not always reasonably reproduce the ws
frequencies, even when it are well fitted by the Lerch distribution. Improved
performances are shown to be obtained with the IM, owing to the relaxation
of the assumption on the independence and identical distribution of the
interarrival times. A further improvement on the fittings is obtained when
the datasets are separated into two periods, suggesting that the inferences
may benefit for accounting for the local seasonality.

Motivated by the problem of describing the dependence between some of
the variables encountered in the previous chapters, in Chapter 4 we explore
the theoretical development of copula-like models for discrete random vectors
found in our work Kojadinovic and Martini (2024). We begin by recalling
the ideas contained in the essay on dependence between discrete random
vectors Geenens (2020), laying out a framework where a copula pmf plays
the role of a representative of the dependence between two finitely supported
discrete random variables. We will highlight how the main ingredient of this
construction is the concept of I-projection (in the sense of Csiszéar, 1975) on
a Fréchet class of pmfs with fixed arbitrary (positive) margins. By using the
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latter tool, we are able prove a Sklar-like decomposition for a bivariate pmf
p into its two margins and a unique copula pmf u. Under the additional
assumption that p has a rectangular support, this decomposition is then
exploited to build a statistical model for p and ultimately the inference annd
goodness of fit testing of the underlying unique copula pmf « is tackled. The
main tool in proving asymptotic results for parametric and nonparametric
estimation procedures for u is the delta method. As a result that is both
key for the application of the latter and of independent interest, we prove
that I-projections (in the sense of Csiszar, 1975) on a Fréchet class of pmfs
with fixed arbitrary (positive) margins are differentiable in a certain sense.
Theoretical results are complemented by finite-sample experiments and a
data example. Unfortunately, the latter does not concern rainfall data.
However, such a possible application shall be discussed in the future work
section at the end of the thesis.

Chapter 5 is based on our recently submitted work Geenens et al. (2024)
and develops some of the ideas found in Chapter 4 in a different direction.
Indeed, one of the main contributions of Chapter 5 is an extension of the
above mentioned differentiability result to the more general context of ¢-diver-
gences for finite measures on finite spaces. To this aim, we define ¢-divergen-
ces in the latter more general context, recall their main properties as stated
in Gietl and Reffel (2017), provide conditions under which they are strongly
convex in their first argument, and define ¢-projections. Subsequently, we
present conditions under which ¢-projections are continuous and continuously
differentiable, and demonstrate that these can be replaced by considerably
simpler conditions when the set M onto which one wishes to ¢-project is
convex. When the target set for the ¢-projection is convex, we demonstrate
that the necessary assumptions can be derived from easier conditions which
are particularly amenable to verification. Given this, we show that for
many common choices of ¢-divergences, ¢-projections are automatically
continuously differentiable when M is a subset defined by linear equalities,
a context typically arising in applications. We conclude the chapter by
showing how these findings can be easily used to derive the asymptotics of
¢-projection estimators (i.e., minimum ¢-divergence estimators), providing
examples for projections onto parametric sets of probability vectors, sets
of probability vectors with specified fixed moments, and Fréchet classes of
bivariate probability arrays.
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After briefly returning to the context of probabilistic modelling in hy-
drology, in Chapter 6 a method for approximating the first passage time
probability density and/or distribution function of some stochastic processes
is detailed, giving the necessary details for what has been proposed in our
works Di Nardo et al. (2023) and Di Nardo et al. (2024), on which this
chapter is based upon. This approximation is obtained by truncating a series
expansion involving the generalised Laguerre polynomials and the gamma
probability density, and it relies on the knowledge of the moments, or equiva-
lently, of the cumulants of the FPT random variable. We begin by providing
the necessary background on the underlying theory. After particularising the
latter to the FPT context, we provide the theoretical results fundamental
for applying the procedure outlined previously to a FPT density g and FPT
cdf G, such as sufficient conditions for the existence of the proposed series
expansion and the study of the order of convergence. Then, the issue of the
actual computation of the approximants is tackled. An iterative algorithm
with suitable stopping criteria and theoretically sound corrections for the
possible negativity of the approximants are some of the key aspects that are
then explored. Afterwards, the FPT problem for the GBM and the CIR
process are recalled, focusing on the known results useful for carrying out
the proposed approximation. Given these, extensive numerical examples
covering different shapes of the FPT pdfs and cdfs are presented for both the
GBM and the CIR process aiming to discuss the strengths and weaknesses
of the proposed approach. At last, three applications are considered: in
addition to the previously mentioned acceptance rejection like algorithm
and approximate maximum likelihood estimation, it will be shown how the
laguerre gamma series estimation can give rise to a known estimator when
only a sample of FPTs is available and neither the density nor the moments
of T are known.

Finally, after summarising our contributions, in Chapter 7 we provide
possible extensions that could lead to future projects.

Before the beginning of each chapter, a disclaimer will indicate which of
the five published articles and one preprint, co-authored by the author of
this work, it is primarily based upon.

A brief note regarding notation shall be given to the reader before com-
mencing to go through the manuscript. As it is clear by the introduction
and the structure of the thesis just delineated, the topics treated in this

49



work are linked by an unifying thread but undoubtedly remain somehow
heterogeneous and may refer to different branches of literature. This is the
reason why each chapter may propose its own notational section with slight
changes with respect to the preceding ones, with the aim of abiding to the
customs of the corresponding literature practices.

All simulations, numerical experiments or computations in the thesis were

carried out using the R statistical environment (R Core Team, 2024) or the
Mathematica software (Wolfram Research, Inc., 2023).
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Chapter 2

Modelling Rainfall Interarrival

Times and other Temporal
Variables

This chapter is based on Agnese et al. (2022)

Modelling the frequency of interarrival times and rainfall depths with
the poisson hurwitz-lerch zeta distribution, Fractal and Fractional 6(9)

and on Baiamonte et al. (2024)

Applying different methods to model dry and wet spells at daily scale
in a large range of rainfall regimes across Europe, Advances in
Statistical Climatology, Meteorology and Oceanography, 10(1), 51-67.

Rainfall data are usually available in the form of cumulative amounts
over disjoint equispaced time intervals, and, as already mentioned in the
introduction, the most available data are daily measurements. In this context,
one way to model the rainfall process is to define an event as a day with
measurable precipitation and consider a suitable discrete-time stochastic
process to describe the probabilistic structure of the occurrence of rainfall. A
description of the process giving the amount of rain on the rainy days is then
provided separately. Consider {h,},en to be the series of (possibly zero)
rainfall amounts and let h* >0 be a rainfall threshold. Then, the binary
series {x, tnen indicating the rainfall events as prescribed by h* is defined
by x,=1g,>p- for all n€N. A classical and basic choice for describing
the mechanism which generates the relevant events is that of a renewal
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process (see, e.g., the monograph Cox, 1970). The key series in describing a
renewal process is the sequence of interrarrival times {it, },en corresponding
to the series of times passed between each event in {x,},en. Indeed, the
defining property of a renewal process is that it "probabilistically" restarts
at each event and it is formalised by imposing that the the interrarrival
times {it, }nen are independent and identically distributed (i.i.d.). Then, a
reasonable description of the rainfall process can be given by the bivariate
discrete-time process (it,,h),en, which consists of the interarrival times
and the subsequent rainfall depths greater than hA*. We shall consider that
ity is independent from A for all n€N. As the modelling of the latter is
somehow secondary in the scope of this thesis, we shall briefly discuss it here
before focusing more on the former.

Rainfall Depths and the Rainfall Amount Process

Over the course of the first two chapters of this thesis, we shall make two
simple assumptions regarding {h'},>o. Firstly, we will consider that h
are i.i.d., even though relaxations of one or the other restrictions can be
found in some works, but mostly for other smaller time scales. Indeed,
as explained in the comprehensive review Wilks (1999b), most stochastic
weather generators often assume that precipitation amounts on wet days
are independent and follow the same distribution. Adjusting the model
to consider different probability distributions for precipitation based on
the day’s sequence within a wet spell (e.g., higher rainfall on a wet day
after another wet day than after a dry day) has been studied by, for in-
stance, Katz (1977), Buishand (1977, 1978) and Chin and Miller (1980).
However, this additional complexity generally does not significantly affect
the outcomes. Similarly, the autocorrelation between successive nonzero
precipitation amounts is often statistically different from zero but is usually
small and of little practical relevance (Katz, 1977; Buishand, 1977, 1978;
Foufoula-Georgiou and Lettenmaier, 1987). On the other hand, accounting
for the serial correlation of nonzero precipitation amounts becomes crucial
when the precipitation model operates on an hourly (or smaller) time scale
rather than daily (Katz and Parlange, 1995).

Additionally, as already said in the introduction, we define the common
rainfall depth h as a discrete random variable. It is well established in the
literature (see, for instance, Yang et al., 2020; Porporato et al., 2006) that
rainfall depths are typically treated as continuous variables. However, daily
rainfall depth measurements are often recorded by automatically counting
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the number of times a small bucket, corresponding to 0.2 mm, is filled. This
measurement process frequently results in a high number of ties in the data,
which motivated us to treat the variable h as discrete. Additionally, this
approach allows us to demonstrate the considerable flexibility of the discrete
distributions that will be examined later in this chapter.

Interarrival Times

When the common distribution of the interarrivals is assumed to be geometric
we are in the case of the Bernoulli renewal process. However, as well known,
the geometric distribution enjoys the memoryless property. Consequently, it
forces the conditional probability of having an event at time k given that it
has not happened before to be constant for any k£ € N. The latter value is also
known as failure rate. It is clear that this may be restrictive, especially with
the aim of modelling the rainfall occurrence, where a constant failure rate
would translate into a rainy day probability which does not take into account
the past. A correction can be obtained by adopting a distribution for which
the associated rain probability is a function of the time elapsed from the
last rainy day. For instance, in the case of the logarithmic-series distribution
such a relationship is monotonically decreasing. Actually, both the geometric
and the logarithmic-series distributions are part of a larger three parameter
family of discrete distributions known as the Hurwitz-Lerch-Zeta (HLZ)
family. The full three parameter HLZ distribution (HLZD) has been recently
proposed in Agnese et al. (2014) and in Berro et al. (2019) as a model
for interarrival times data arising from rainfall measurements at the daily
scale. In other words, they assumed that the rainfall events are generated
following the mechanism of a renewal process whose interarrivals are i.i.d.
with common law the HLZ distribution. The latter has proven to provide
satisfactory fittings as it is able to replicate both the numerous occurrences
of the value equal to one, which represent the uninterrupted sequences of
rainy days, and some large values scattered over time and responsible for
drought phenomena.

As a tentative step forward, in Agnese et al. (2022) we proposed to model
the common it rv using the Poisson-stopped HLZD (PSHLZD), which is
strictly related to the HLZD. This discrete distribution can model an excess
of zeroes (paralleling the excess of it =1) and can present a remarkable tail
(Liew et al., 2020). The PSHLZD has been used in the same reference for
comparisons with the negative binomial distribution, a popular model for
fitting over-dispersed count data. Indeed, the PSHLZD can be seen both as

53



a Poisson-stopped sum of HLZD’s as well as a generalisation of a negative
binomial distribution. The Poisson contribution allows us to model the
superposition of i.i.d. HLZD’s in the observed time series as rare event.

This chapter is structured as follows.

We start the following section by briefly recalling the Bell Polynomials
and some of their properties. The combinatorial aspects of these polynomials
let us rewrite and prove known properties of the forthcoming probability
distributions in a compact and modern way, in addition to providing some
new minor results. Then, after establishing some notation and stating
well known definitions, the HLZ family of discrete probability distributions
is introduced and reviewed. We recall some of its properties, including
expressions for moments and cumulants. New results on its log-concavity
and convolution are provided. The PSHLZD is introduced immediately
after, where the Bell Polynomials will be more involved. Finally, the One
Inflated HLZ (OIHLZ) is dealt with in detail. All the descriptions of the
distributions are accompanied by a brief explanation of how the maximum
likelihood estimation (MLE) of their parameters can be carried out.

Afterwards, we introduce and describe some additional temporal variables
which are linked to interarrival times and provide an alternative and slightly
more complex way to model the rainfall occurrence process. We provide
the probabilistic relationships between the interarrival times and the new
introduced variables. Given these connections, two procedures for describing
the rainfall occurrence process, particularly adapt to statistical applications,
are proposed.

2.1 Bell Polynomials in a Nutshell

We refer the reader to Charalambides (2002) for an extensive treatment of
the Bell polynomials and their role in combinatorics. In the following we
try to collect some of their properties which are used in this chapter and
throughout the thesis. The partial exponential Bell polynomials are usually
written as

n! _ _
Bnyj(zlv"'vznj+1):Z(1!)“741!(2!)7"2742!”.27{1"'Z;—j']—tll neN, j<n
(2.1)
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where the summation is over all the solutions in non-negative integers

TyeoosTpejp1 Of P+ 2rg+- -+ (n—g+1)rp_jri=nandri+ro+-+r,_jp1=
j. A lighter expression is obtained using partitions of the integer n with length

j. Recall that a partition of an integer n is a sequence 7 = (71, 72,...) of weakly
decreasing positive integers, named parts of mw, such that 71 +m+---=n.

A different notation is m=(1",2"2 ...), where r1,r9,..., named multiplici-
ties of 7, are the number of parts of m equal to 1,2,... respectively. The

length of the partition is {(7) =71 +ro+--- and the vector of multiplicities is

m(m)=(r1,79,...). We write mkn to denote that 7 is a partition of n. Thus

the partial exponential Bell polynomials (2.1) can be rewritten as (see, e.g.,
Di Nardo et al., 2008)

Bw(zl,...,zn_jﬂ): Z dﬂ-Zﬂ- (22)
wen,l(m)=j

where the sum is over all the partitions 7Fn with length [(7)=j and
il

(1)ripg (2 2yl (2.3)

Zp =21 257 dr=

Using integer partitions, the explicit expression of the partial exponential
polynomials can be recovered in R using the kStatistics package (Di Nardo
and Guarino, 2022). A useful property used in the following is

By j(abzy,...,ab" 2 50) =/ 0" B, (21, 2 j1a) (2.4)

with a,b constants. Equation (2.4) follows from (2.2) since from (2.3) we

have
(abzl)m (abQ 22)7“2 e — ar1+r2+... b7«1+27‘2+-..27r — 2

taking into account that {(7)=r;+ro+---=j and 1 +2ry+---=n.
The n-th complete exponential Bell polynomial in the indeterminates
21,...,2p is defined as

n

Bn(zl,...,zn)zzBn,j(zl,...,zn_jﬂ) (25)
7=0

with {B,,;} the partial exponential Bell polynomials as in (2.1). Note that n
is the positive integer corresponding to the maximum degree of the monomials
in (2.5). This polynomial sequence satisfies the following recurrence

" (n
BnJrl(Zl? cee azn+1) = Z (]) ZjJran*j(Zl’ cee >anj) (26)
j=0
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with the initial value By=1. The generating function of {B,,} is the formal
power series composition

t’fL
explh.(t) —z0] =D ﬁBn(zl,...,zn)ER[[t]] (2.7)
n>0"%
where R[[t]] is the ring of formal power series in ¢ and h.(t) is the generating
function of {zx}r>0, that is
£k
k>0
A different expression of the n-th complete exponential Bell polynomial
involves integer partitions as follows
By (21, 2n) =Y drzy (2.8)
whn
where the sum is over all the partitions 7Fn,d, and z, are given in (2.3).
In particular we have
Bu(Az1,.. A 2,) =S N, 2, (2.9)
wkn
with A a constant. Now, suppose to replace A" in (2.9) with a numerical
sequence {ayr)}. Thanks to this device, the complete exponential Bell
polynomials result as a special case of a wider class of polynomial families,
the generalized partition polynomials
Gn(ar,...,an: 21, 20) = > drly(r)2x (2.10)

Tn

where the sum is again over all the partitions mHn. A different expression
of (2.10) involves the partial exponential Bell polynomials {B,, ;} in (2.1)

n
Gn(al,...,an;zl,...,zn) = ZajBn,j(Z].a"'7ZTL—j+1)' (211)
j=1

An example of a well known and useful polynomial family arising from (2.11)
is the logarithmic, defined as

n

Lo(z1,20)= > (1 (G = 1)Bo (21, 20 jy1)- (2.12)
§=0
Apart from their combinatorial properties, the Bell polynomials and the
logarithmic polynomials have a well known use in probability, which is
connecting moments and cumulants of a random variable. Such relationships
are summarised in Appendix 2.A.
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2.2 Notation and Preliminaries on Discrete Random
Variables

Before proceeding, let us very briefly clarify the notation used in the first
part of this chapter, and, afterwards, recall some useful definitions and
results. Let (Q,F,P) be an underlying probability space. As usual, with
discrete random variable (rv) we will refer to a measurable function

X:Q—-T,

where T" is countably infinite or finite. We will usually consider T'C Z. The
law or distribution of X is fully characterised by its probability mass function
(pmf) px defined as

px(z)=P(X=z), zeT.

Actually, we shall mostly equivalently refer to the sequence of probabilities

{pm}meTa X ET?

where p, =px(z) for z€T.

2.2.1 Probability Generating Function

The probability generating function (pgf) provides a compact representation
of a discrete probability distribution and facilitates the computation of

moments and the study of other properties of the random variable. The pgf
G x of X is defined as:

Gx(t)=E[t"]= ZTpxtx,

where t is a real number for which the series converges. Indeed, as we
continue, if not specified otherwise t is assumed to be in a such a way. Note
that Gx always exists for —1 <t <1 with Gx(0)=py and Gx(1)=1. We
report some of its properties.

1. By the definition of Gx, for every x € T' we have that
GY(0)

T l‘! Y

where the superscript (z) denotes differentiation x times.



3. If Y is a discrete random variable independent from X with pgf Gy,
then the PGF of Z=X+Y is the product of the individual pgfs

Gz(t)ZGXOGy,

where o denotes the usual composition of functions.

2.2.2 Log-Convexity and Log-Concavity

A discrete distribution {p,}.er is said to be log-concave if

Py >pe-iPas1, TET. (2.13)

Log-convex is defined with the inequality sign reversed, that is it must hold
that

Py <pe-1Pas1, z€T. (2.14)

Log-convexity and log-concavity are useful in deriving other properties of a
distribution. An example is given in the following.

2.2.3 Unimodality and Strong Unimodality

A discrete distribution {p,}.er is said to be unimodal if there exists an
x €T such that p, >p,_1 for all x <z and p, <p,_1 for all z>2z. A discrete
distribution {p, }.er is strongly unimodal if the convolution of {p, },er with
any unimodal distribution is unimodal. Strong unimodality has the following
characterization (Keilson and Gerber, 1971, Theorem 2).

Theorem 2.2.1. Let a discrete rv X with support T CZ. A necessary and
sufficient condition for strong unimodality of X is log-concavity of {pz}zer.

Given the latter, the next proposition is straightforward.

Proposition 2.2.2. A strongly unimodal discrete rv X with support T'C 7
s unimodal.

Proof. Condition (2.14) is equivalent to

Porl o P2 = e (2.15)
Pz Pz—1
From (2.15) it follows that inf{z* €T : "> <1} is the mode. O
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2.2.4 Parameter Estimation and Model Selection

Consider the measurable space (€2, F). A parametric family P is a set of
probability measures Py on (€2, F) defined as

PZ{P@I@E@},

where © CR? for some fixed positive integer d. An usual assumption is
that of identifiability, meaning that the map 6+ Fj is injective. In the
present context of discrete random variables, Py could be given in the form
of a sequence of probabilities, which, with some abuse of notation, we can
denote by p’ ={p?},er. Let x=(z1,29,...,2,) be a random sample from
a population with pmf {p,},er. Assuming there exists 6 € © such that

% = {p,}ser, parameter estimation is a crucial step in statistical inference
to find an appropriate 6 such that the probability measure Py of a parametric
family fits well to the given sample x. One of the most known approaches
to this is the classical maximum likelihood estimation which is the main
parameter estimation procedure employed in the first two chapters of this
thesis.

2.2.5 Maximum Likelihood Estimation

For a fixed sample x = (z1,%2,...,2,), the likelihood function is defined by

L,(0|x)= prl (2.16)

The maximum likelihood estimator of the parameter 6 based on a sample x
(see, for instance, Casella and Berger, 2002, Chapter 7) is

0(x) =argmax L(0 | x).
0co
In practice, is it often simpler to work with the natural logarithm of the
likelihood function, the log-likelihood

1, (0]%) Zlog p). (2.17)

=1
Usually, the log-likelihood function is differentiable and first order optimal-
ity conditions can be employed to find the so called maximum likelihood
equations, which, when solved, provide the desired estimator. However, it is
often the case that for certain parametric families the obtained system of
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equations may not have a closed-form solution. Numerical methods such as
the Newton-Raphson method or the EM algorithm could be implemented to
seek numerical solutions. These methods usually return a local maximum
that depends on the choice of the starting guess. A stochastic optimisation
algorithm that returns the global maxima is preferred when the equations
have no analytic solution. For instance, the simulated annealing type of ran-
dom search algorithm will be used in this thesis to obtain the ML estimates
for various models (see, for instance, Robert and Casella, 2004, Chapter 5).

As we noted in the introduction, the family of discrete distribution we
will discuss is a generalization of other well known probability distributions.
The act of generalising a parametric probability distribution introduces more
parameters into the model and the full parameter form of a parametric family
will perform, in terms of maximised log-likelihood values, at least as well as
any other special cases having a smaller number of parameters. However,
the inclusion of additional parameters in the model is not always statistically
justified (Wilks, 1938). To avoid over-fitting, several information-theoretic-
based criteria have been developed for model selection. These include the
Akaike information criterion (AIC), Bayesian information criterion (BIC)
that make use of different functional forms of the maximum log-likelihood
statistic to measure the divergences between the proposed models and the
real model (see, e.g., Van Der Hoeven, 2005). Other hypothesis testing
approaches such as the likelihood ratio test, Wald’s test, and the score test
are also available (see, for example, Cox and Hinkley, 1974, Section 9.3). In
this thesis, the likelihood ratio test will be used to select the appropriate
model from a nested family of distributions.

2.2.6 Likelihood Ratio Test

Consider a simpler nested model with reduced parameter space O such that
Oy CR%® C ©, with dy a positive integer. The likelihood ratio test statistic
for testing

Hy:0 €0, versus Hy:0 € O
is

D, = —2log supg, Ln (0| x)

supg Ln(0]x)

Let 0y(x) be the ML estimator for 6 in ©, the test statistic D, can be
written as A A
D= =2(ln(00(x) [ %) = £a(0(x) [ x))-
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A well known theorem of Wilks (1938) states that as the sample size n goes
to infinity

D n i XZ—d()?
under Hy. That is, D,, is approximately x? distributed, with degrees of

freedom equal to the difference between the number of free parameters of
the alternative and the null models.

2.3 The Hurwitz-Lerch Zeta Distribution

We shall employ the standard notation used for instance in Gupta et al.
(2008). Let T (z,r,u)=2®(z,r+1,u+1), where

O (z,r,u)= iojo (n—Z:u)T (2.18)

is the Lerch Transcendent function, defined for u ¢ {0,—1,—2,—3,...} and r
in the set of complex number C when |z| <1, or r in the half plane Re(r)>1
when |z| =1 (Bateman and Erdélyi, 1953).

Definition 2.3.1. A discrete random variable Y ~HLZD(a,0,s) if
9y

P T sa)(y+ay

where a>—1 and seR if € (0,1) or s>0 if 6=1.

Expression (2.19) comprises a wide range of well known discrete distribu-
tions, some of which are reported in Table 2.1 below.

yeNT, (2.19)

Table 2.1: Lerch family of probability distributions with the corresponding parameter
domains.

ID | Probability distribution 0 S a

1 3-par Lerch (0,1) | R | (—1,00)

2 2-par polylogarithmic 0,1) | R 0

3 1-par logarithmic (0,1) [ 0 0

4 1-par geometric (0,1) | -1 1

5 2-par extended log (0,1) | 0 | (—1,00)

The pgf of Y ~HLZD(a,0,s) is
0P (20,s+1,a+1
Gy(z)= (6, ’ ) 0<z0<1, (2.20)

d(0,s,a) ’
with Gy (0)=0.
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2.3.1 Moments and Cumulants

HLZD moments have a closed form expression involving the Lerch Transcen-
dent function. Differently from Aksenov and Savageau (2005), we find this
closed form expression using (2.19).

Proposition 2.3.2. If Y ~HLZD(a,0,s), then

B k\®(0,s+1—7.a)
& =E[YH] _Z () 30 st Latl) keNT. (2.21)

Proof. Fix k€N". Using the binomial expansion of y* = (y—a+a)*, we
have
gv—1

®(0,s+1,a+1)(y+a)st!

k y g
(Z_:< ) y+ay(-a)t )@(9,s+1,a+1)(y+a)s+1

( 1 00 gyv—1

)i
from which (2.21) follows by taking into account (2.18). O

&= y Zy

i

O(0,s+1,a+1 y+a)sti-i

As a corollary, the mean and the variance are respectively:

_T(0,5—1,a) _T(0,5—2,a) T(0,s—1,a) 2
E[Y]= T(0,s,a) —a VarlY]= T(0,s,a) _< T(0,s,a) )

Remark 2.3.3. Suppose §=1. Recall that we can have convergence of
the series ®(1,s,a) only if s>0. By inspecting the r.h.s. of (2.21), we have
that &, will be infinite for any k> &', where k' is the first integer such that
s+1—Kk <0. [

More generally, for k€ N* the k-th central moment can be recovered as

& =E[(Y —&)" Zk:()&&”

and the factorial moments as
k
Er=E[Y(Y -1)---(Y-k+1)]= %S(k,j)é‘k (2.22)
j:
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with s(k,j) the Stirling numbers of the first kind (Charalambides, 2002).
HLZD cumulants are such that

l{n(Y):‘Cn(é-l?“'?gn)? n€N+7

where {{;} are the moments of Y ~HLZD(a,0,s), given in (2.21), and £,
is the n-th logarithmic polynomial (2.12). Let us recall that, if the mo-
ment generating function (mgf) My (t) of Y is well defined in a suitable
neighborhood of 0, then the coefficients {#,(Y")}»>1 in the expansion

My () = exp (z me)

are the cumulants of Y. The first cumulant is the mean E[Y], the second
cumulant is the variance Var(Y’), the skewness and the kurtosis of Y can be
recovered using the third and the fourth cumulant of Y respectively. More
details are given in Appendix 2.A.

2.3.2 Mode

The HLZ distribution is a particular case of a wider class of distributions
called the Modified Power Series Distributions (MPSD) introduced by Gupta
(1974).

Definition 2.3.4. A discrete random variable Y ~MPSD(a,g, f) if

_a(y)g(0)”

py=—>"—, YT CN 2.23
where a(y), g(#) and f(0) are positive, bounded, and differentiable functions
of y and 6 respectively with f(0)=>,era(y)g(8)?. O

Using this wider class of distributions, we will prove that Y ~HLZD(a,6,s)
is unimodal for all s € R. The following result follows straightforwardly from
Theorem 2.2.1 by substituting (2.23) into (2.14).

Proposition 2.3.5. Y ~MPSD(a,g, f) s strongly unimodal if and only if
{a(y) }yer is a logarithmically concave sequence.

Given these facts, we can state the next result.

Proposition 2.3.6. Suppose Y ~HLZD(a,0,s).
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(1) If s> —1, the sequence {qy, },>1 is monotonically decreasing and the mode
s y=1.

(ii) If s<—1,Y is strongly unimodal and therefore also unimodal.

Proof. Similarly to what stated in Section 2.3 of Gupta et al. (2008), we
have

p 1 8—|—1
Y
:9(1— ) . ye{2,3,..). 2.24
] L) BT CE (2.24)

Since € (0,1),a>—1 and s> —1, the rhs of (2.24) is always between 0
and 1, thus (i) follows. From Theorem 2.2.1 and Proposition 2.2.2, for

(71) we have to prove that {p,},>1 is log-concave, that is it satisfies (2.14).

Using Proposition 2.3.5, since a(y) = W, we simply need to show that

(1—(y+a)~?)*™ >1 for all y€N. The latter holds if s < —1. O

2.3.3 Failure Rate

From Definition 2.3.1 we have that Y ~HLZD(a,6,s) has cumulative distri-
bution function (cdf)

_1_9kT(9,s,a+k)
B T(0,s,a) ’
Following P. L. Gupta and Tripathi (1997), we define the failure rate r of a

discrete rv X supported on N* as
P(X =k)
P(X >k)’

P(Y <k) keNT. (2.25)

rx (k)= keNT. (2.26)

From (ii) in Theorem 1 of Gupta et al. (2008) we have that if X is log-convex
then rx is a non-increasing function of k. Hence we can state the following
simple result.

Proposition 2.3.7. Let Y ~HLZD(a,0,s). Then it holds that

0
(a+k)s*T(0,s,a+k—1)

ry (k) = keNT. (2.27)

Moreover, if s> —1, ry is a non-increasing function of k.

Proof. Expression (2.27) immediately follows from (2.25) and (2.19). Ac-
cording to the discussion slightly above, we have to prove that pz < Py—1Py+1,
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yeNT or, equivalently, that %—f’;—jgo, yeNT. As in the proof of
Theorem 1 in Gupta et al. (2008) we have

<a+y—1>5+1 B <a+y) S+1] .y [(52 —[ 1)+l (p2)sH1

Dy — Py+1 _0
a+y at+y+1 b(b+1)]sH ’

Py—1 Py

where b=a+ k. The above centered display is less or equal then zero when
s>—1. ]

2.3.4 Convolution

The family of HLZ distributions is not closed under convolution. Nevertheless,
as a subclass of MPS distributions, the HLZD convolution still returns a
MPSD. Indeed, more in general we will prove that the family of MPS
distributions is closed under convolution.

Theorem 2.3.8. If Y1,...,Y; are independent rvs identically distributed to
Y ~HLZD(a,0,s), then Y1 +---+Y; ~MPSD(a;,g, f;) with f;(0)=[T(0,s,a)}’,
1
aj(y):j—" S di(an)ttt with ar=(a+1)""(a+2) " y T,
Y wty,i(m)=j
(2.28)
dr as given in (2.3) and Tj={yp1+---+y; €N:yp,...,y; €T}.

Proof. Observe that if Y;,...,Y; are rvs iid. to Y ~MPSD(a,g, f), then
Yi+--+Y;~MPSD(aj,g, f;) with f;(6)= f7(6) and
;Byyj[a(l)w"7a(y_j+1)]v yETj

Indeed in (2.23), set a(y) =0 if y ¢ T and consider the sequence {p, },>1 such
that p, =0 if y¢ 7. By using Lemma 1 in Eger (2016), we have

(2.29)

7|
P(Y,++Y;=y)= ;Byxm, Pyjs1) (2.30)

where {B, ;} are the partial exponential Bell polynomials (2.1). From (2.30)
with p; replaced by a(i)g(0)!/f(0) for i=1,...,y—j+1 and using (2.4) we
have

P(Yi+-+Yj=y)= ]'%Bw[a(l),...,a(y—j+1)]. (2.31)
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Thus Y)+---+Y; ~MPSD(aj,g, f;) with f;(0)=f7(0) and a;(y) given in
(2.29). From (2.31) note that aj(y)=0 if 1,2,...,y—j+1¢7T. By replac-
ing g(0) =0, f(0)=T(0,s,a) and a(k)=(k+a)~ V) for k=1,...,y—j+11in
(2.31) we have

7! (s (s
aj(y):yBy,j{(a‘Fl) G+ (a+y—j+1) (+1)}, yeNT,

The result follows after some manipulations, rewriting the partial Bell
exponential polynomials as in (2.2). O

2.3.5 Tail Behaviour

Following Section 4 of Liew and Ong (2012), we report a brief description of
the tail behaviour of Y ~HLZD(a,0,s).

Proposition 2.3.9. Let Y ~HLZD(a,0,s). ThenY has a long tail if and
only 0=1.

Proof. From (2.19) it can be readily computed that

lim Pyl _ 0

Y

after which the statement is immediate. ]

The latter result indicates that 6 is the parameter which governs the
thickness of the tail.

Remark 2.3.10. This fact can also be deduced by the following argument.
We have that the mgf of Y ~HLZD(a,0,s) is

0P (c'0,s+1,a+1)
(6,s,a) ’

with Gy the pgf of Y. Recall that in general the Lerch transcendent function
®(z,r,u) converges for u >0 if z and r are any complex numbers with |z| >1
or |z|=1and Re(r)>0 (Bateman and Erdélyi, 1953). Under the parametric
assumptions in (2.19), when 6 € (0,1) there always exists a neighbourhood
of the origin where Gy (e') exists finite. Hence, Y does not have a heavy
tail and therefore neither a long tail. Since we must have § <1 for the
convergence of the series ®(6,s,a), if § = 1 we have that Gy (e') will be
infinite for any ¢ > 0 from the fact that €' >1 for any ¢ >0. To see this from
yet another perspective, recall Remark 2.3.3. O
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2.3.6 Maximum Likelihood Estimation

Consider a vector y = (y1,...,y,) of independent observations of Y ~ HLZD(a,6,s).
The MLE of (0,s,a) is

(é,é,&) =argmax/,(0,s,aly), (2.33)
(0,s,a)€0
with © = (0,1) X (—00,+00) X (—1,00), €, (0,s,a|y) =log L,(0,s,a|y) the log-
likelihood function and

Ly(0,s,aly)=1]P(Y =y;).
i=1
The MLE of the HLZD parameters (6,s,a) has been studied by Gupta in
Gupta et al. (2008), where the Author derives the following formula

ln(0,s,a]y)=10g0> y;—(s+1)> log(a+y;) —nlog[®(0,s+1,a)]. (2.34)
i=1 i=1
Additionally, he showed that the three likelihood equations arising from
maximizing the log-likelihood correspond to the following equations of the
generalised method of moments. In particular we have

Z%:E[Y], (2.35)
ﬁjlbg(ify) —E[log(a+Y)], (2.36)

" 1 1
For the case of the Log distribution (ID = 1 in Table 2.1), the single
parameter 6 can be estimated by solving (2.35) for s=0 and a=0, for the
case of the Polylog distribution (ID = 2 in Table 2.1) the two parameters
and s can be obtained by solving the system of equations (2.35) and (2.36)
with a=0 and for the case of the 2-parameters Log distribution (ID = 5
in Table 2.1) the two parameters # and a can be obtained by solving the
system of equations (2.35) and (2.37) with s=0.

Closed form solutions of the above equations are not available and the
moments Ellog(a+Y')] and E[1/(a+Y")] must also be numerically approxi-
mated. As noted in Section 2.2.5, the likelihood equations may be solved
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by standard numerical methods to obtain the MLE. However, it is well
known that this does not guarantee that global maxima of the likelihood
have been achieved. In order to avoid this problem, a global optimisation
method can be employed to solve (2.33). The global optimisation method
takes advantage of the bounds of the parameters. For instance, the MLE
of the parameters can be obtained through a global optimisation algorithm
known as Simulated Annealing. Simulated annealing is a stochastic global
optimisation technique applicable to a wide range of discrete and continuous
variable problems. It makes use of Markov Chain Monte Carlo samplers, to
provide a means to escape local optima by allowing moves which worsen
the objective function, with the aim of finding a global optimum. Technical
details can be found in Bélisle (1992), a variant of which is the algorithm
implemented in the Optim function in the base Stats R-package. The latter
has been used in this thesis.

2.4 The Poisson-Stopped Hurwitz-Lerch Zeta Distri-
bution

Definition 2.4.1. Let A>0, € (0,1), a>—1 and s€R. A discrete random
variable X ~PSHLZD(\,a,0,s) if its pgf is

_ 00(t0,s+1,a+1)
Ox(t=esp (N g

where ® is the Lerch Transcendent as in (2.20). O

According to Definition 2.4.1, X ~PSHLZD(\,a,0,s) takes non-negative
integer values and belongs to the class of generalized rvs as defined in
Charalambides (1977). Indeed given two independent rvs Z and Y, with pgf
Gz and Gy respectively, the generalized rv X has pgf

GX:GZOGy. (2.39)

The composition (2.38) matches (2.42) when Y ~HLZD(a,6,s) and Z is
a Poisson (PS) rv of parameter A >0, independent of Y, since Gz(t)=
exp[\(t —1)]. As we continue, to avoid confusion, we will refer to the sequence
of probabilities associated to Y ~HLZD(a,0,s) as {g } ,cn+, unless specified
otherwise.

In the following we analyse in detail the properties of the PSHLZD using
the complete exponential Bell polynomials. Some of the properties given in
Liew et al. (2020) will also be briefly recalled.
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Proposition 2.4.2. If X ~PSHLZD(\,a,0,s) then

e, =0, ( )
2 B.(\q1,...,\xlq,), xENT,

x!
where B, is the complete exponential Bell polynomial (2.5) of degree .

Proof. Observe that Gy (0)=0 and Gy (t) =>;>12!¢,t"/x!. The result fol-
lows from (2.7) with 29=0 and h,(t) =Gy (t), since from (2.38) we have

exp(—A)exp[A\Gy (t)] = > t|e_/\Bx(/\1!q1, ATl gy).

xGNI‘

[
Corollary 2.4.3. If X ~PSHLZD(\,a,0,s) then py=P(X =0)=e¢"* and

Y I(m) (a;)"+!

Y T

pe=0% Z( ) r=12,.... (2.41)
! = \T(9,s,a) My

where the sum is over all the partitions wkx, m;!=rlrs!--- and a, is given

in (2.28).
Proof. From (2.40), using (2.8) and (2.3), we have

€—>\

3 x!

o (AN 12Nl (Allg1)" (A2!g2)"

N ATt [(CH— 1)—(s+1)]r1[(a+2)—(s+l)]rz,,,9T1+2T2+~--
= orplrgle T(0,s,a)tr2t

Pz = |
xZ.

by which (2.41) follows observing that r1 +ro+4---=1[(7) and 1 +2ro+--- =
x. ]

As a corollary of Proposition 2.4.2 and recursion (2.6), the sequence
{pz}zen in (2.40) satisfies the following equations.

Corollary 2.4.4. If X ~PSHLZD(\,a,6,s) then

A
r+1

Z(]+1)qj+1pm—]7 1'6{1,2,}
j=0

Pz+1=

and pg=e~.
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Proof. The result follows using (2.6) since we have

A
e
p:t—H:WBx—l—l()\ql,...,)\(:C—{—1)!qx+1)
€—>\ T T N | '
- (x+1)! ;) j By j(Aqrs. o M@ = 5)lgu—5) (G +1)1gj41
P
e—)\

z ! (x—7)!, .
= > P oo U DI

]

If s>0 and —1<a<0, the PSHLZD is unimodal. It is a consequence
of (Liew et al., 2020, Property 1), where the authors, with the above
parameters, prove the discrete self-decomposability of a PSHLZD, which
implies unimodality (Steutel and van Harn, 1979).

2.4.1 Log-Concavity
Under suitable conditions, the PSHLZD is log-concave.

Proposition 2.4.5. If X ~PSHLZD(\,0,a,s) and s> —1, then X has a
log-concave cdf, that is

P(X<z)?>P(X<z—-1)P(X<z+1), x€N.

Proof. According to (Badia et al. (2021), Theorem 1), a random sum Y2, Y;
of i.i.d. rvs has a log-concave cdf if Z is strongly unimodal and the common
distribution of {Y;};>1 has a decreasing pdf. Thus, the result follows as X ~
>Z | Y; with Z ~PS()), which has a log-concave pmf (strongly unimodal),
and Y ~HLZD(0,a,s) with a decreasing pmf when s> —1 (see Proposition
2.3.6). O

Proposition 2.4.5 gives a sufficient condition to get cdf log-concavity. A
different way is to consider the sequence of probabilities {p,}. Indeed, if
X has a log-concave pmf (2.14), then its cdf is also log-concave (Badia
et al., 2021). In the more general setting of generalised rvs, we can state
the following. Recall that X is a generalised random variable if given two
independent rvs Z and Y, with pgf Gz and Gy respectively, it has pgf

GX:GZoGy. (242)
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Proposition 2.4.6. Suppose X is a generalised rv. Then it has a log-concave
pdf if and only if the sequence

1 - -

with pp=P(X =0)=Gz[Gy(0)], :=P(Z=2z) and q,=P(Y =x), is log-

concave.

Proof. Expression (2.43) follows from (2.3) in Charalambides (1977) using
the general partition polynomials (2.8). O

When Z ~PS()) a necessary and sufficient condition to recover strong
unimodality is related to the magnitude of ¢; and ¢, as the following theorem
shows.

Theorem 2.4.7. If X is a generalized rv with Y strongly unimodal and
Z ~PS()N), then X is strongly unimodal if and only if \q1 > 2qs.

Note that a similar result is proved in (Yu (2009), Theorem 4). We
provide a different proof using the following lemma.

Lemma 2.4.8. If {z;};>1€[0,00) is a log-concave sequence, then the se-
quence {%Bn(zl, ey Zn) fn>1 18 log-concave if and only if 2 > 224, with { By, }n>0
given in (2.5).

Proof. If {z;};>0 with zp=1 is a log-concave sequence of non-negative real
numbers and the sequence {a(n)},>o is defined by

)y 4y —exp (ij{yﬂ ) (2.44)

n=0 n!

then the sequence {%}nz is log-concave (Bender and Canfield, 1996).
Equation (2.44) parallels (2.7). Therefore, the sequence {- B, (21, ..., 2n) tn>1
results as log-concave if the sequence {z;};>0 is log-concave. Note that for

j>2 we have

2
Zj > Zj—1 Zj+1

[G=DP~ (G=2)! gt~
which easily reduces to j ZJZ > (j—1)zj_12j41 always satisfied when {z;};>1
is log-concave. Now let j=1. We have {z;};>¢ is log-concave if and only if
z1 > 279 and the result follows. O
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Proof of Theorem 2.4.7. Following the same arguments of Proposition 2.4.2,
for a generalized rv with Z ~ PS(\), (2.43) reduces to

6—)\

P(X=x)= ng(Al!ql, o Azlgy)

with ¢, =P(Y =) for x € N*. The sequence {%Bx(/\llql,...,)\a:!qx)}wzl is
log-concave if and only if the sequence {%Bx()\l!ql,...,Ax!q$)}$21 is log-
concave. The result follows using Lemma 2.4.8. [

Corollary 2.4.9. If s<—1, X ~PSHLZD(\,0,a,s) is strongly unimodal if
and only if Aq1 > 2qs.
2.4.2 Moments and Cumulants

Exploiting the properties of Bell polynomials, we can recover closed form

expressions of PSHLZD moments and cumulants in terms of moments of
Y ~HLZD(a,0,s).

Proposition 2.4.10. If X ~PSHLZD(\,a,0,s) then
e =E[X* = Br(\1,..., \&), keNT, (2.45)

with By the k-th complete exponential Bell polynomial (2.5) and &, ...,&
the first k moments of Y ~HLZD(a,0,s) given in (2.21).

Proof. If My and My are the mgfs of X ~PSHLZD(\,a,0,s) and Y ~
HLZD(a,,s) respectively, then

My (t) =G (et) =N (=1 = Ay (1] (2.46)

from (2.42). Equation (2.45) follows as the rhs of (2.46) can be written as
(2.7), with h,(t) =AMy (t) and zp= . O

Remark 2.4.11. Taking into account (2.46), if X ~PSHLZD(A,a,6,s) then
X~Yi+--+Yz with Y ~HLZD(a,0,s) and Z ~PS(\), that is X is a com-
pound Poisson rv. Therefore the PSHLZD is an infinitely divisible distribu-
tion (Sato, 2013). O

Moments (2.45) can be explicited written using (2.9). A straightforward
corollary of recursion (2.6) is the following.

Corollary 2.4.12. pj1= )‘Z?:o (?),uk,jfjﬂ, keNT.
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If 1}, ==E[(X — p11)*] denotes the k-th central moment of X ~PSHLZD(),a,6,s)
then

,uz: Zn: (Z) (—Aél)n_kBk(Aﬁl,...,)\gk), keNT,
k=0

Proposition 2.4.13. If X ~PSHLZD(\,a,0,s) then

(W =ELX (X — 1) (X — k4 D))= By(ME)r. AE)), keN'  (247)
where (£)1,...,(&)r are the first k factorial moments of Y ~HLZD(a,8,s)
given in (2.22).

Proof. Let us recall that, if Qx(¢) is the factorial mgf of {(u)x}, then Qx (t) =
Gx(t+1) with Gx the pgf of X. Therefore we have

Qx(t)=Gx(t+1)=exp(A[Gy(t+1)—1]) =exp (A[Qy(t) —1]),  (2.48)
with Qy (t) the generating function of the factorial moments {(£)x}. Equation
(2.47) follows as the rhs of (2.48) can be written as (2.7), with zp=\ and
h.(t) = AQy (1). u
Proposition 2.4.14. If k,(X) is the n-th cumulant of X ~PSHLZD(\,a,0,s)
then kn(X)= Ay, forn=12,... where &, is the n-th moment of Y ~HLZD(a,0,s)
given in (2.21).

Proof. The result follows since

log My (£) = logleXMxO-D]  \[M, (1) — 1] = Y- S AR[X*]

nzln

2.4.3 Maximum Likelihood Estimation

Suppose to have a sample x= (z1,...,x,) of independent observations of
X ~PSHLZD(\,a,60,s). The MLE of (),0,s,a) is
(A\,0,5,4) = argmax ,(\,0,s,a|x),
(\,0,8,a)€0
with © = (0,00) X (0,1) X (—00,+00) X (=1,00), £r(A,0,8,a,x) =log L, (A,0,s,a|x)
the log-likelihood function and

L,(\0,s,a,x)=[P(X =x).
i=1
The MLE of the PSHLZD parameters in this case must be directly tack-
led with the global optimisation method described in Section 2.3.6, since
ln(X,0,s,a) is not analytically tractable referring to (2.41).
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2.5 The One Inflated Hurwitz-Lerch Zeta Distribution

Definition 2.5.1. A discrete random variable Z ~ OIHLZD(p,a,6,s) if
P(Z=1) = p+(1-p)P(Y =1),
(2.49)
P(Z=z) = (1-pPY =2z), z€{2,3,...},
with pe[0,1] and Y ~HLZD(a,6, s). O

This definition parallels the definition of the Zero Inflated Modified Power
Series Distribution given by Gupta in Gupta et al. (1995). If Gz(t) denotes
the pgf of Z ~OIHLZD(p,a,0,s) then

Gz(t)=pt+(1-p)Gy(t) (2.50)
and the HLZD is retrieved by setting p=0.

2.5.1 Moments and Cumulants

From (2.50), the ordinary moments of Z can be easily recovered from the
ordinary moments of Y ~HLZD(a,0,s).

Proposition 2.5.2. If Z ~OIHLZD(p,a,0,s) then
v =E[ZF=p+(1-p)&  keEN, (2.51)
with & the k-th moment of Y ~HLZD(a,0,s).
Proof. The result follows from (2.50) since
My(t)=Gz(e") =pe' + (1 —p)Gy (") =pe' + (1—p) My (t).

[]
For example, we have
E[Z]=p+(1-p)E[Y],
Var[Z] = (1—p) [Var[Y]+p(1+E[Y]*) —2E[Y]].
Proposition 2.5.3. If Z ~OIHLZD(p,a,0,s) then
_ N (o [ p+A=p)(&h, k=1,
) =E[Z(Z—-1)---(Z k+1)]—{ (1—p) (). he{2.3... ). (2.52)

with (§)k the k-th factorial moment of Y ~HLZD(a,0,s).
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Proof. The result follows from (2.50) since

Qz(1)=Gz(t+1)=p(t+1)+(1—p)Gy(t+1)=p(t+1)+(1—-p)Qy(t)
(2.53)
with Qy (t) the factorial mgf of Y ~HLZD(a,0,s). Expression (2.52) follows
by expanding the rhs of (2.53) since we get

The OIHLZD cumulants are
kn(Z)=Ly(v1,...,vp), neNT,

with {v;} moments of Z~ OIHLZD(p,a,0,s) given in (2.51), and £, the
n-th logarithmic polynomial (2.12).

2.5.2 Maximum Likelihood Estimation

To estimate the OIHLZD parameters using MLE, let us first rewrite (2.49)
using (2.23), that is
P(Z=1) = 1—w,
0)* 2.54
A se2a.) (254

)
where we set w=(1—p)[1-P(Y =1)], g(0)=0, a(z)=(a+2)"C+Y and
f(0)=T(0,a,s). Further rewrite (2.54) as
P(Z=1)=1-w
P(Z=z)=wP(W=xz), x€{2,3,...}

where W has a One Truncated Hurwitz-Lerch Zeta Distribution (OTHLZD)
(Conceicao et al., 2017), that is

P(Z=2) = (1-p)

L a(z)g(0)”

N +
P(W=x)= @ fa) reNT. (2.55)
f(0)
Suppose z=(z1,...,2,) is a vector of independent observations of Z ~

OIHLZD(p,a,0,s) and 1(0,a,s,w,z)=log L,(0,a,s,w | z) is the log-likelihood

function with .

L,(0,a,s,w|z)=]]P(Z==z).
i=1
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If n; is the number of times the integer j appears in the vector z for j & Nt
then the log-likelihood /,,(0,a,s,w|z) can be written as

B P(Y =)
ln(0,a,5,w|2)=mn1log(1l —w)+(n—mn1)log(w +]Z2”310g<1_[p>(y:1)>'

Now set
lpa(w|z)=mn1log(l—w)+(n—ng)log(w) (2.56)

and

P(Y =j
ln2(0,a,s|2) Zn] (M) : (2.57)
From (2.56) and (2.57), the parameters (0,a,s,w) can be estimated sepa-
rately, that is the estimation @ can be recovered from ¢, ;(w|z) and the
estimations (6,a,8) from £, 5(0,a,s|z). The latter ones give the MLE of the
parameters of W ~OTHLZD(0,s,a) in (2.55) using the vector z restricted
to the observations which are greater than 1.

Remark 2.5.4. The estimation p of p can be recovered from w as

A WT(6,a,5)
=1

P T T(0.0,8) —a(1)f

]

Fitting results of the three presented discrete distributions on a dataset
of daily rainfall measurements will be provided in the next chapter. In the
following sections we shall describe other temporal variables connected to
the interarrival times.

2.6 Models for Other Temporal Variables

As already noted in the introduction, at a local scale, a conventional method
for addressing intermittency in rainfall records involves the statistical analysis
of uninterrupted sequences of rainy days, referred to as wet spells ws,
and sequences of non-rainy days, termed dry spells ds, usually under the
assumption of their independence. Of the same interest are two additional
time variables, strongly associated to ws and ds, called wet chains wch
and dry chains dch. More precisely, in the following with wch we will refer
to sequences of rainy days, possibly interrupted by 1-day dry periods, in
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2 — Modelling Rainfall Interarrival Times and other Temporal Variables

(wet) days. Note that also a cluster of rainy days ws is counted in wch,
we only add the possibility of having holes (1-day dry periods) inbetween
the clusters. Similarly, with dch we will refer to sequences of dry days,
possibly interrupted by 1-day rainy periods, in (dry) days. Again, also
a cluster of dry days ds is counted in dch, with the added possibility of
having 1-day rainy interruptions inbetween the clusters. From a hydrological
perspective, the aforementioned wch could be seen as a single rainy sequence
in a broad sense. This characterization stems from the understanding that
the occurrence of a singular non-rainy day amidst a series of consecutive rainy
days does not substantially impact the overall wet status of the sequence,
as if the entirety of this period can be attributed to a single meteorological
perturbance. Similarly, an analogous rationale can be extended to dch,
wherein the interruption of a sequence of dry periods by a lone rainy day
may not significantly alter the prevailing dry conditions, as long as we assume
that the single rainy interruptions enjoy a limited rainfall depth. The latter
hypothesis seems reasonable when considering that the rainfall intensity
during such isolated rainy days tends to be minimal, typically lasting for
only a few hours. It should be noted that the definition of chains can be
easily extended to interruptions longer than a single day (i.e., a 2-day wch
is a sequence of it =1, it =2, and it =3, ending with it >3). However, the
chains can become less and less realistic as single rainy or dry sequences
when increasing the lengths of the possible interruptions.

Before proceeding, let us now briefly delineate the connections of the
upcoming discussion with the framework of renewal processes delineated
in the beginning of this chapter. Recall that we have initially defined
a renewal process by specifying a sequence {it,},>o of i.i.d. interarrival
times. Under this assumption, it is easy to prove that a sequence of rainy
days ws has a geometric distribution and a sequence of dry days ds share
the same distribution as it, albeit with a shifted support (see upcoming
Propositions 2.6.1 and 2.6.2). However, while more complex, a natural way
to be less restrictive is to select arbitrary distributions for ws and ds. In
this scenario, the counterpart of the renewal process is its generalization
known as alternating renewal process (see, for instance, the appendix of
Buishand, 1977). It is used to model a system which alternates between two
states, namely the wet state and the dry state in our application. Hence,
it is characterized by the sequence of times spent in each state which we
denote by {ws,}n>0 and {ds,},>0. Again, the fundamental assumption
is that {wsy,}n>0 (resp. {ds,}n>0) are i.i.d. with common distribution ws
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(resp. ds), and, additionally, the two sequences {wsy, }n>0 and {ds, },>0 are
independent. Finally, as done in the case of the standard renewal process,
the description of the rainfall process is finalized by additionally considering
the process {h },>0 describing the amount of rain on the rainy days. After
this discussion, the approach we proposed in Agnese et al. (2014) and that
we delineate in the forthcoming sections can be summarised as follows.
With the aim of a parsimonious procedure, one can opt for the ordinary
renewal process and, consequently, choose a model for it and then derive
the distributions of the other temporal variables of interest, as shall become
clear in the next section. If more flexibility is needed, one can consider
the alternating renewal process and, as shall be shown later, derive the
distribution of .

We will start by exposing the probabilistic relationships between it, ws,
wch and dch in the two different settings delineated above. Additionally,
we shall also investigate the derivation of the probability distribution of the
total volume of rainfall in a given wet spell, denoted by hcl. The role of the
standing assumptions of each scenario will be emphasized, showing how they
reasonably simplify the computations involved.

dch=7 «_dch=3_»
ws=2 «——wch=4—» wch=4 <«—wch=3—»
wch =2 ws=3 ws = ws=1 ws =2 ws=1 ws=2

s=1
ds=

l l

Figure 2.1: Example of a possible realisation of the binary rainfall occurrence process
{2y }nen where observations of it, ws, ds, wch and dch are highlighted. The arrows denote
the rainy days.

ws=1
+—>
ds=3
dch=3 ds=4
= g ds=1 — 1| ds=1 ds=2 ds=1
1

it=4 it=1it=1 jt=2 it=5 it=2 it=2 jt=1 it=3 it=2 it=1

2.6.1 Probabilistic Relationships

As we continue, we will work by alternating between the two following
assumptions.

Assumption 1 (Direct method). The rainfall occurrence process is a stan-
dard renewal process and we consider the associated sequence {it,},>0 of
i.1.d. interarrival times.
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Assumption 2 (Indirect method). The rainfall occurrence process is an
alternating renewal process. We consider the two associated sequences of
holding times {wsy,}n>0 and {ds, }n>0, which are i.i.d. with common distri-
bution ws and ds respectively. Additionally, the two sequences {wsy}n>0
and {ds,}n>0 are independent.

Let us start by focusing on the wet spells ws and the interarrival times it.
It is natural to consider the derivation of ws from it under Assumption 1
first.

Proposition 2.6.1 (ws from it). Suppose Assumption 1 holds. Then we
have that
ws~Geom(P(it >1)).

Proof. Consider the case ws=m, where m is a positive integer. In order to
properly define the event of a wet spell of length m in terms of interarrival
times, we have to consider an associated sequence of interarrival times
random variables ity,...,it,,. Given the definition of ¢t and ws, we have that

{ito>1} m=1,
=mp=q"5 2.58
fws=m} N {iti=1yn{it,,>1} m>1. (2.58)
i=0
Under the assumption itnﬁm(»iit for all n €N it follows that
P(it>1 =1
P(ws=m)= (Z. >1) o m (2.59)
[P(it=1)]"""P(it>1) m>1.
O

For what regards ds, the result is straightforward by their definition.
Proposition 2.6.2 (ds from it). Under Assumption 1 we have that

P(it =k+1)

Plds=k)=—pr=1

keNT. (2.60)

Proof. A little thought reveals that for any n €N and k€ NT we have
{ds, =k} ={it, =k+1]it, >1}.

The result then follows from Assumption 1. ]
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Viceversa, one would like to obtain the distribution of it from the ones of
ws and and ds under Assumption 2. The approach used for this purpose is
different from the one in this section and the derivation is thus postponed
to Section 2.6.2.

Let us now focus on deriving the probability distributions of the chains
wch and dch from the one of it under Assumption 1, or, alternatively, from
the ones of ws and ds under Assumption 2. We start by considering wch.
Intuitively, under Assumption 1, we can derive the distribution of wch from
the one of it by accounting for the probabilities that it is equal to 1 and/or 2,
and weighting the probability of different combinations of sequences of rainy
days: indeed, a chain of m € NT wet days could be interrupted by m’ holes,
where 0 <m’ <m—1, with different occurrence probabilities at varying m/'.
Let us be more detailed in the proof of the following proposition.

Proposition 2.6.3 (wch from it). Suppose Assumption 1 holds. Then we
have that

P(wch=m)= nf (mz_ 1) P(it=2)"P(it=1)""""P(it >2), meNT.
= (2.61)

Proof. Consider the case wch =m, where m > 1. In order to properly define a
wet chain event of length m in terms of interarrival times, we consider an as-
sociated m + 1 sequence of interarrival times random variables itg,2tq,...,it,,.
Let 1,,={0,...,m—1}. Then we have that, from the definition of wch,

m—1
{wch:m}: U U {itjl:2,---7itji:27itji+1:17---;itjm:1;itm>2}
Jit 1o dm €EIMm\{J1,---,Ji }

(2.62)

where
Ci={(1,---,7:): jr €40,....m—1} for k=1,...,i and j <jry1 for k=1,....i—1}.

Consider now that it@iri\(/lz't for all n e N. It follows that for every (j1,...,7;) €
Ci; and jit1,...,Jm € I, with i € I, we have

P({it;, =2,...,it; =2,it;,,, =1,...,it;, = 1,it,, >2})

i+l

=T 2((t:=2) L P({its, = 1) P({it;, >2})

k=i+1
=P(it =2)"P(it=1)""1""P(it > 2).
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7

the additivity of P. ]

m—1
Hence, the result is obtained from the fact that | U C;| = (m._l) and from
i=0

Remark 2.6.4. Let us show that the probability distribution derived for
wch arises in a simple probabilistic experiment. Consider p>0 and ¢ >0,
playing the role respectively of P(it =2) and of P(it=1) in Proposition 2.6.3
and its proof. Consider a sequence of independent trials E7, E»,... each with
three possible outcomes

Type 1 success w.p. p,
Type 2 success w.p. g,
Failure w.p. l—p—q.

Then let us consider the random variable
X = number of trials before a failure.

We have that by combinatorial arguments

Px =) =5 (F Y ik i —p—g). kent
(—)—2% . |pla (1-p—gq), keNT.

g

It is also of interest to derive the probability distribution of wch from
the ones of ws and ds under Assumption 2. The setting and derivation are
slightly more convoluted, as can be seen in the proof of the next proposition.
Recall that a partition of an integer n is a sequence 7= (my,72,...) of weakly
decreasing positive integers, named parts of m, such that 7 +mo+---=n.
A different and useful notation is m=(1",2"2,...), where r1,79,..., named
multiplicities of 7, are the number of parts of m equal to 1,2,... respectively.
The length of the partition is {(7) =71 +79+--- and the vector of multiplici-
ties is m(m) = (r1,72,...). We write mFn to denote that 7 is a partition of
n.

Proposition 2.6.5 (wch from ws and ds). Suppose Assumption 2 holds.
Then we have that for m e NT

[(m)! / I(m)—1
Pwch=m)= > ——"— |] Plws=n")[P(ds=1)] M=1P(ds>1), (2.63)

aFm 71 Tm: n'en
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or, equivalently,
P(wch=m)=Y_ p* (m)[P(ds=1)]""1P(ds > 1), (2.64)
k=1

where we denote the pmf of ws by pys and the k-fold convolution of pys by
Pio-

Proof. Consider the case wch=m, with meNT. In order to define the
event of a chain of length m in terms of wet spells and dry spells, we
have to consider two associated sequences of wet spells random variables
WSy, WS, ..., WSy« and dry spells random variables dsg,dsy,...,ds,,, with

m*<2m—1 and m' <2m. By the definition of a wet chain wch, we have
that

{wech=m} = {J (H{wsj, =m1,dsj, =L, wsj, =ma,dsj, =1,...,wsj, = Ty(x),dsj,,. > 1},

mtm I
(2.65)
where

Le={(j1, - Jimy) 1 de €4{1,2,...,1(7)} and jip #j; for k,l=1,...,1(7) with [ #k}.

Now suppose that wsnirif}ws and independent from dsnirif}ds for all neN. It
follows that for every (ji,...,Jimr)) € Ir with 7Hm we have

P ({wsjl =m1,dsj, =1, wsj, =ma,dsj, =1,...,wsj, = T(x),dsj,,, > 1})
I(m) I(m)—1
I P({ws,=m) 1T P(ds;, =11)P({ds;,., >1}))
k=0

k=0
—=P(ws =7")[P(ds =1)]"™~1P(ds > 1).

Hence, (2.63) is obtained from the fact that |I,] :% and from the
additivity of P. Now, suppose to rearrange (2.63) in order to specify the
sum over partitions of m of a fixed length k, that is

P(wch=m)= Z > [ Plws=n")[P(ds=1)]*""P(ds > 1).
k=1 wtm 1 Tm T'en
l(m)=k
The term

> o L Pw

w=m Tl Tm m'en
l(m)=k
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in the previously centered display is actually the probability that the sum
of k i.i.d. wet spells of any duration is equal to m, that is IP’(Z _ws;=m).
The pmf of the sum ijlwsj for an arbitrary number k of i.i.d. ws is known
and obtained as the the k-fold convolution of pys, that is p¥%. Then, we can
rewrite (2.63) with a more condensed notation as (2.64). O

The derivation of the distribution of the dry chains dch from the ones of
ds and ws can be based upon (2.63). Indeed, a little thought reveals that it
is sufficient to reverse the roles of ws and ds in the derivation of (2.63) to
obtain the following proposition, stated without proof since the arguments
are the same as the ones employed for the previous result.

Proposition 2.6.6 (dch from ws and ds). Suppose Assumption 2 holds.
Then we have that fm‘ me N+

P(dch=m)= > ——— [ P(d ) [P(ws =1)]"™"1P(ws > 1), (2.66)

w=m Tl T’m n'en

or, equivalently,
P(dch=m) Zp [P(ws=1)]"""P(ws >1).

From (2.66) and the reasoning behind its computation we can infer the
derivation of the distribution of dch from the one of it, when taking into
account how to obtain ws and ds from ¢t as shown in Propositions 2.6.1 and
2.6.2.

Proposition 2.6.7 (dch from it). Suppose Assumption 1 holds. Then we
have that for meNT

P(dch=m)= Y ﬂ 1 P(it=n"+1)[P(it > 1)]'™ 1Pt =1). (2.67)

mm 71 STy wen
Let us now derive the probability distribution of the total volume of
rainfall in a given wet spell, that is hcl, from the ones of the interarrival
times and rainfall depths.
Proposition 2.6.8 (hcl from it and h). Suppose Assumption 1 holds. Addi-
tionally, consider a sequence of rainfall depths hnirixc}h and independent from

the sequence of interarrival times itniri\cjiit for alln>0. Then for ke NT we
have that

P(hcl = k) =P(h=k)P(it > 1)+ i P (k) [P(it = 1) 1Pt > 1), (2.68)
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where py, is the pmf of h and py* is the m-fold convolution of pj, with itself.

Proof. Initially fix a wet spell ws of length m. To properly define the event
of the total volume of rainfall being equal to k, we consider an associate

m sequence of rainfall depth random variables hq,...,h,,. We have that for
k>m
{hel=k,ws=m}= | U {hj,=m1,...,hj,, =Ty, ws=m},
ek (j1yeeerjm)ECm
l(m)=m
(2.69)
where

Co={U1,--,Jm) : jr €40,...,m—1} and ji £, for k,l=1,...,m}.

Under our assumptions, we have that the sequence of rainfall depths h,, S his

independent from the sequence ws,, X ws obtained from the sequence ity i&iit,
n € N. Using combinatorial arguments analogous to the ones employed in
the proofs of the previous propositions, we can write

|
P(hel=k,ws=m)= 'm [ P(h=n")P(ws=m). (2.70)
REREEC

m!

rilrg!
i, "L TR

where 3 .k [Irex P(h=7") amounts to computing the m-fold con-
I(m)=

volution of p;, with himself!, that is p?f*. Then, by simply marginalising, we
can write for k€ N" that

P(hcl=k)= i P(hcl=k,ws=m) (2.71)
- §1p$*<k>P<ws —m) (2.72)

*

I
™=
3
=3

(k)P(ws=m) (2.73)

3
ﬂ‘

P(h=k)P(it > 1)+ i o (k) [B(it = 1) P(it > 1), (2.74)

m=2
where the third equality comes from the fact that if m >k, {7k k|l(7)=
m} =0? and the fourth equality comes from Proposition 2.6.1. ]

Indeed, under our hyphoteses, the random variable hel is equal to the random sum Z;ﬂ:sl h; where
h; 4 h and all independent from it and thus from ws.

*This is equivalent to saying that if m >k, k¢ Supp(>_ i, hilws=m).
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Remark 2.6.9. Note that since ws appears in (2.73) and the distribution
of ds can be easily recovered from the one of it, the pmf of hcl can be also
derived from the ones of ds, ws and h. O

2.6.2 Relationships Between the Variables’ Counts in a Series of
Observations

In the previous section we have postponed the derivation of the distribution
of it from the ones of ds and ws under Assumption 2. The reason why
is that an intuitive probablistic approach, as the one employed in the
previous derivations, seems to be unattainable in this case. Therefore we
have proceeded in a slightly different way, which stems from relationships
regarding the counts of temporal variables arising from the same series of
rainfall observations, that shall be described below and also hold independent
interest. Let a series of rainfall data be defined as h={hy,...,h,}, where h
(mm) is the rainfall depth recorded at a fixed uniform unit 7 of time (e.g., a
day). Let any k€ {1,...,n}. A day k is considered rainy if the rainfall depth
hi > h*, where h* is a fixed rainfall threshold. The sub-series of h of the
rainy days can be defined as the event series t ={t1,...,t,, }, where n, <n is
an integer multiple of the time-scale 7. The sequence built with the times
elapsed between each element of t (except the first one) and the immediately
preceding one is defined as the interarrival time series it = {ito,...,it,, }.
Consider ke {1,...,n,}. If ity=1, the rainy day k immediately follows
another rainy day k—1, while an isolated rainy day k is identified if it
satisfies the condition

1t >1 and itk+1 >1. (275)

Thus, any sequence of me€NT consecutive 1 values in it represents an
uninterrupted sequence of rainy days and is an observation of a wet spell
ws of duration (size) m+1 and we will refer with ws to the series of
these observations. Additionally, the series of non-rainy days ds, composed
of observations of the dry spell ds, can be derived from it by using the
relationship

dsy =1ty — 1 for any it > 1. (2.76)

Hence, as we continue, note that with it, ws and ds we refer to series of
observations of it, ws and ds respectively obtained from the same h. We
denote by Ny—j (resp. Nxsi) the cardinality of the set {x €x:x =k} (resp.
{rex:x>k}), where x € {it,ws,ds}. Moreover, let Ny be the length of the
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series X. It is easily derived that

Niei= > Nusep (k—1), (2.77)
k=min

Nit>1 :Nws; (278)

Nit—r. = Nqs—r k whenever k> 1. (279)

Let us also recall the concept of empirical frequency. For a series of observa-
tions x € {it,ws,ds}, we define the empirical frequency distribution as the
map fx:NT—[0,1] defined as

1 Nx:k
k)= 1, 0= , keNT.
f( ) N, i;}% {xi=k} N, €

The domain of fy has been defined as N since the three considered random
variables have such a common support. Throughout the first two chapters of
this thesis, the vector { fx(k)}r>1 shall usually be referred to as the empirical
frequencies or observed frequencies of the series x.

Proposition 2.6.10. We have that

max
TEWS

5 () (1)
1) =" . (280

TEWS

> fws(k)k

k=min
TEWS
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Proof. Exploiting the properties of the empirical frequencies and the rela-
tionships (2.77) and (2.78) we have that

Z fWS(k) (k_l) Z fWS(k) (k_l)
k=min k=min
k=min k=min k=min
Z fws(k) (k_l) Z fWS(k) NWS (k_l)
k=min k=min
Z fWS(k) (k_1)+1 Z fWS(k) Nws (k_1)+Nws
k=min k=min
> Nys—i (k—1)
h=nmin Nit—1 Nit—1
ey = — = J1 ]_ .
2ews Nig—1+Nig>1 N; fur(1)
Z Nws:k (k_1)+Nws
k=min

TEWS

Let p;s and p,s be the pmfs of ¢t and ws respectively.

Proposition 2.6.11. Suppose that it and ws are series of i.i.d. observations
of it and ws, obtained from the same series h={hy,hs,...,hy}, where n is
the sample size. Then we have that

Elws] —1

(1) = 2.81
plt( ) ]E['ws] ( )
Proof. Let x,=32;_; % denote the sample mean of a series of observations
x. Thus (2.80) can be rewritten as
ws, — 1
(1) = . 2.82
fa1) =2 (2.82)

Let the sample size n go to infinity. Then we have that Nj; — 0o and Nys —
o0o. Under the assumptions that it and ws are series of i.i.d. observations
of it and ws, the Strong Law of Large Numbers (SLLN) implies that ws,,

87



converges almost surely to E[ws] as n— o0o. In the same way, the SLLN
implies that the empirical frequencies fit(k) a.s. converge to the probabilities
pit(k) as n— oo for all k€ N. The uniqueness of the limit then provides the
desired result. O

Remark 2.6.12. Expression (2.80) can then be used for computing the
probability of ¢t =1 when interested in deriving the distribution of it from
the ones of ds and ws under Assumption 2. Then for k>1 we use (2.76)
and we get

P(it =k)=1{ Elws] (2.83)

Elws]—1 k:L
{P(ds:k—l)[l—P(z’tzl)] 1.

U

2.7 The Direct and Indirect Methods

Given the relationships presented above and recalling the discussion at the
beginning of Section 2.6, one could proceed in the two following ways to
provide a model for the temporal variables described above.

Direct method
Assume the rainfall occurrence process is governed by a renewal process

: . . . : ., iid -
and consider the associated sequence of interarrival times it,, ~it. Ad-

ditionally, assume that z’tnirigit is independent from the sequence hniri\c}h
describing the rainfall amount process. Knowing p;; and py,, derive the pmfs
of {ws, ds, wch, dch, hel};

Indirect method
Assume the rainfall occurrence process is governed by an alternating
renewal process and consider the independent associated sequences of wet

spells ws,, i ws and dry spells ds,, i ds. Additionally, assume that ws,, i ws

is independent from the sequence hnirigh describing the rainfall amount
process. Knowing pys, pgs and pp, obtain the pmfs of {it, wch, dch, hel}.

In Fig. 2.2 we can see a summary of them.
The next chapter is devoted to applying the contents of what has been
presented in these sections to data consisting of daily rainfall measurements.
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DIRECT INDIRECT
Model it Model ws Model ds
Derive ws, ds, wch, dch Derive it, wch, dch
Derive hel Derive hel
Model h Model h

Figure 2.2: Direct and indirect methods.

More specifically, a first part shall present comparisons of fittings of the
HLZD, PSHZLD and OIHLZD. A second part will illustrate a statistical
application and comparison of the direct method and indirect method.
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Appendix

2.A Cumulants, Moments and Bell Polynomials

Recall the definition of the moment generating function (mgf) or a random
variable X, that is
MX(Z):E[eZX} :

If X is a random variable whose moment generating function Mx(z) < oo for
all z in an open neighborhood of 0, its moments {m,, },>0 can be recovered
d"Mx

dz" z:O.
Definition. If X is a random variable having moment generating function
Mx(z) <oo for all z in an open neighborhood of 0, its cumulants {K,}n>0
are the coefficients of the series

o0 Zn
= z:lﬁnﬁzlogMX(z) (2.84)

as my, =

for all z in some possibly smaller neighborhood of 0. The series in (2.84) is
called the cumulant generating function and the cumulants {ky}n>0 can be

evaluated as
d"K (t)

Fn=—n .
The moments can be recovered in terms of cumulants and viceversa by
firstly simply noting that
d” Kx(t d"log(Mx(t
_ d"exp(Kx (1)) and K, — og(Mx (1))
dt™ t=0 datm t=0
and then using Faa di Bruno’s formula (see, e.g., Johnson, 2002) for higher

derivatives of composite functions, which, in terms of the partial exponential
Bell polynomials reads

—f Zf nk(g’(az),g”(az),...,g(”_k+1)(:13)), neN+,
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for functions f and g with a sufficient number of derivatives. Hence, a little
thought reveals that for n € NT we have

My = Bp(K1,... k),

Kn=L(m,...,my,).

Moreover, thanks to the properties of the polynomials involved, the following
well-known recursive relation holds

n—1 -1
My =FKn+ > (:L_ 1) KiMpy—;. (2.85)
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Chapter 3

Analysis and Modelling of
Temporal Variables at the Daily
Scale in a Large Range of
Rainfall Regimes Across
Europe

This chapter is based on Agnese et al. (2022)

Modelling the frequency of interarrival times and rainfall depths with
the poisson hurwitz-lerch zeta distribution, Fractal and Fractional 6(9)

and on Baiamonte et al. (2024)

Applying different methods to model dry and wet spells at daily scale
in a large range of rainfall regimes across europe, Advances in
Statistical Climatology, Meteorology and Oceanography, 10(1), 51-67.

In the first part of the previous chapter we have studied the HLZ family
of discrete distributions, the PSHZLD and the OIHLZD. Next, we have
delineated two approaches for modelling various rainfall temporal variables
that we denoted as direct method (DM) and indirect method (IM). Following
this partition, in this chapter we will first present a comparison of the fits of
the three previously mentioned discrete distributions to interarrival times
and rainfall depths using a real dataset. Secondly, using the same dataset,
we will apply the DM and the IM, focusing on how a comparison of the two
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procedures can shed light on some aspects of the data involved.

The available dataset is composed of various series of observations h
corresponding to daily rainfall records. To discriminate between rainy and
no-rainy days, the fixed rainfall threshold A* is chosen equal to 1 mm,
according to the conventional value established by the World Meteorological
Organisation. Using this, from any h we can derive the series of rainfall
amounts on the rainy days denoted by h*, which, for brevity, shall usually
be referred to as the series of rainfall depths. As explained in Section 2.6,
from h we can additionally obtain the series of observations it, ws, ds, wch,
dch of rainfall temporal variables ¢t, ws, ds, wch, dch, which shall also be
analysed. The next section gives a preliminary description of the data.

3.1 The Data

The dataset at our hands comprises six time series gathered across various
European latitudes, ranging from 38°N to 58°N, spanning locations from
Trapani and Floresta in Sicily to Stornoway in Northern Scotland. Fig
3.1.1 illustrates the geographical positions and altitudes of these six stations.
Each rain gauge station provides approximately 70 years of recorded data:
Ceva (1950-2016), Floresta (1951-2015), Oxford (1950-2017), Stornoway
(1950-2020), Torino (1950-2017), and Trapani (1950-2015), with only a
minimal amount of missing data. Given the significance of rainfall patterns
in determining the distribution of rainy and non-rainy days, the analyses
were not only conducted for the entire year Y but also for two different
additional subsets, S1 from April to September, and S2 from October to
March.

The analyzed stations exhibit distinct rainfall regimes, as depicted in
Fig. 3.1.2 by the average number of rainy days per month (panel a) and the
fraction of the yearly-average rainy days per month (panel b), which is a
standardization of the values in panel a. Trapani (TRA) and Floresta (FLO)
typify the Mediterranean climate, characterized by pronounced seasonality
in rainfall (see Fig. 3.1.2b) with most precipitation occurring in the S2
season. These stations differ significantly in their average annual rainfall:
TRA receives a low 420 mm, while FLO receives a high 1133 mm, which
is reflected in the disparate number of rainy days per month (Fig. 3.1.2a).
Torino (TOR) and Ceva (CEV) exhibit a mid-latitude sublitoranean climate,
with a high frequency of rain in the spring (Fig. 3.1.2b). CEV also shows a
secondary peak in autumn, primarily due to the Tyrrhenian Sea’s summer
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Figure 3.1.1: The six stations under consideration, along with their respective latitudes
and elevations above sea level (© QGIS 2023).

warming. Despite this, both stations have similar total annual rainfall
(829 mm for TOR and 836 mm for CEV) and similar numbers of rainy
days (Fig. 3.1.2a). Oxford (OXF) represents a Northern European station
with a relatively low average annual rainfall of 592 mm, evenly distributed
throughout the year. In contrast, Stornoway (STW), located in far north-
western Scotland, experiences very high rain frequency and a higher annual
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rainfall of 1072 mm due to the influence of wet fronts from the Atlantic
Ocean. Both UK stations display low seasonality compared to the other
stations (see Fig. 3.1.2b).

o
o
)

21

18 Ceva

o
o
N

Floresta

—Oxford 0.08

average monthly rainy days

monthly fraction of rainy days

—Stornoway
—Torino 0.04
@ —Trapani
0.00
1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12
month month

Figure 3.1.2: Time variability of: a) average number of rainy days in each month, and b)
fraction of yearly-average rainy days in each month. Dashed lines delimit the two seasons
S1 (April - September) and S2 (October-March).

For the stations TRA and FLO, the seasons S1 and S2 distinctly cor-
respond to periods of low and high frequency of rain events, respectively
(Fig. 3.1.2b). A similar pattern is observed for OXF and STW, although
the differences between the two seasons are less pronounced. Due to the
extensive length of the data records, the sample sizes remain substantial even
for the two seasonal datasets, as summarised in Table 3.1.1. The sample size
is below 500 only for dch in TRA for S1, likely due to the many extended
dry periods during the dry season.

It is noteworthy that the splitting of the two seasons of CEV and TOR
was done differently in a previous paper (Berro et al., 2019). However, in
this chapter the same splitting in two six-month seasons is used for the sake
of the homogeneity of the present analysis (Fig. 3.1.2a and 3.1.2b).

3.1.1 Preliminary Tests on Observed Records

Before attempting to proceed with either fitting the three discrete distri-
butions of interest or with the comparison of DM and IM, it is necessary
to verify if the underlying assumptions are met, or, at least, roughly met,
by the available data. That is, we shall check if the rainfall measurements
available approximately abide to the conditions of a renewal process and/or
of an alternating renewal process. Let us start with the former. In this case,
we have to inspect the independence of the interarrival times, which can
be done by classical tests on a it series. Given the daily frequency of the
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Table 3.1.1: Sample sizes of the time variables for the six stations and for the three periods:
Y, S1 (from April to September), and S2 (from October to March).

Station | Period it ws—ds | wch | dch
CEV Y 4569 2530 | 2058 | 1102
S1 2335 1357 | 1159 | 528
S2 2203 1154 890 | 568
FLO Y 6495 2867 | 2048 | 1570
S1 1966 1053 858 | 481
S2 4520 1811 | 1188 | 1087
OXF Y 7933 3920 | 2559 | 1915
S1 3664 1883 | 1254 | 902
S2 4262 2034 | 1303 | 1012
STW Y 14227 | 4126 | 2202 | 2649
S1 6065 2216 | 1259 | 1337
S2 8145 1909 943 | 1312
TOR Y 5171 2726 | 2145 | 1289
S1 3023 1668 | 1277 | 726
S2 2147 1057 868 | 563
TRA Y 4064 2256 | 1755 | 970
S1 955 661 574 | 220
S2 3108 1594 | 1181 | 750

measurements, we anticipated the potential presence of only a lag-1 serial
correlation in it. Therefore, we decided to compute the sample Kendall,
Spearman and Pearson coefficients on the dataset composed by couples of
subsequent observations contained in a it series and then, for each coefficient,
to conduct a permutation test with null hypothesis its equality to zero. We
chose a permutation test to adjust for the presence of ties in the data. Table
3.1.2 provides the results. Since either only a weakly or absent correlation is
found, we should be able to safely proceed with the intended fittings and
with the DM. For the alternating renewal process assumption, we mainly
have to verify that the alternating dry spells and wet spells are independent
from each other. To achieve this, as above, we have computed the sample
Kendall, Spearman and Pearson coefficients and performed permutation
tests on the bivariate dataset {(ws;,ds;)}2 of successive dry spells and wet
spells built by suitably concatenating the series ws and ds.

As shown in Table 3.1.3, the measured sample associations are either
not significant or very low and significant, the latter result probably caused
by the substantial sample size. Again, we shall safely assume that rainfall
occurrence process is an alternating renewal process within the IM.
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Station Kendall Spearman Pearson
CEV (Y) 0.03 0.039%* 0.03
CEV (S1) 0.06* 0.077* 0.021

CEV (S2) -0.004  -0.005 0.036
FLO (Y)  0.048*  0.058* 0.151%
FLO (S1) 0.044  0.057 0.036
FLO (S2) 0 0 0.03
OXF (Y) 0.043*  0.052* 0.046*
OXF (S1) 0.028  0.034 0.019
OXF (S2) 0.053*  0.063* 0.064*
STW (Y) 0.096%  0.106* 0.078*
STW (S1) 0.05%  0.057* 0.043*
STW (S2) 0.104*  0.113* 0.08*
TOR (Y) 0.018  0.022 0.059*
TOR (S1) 0.043*  0.054* 0.05*
TOR (S2) -0.014  -0.018 0.036
TRA (Y) 0.06*  0.077* 0.14*
TRA (S1) 0.019  0.027 0.034
TRA (S2) 0.016  0.02 0.06*

Table 3.1.2: Sample Kendall, Spearman and Pearson coefficients computed on the dataset
composed by couples of subsequent observations contained in a it series for all the stations
and subdivisions considered. The asterisk indicates significance at a 0.01 level in a permu-
tation test for the equality to zero of the statistic.

Now, recall that in the DM and IM we hinted at the possibility of
deriving the distribution of the volume of rainfall in a wet spell. In this
case, according to our assumptions, we should investigate the dependence
between the length of a wet spell and the rainfall depths contained therein.
To achieve this, firstly, from a series h and the associated series ws, a
bivariate dataset (ws,h) is built in the following way. Consider the first wet
spell observation ws; in ws, of arbitrary length m e N*, and let hy,...,hn,
be the associated rainfall depths observations. Then, the corresponding m
couples (ws1,hy),(wsy,hs),...,(wsy,hy,) form the first m elements of (ws, h).
Repeating this process for all the elements of ws provides (ws,h). Secondly,
as previously done, the sample Kendall, Spearman and Pearson coefficients
are computed on (ws,h) and for each of the three aforementioned test
statistics a permutation test is conducted with null hypothesis their equality
to zero. The values of the statistics are found in Table 3.1.4, where an
asterisk indicates the significance at a 0.01 level with respect to the previously
mentioned tests. An inspection of Table 3.1.4 reveals, unsurprisingly, the
presence of a significant dependence between the rainfall depths and the

98



3 — Analysis and Modelling of Temporal Variables at the Daily Scale in a Large Range of Rainfall Regimes Across Europe

Station Kendall Spearman Pearson
CEV (Y) -0.014 -0.017 0.005
CEV (S1) -0.016 -0.02 -0.014
CEV (S2) -0.038 -0.048 -0.021
FLO (Y) -0.08* -0.1* -0.096*
FLO (S1) -0.054 -0.068 -0.066*
FLO (S2) -0.018 -0.022 -0.038
OXF (Y) -0.015 -0.019 -0.011
OXF (S1) -0.021 -0.026 -0.018
OXF (S2) -0.008 -0.01 0.026
STW (Y) -0.078* -0.097* -0.052*
STW (S1) -0.043* -0.053 -0.045
STW (S2) -0.09* -0.113* -0.029
TOR (Y) -0.016 -0.021 -0.007
TOR (S1) -0.049*% -0.06 -0.069*
TOR (S2) -0.003 -0.005 -0.003
TRA (Y) -0.052* -0.065* -0.095*
TRA (S1) -0.061 -0.076 -0.096
TRA (S2) 0.003 0.004 -0.019

Table 3.1.3: Sample Kendall, Spearman and Pearson coefficients computed on the on

the bivariate dataset {(ws;,ds;)}2 of successive dry spells and wet spells for all the

stations and subdivisions considered. The asterisk indicates significance at a 0.01 level in a
permutation test for the equality to zero of the statistic.

corresponding wet spell for some stations. Therefore, the derivation of the
distribution of the volume of rainfall in a sequence of rainy days shall not be
discussed in the DM and IM and will not be treated in the thesis. A deeper
analysis of the association between the length of a wet spell and the rainfall
depths contained therein is left for future work.

3.2 Fitting of Interarrival Times and Rainfall Depths

As already mentioned in the beginning of this chapter, we will start this
analysis by comparing the fittings of the HLZD, the PSHLZ and the OIHLZD
on the available samples of it and h. Note that the PSHLZD has support
N and the rvs it and h naturally have support N*. To circumvent this,
we simply considered a shift of support labels, or, equivalently, the shifted
rvs it —1 and h—1. In all the scenarios, to estimate the parameters of the
three considered distributions we have used the respective ML estimations
procedures as explained in Sections 2.3.6, 2.4.3 and 2.5.2. To assess the
goodness of fit, we have employed a simulated y? goodness-of-fit test. When
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Station Kendall Spearman Pearson
(Y) 0.156*  0.207* 0.195*
(S1) 0.128*%  0.168* 0.151*
(S2) 0.167%  0.225* 0.206*

FLO (Y) 0.083*  0.114* 0.058%*
(
(

1) 0.098%  0.131% 0.071*
2)  0.074*  0.102* 0.045*
OXF (Y) 0.08%  0.105* 0.054*

OXF (S1)  0.06*  0.079* 0.034
OXF (S2) 0.099*  0.13* 0.088*
STW (Y) 0.147*  0.201* 0.148*
STW (S1) 0.087%  0.117* 0.093*
STW (S2) 0.145%  0.201* 0.14*
TOR (Y) 0.14%  0.187* 0.146*
TOR (S1) 0.089%  0.12* 0.076*
TOR (S2) 0.216%  0.288* 0.253*
TRA (Y)  0.059%  0.078* 0.02
TRA (S1) 0.088*%  0.109* 0.064
TRA (S2) 0.052%  0.068* 0.025

Table 3.1.4: Sample Kendall, Spearman and Pearson coefficients computed on the dataset
(ws,h) defined as in the end of Section 3.1.1. The asterisk indicates significance at a 0.01
level in a permutation test for the equality to zero of the statistic.

the distributions exhibit a long tail, it is known that the classical x? test
might be biased due to the presence of numerous small class sizes (with less
than 5 elements) and strong asymmetry. Therefore, we decided to proceed by
reconstructing the distribution of the y? statistic under the null hypothesis
via Monte Carlo simulation (see, for example, Hope, 1968). For what regards
the interarrival times, more detailed results of the goodness of fit tests shall
be actually presented in Section 3.3.5. To further inspect the differences
between the distributions, as classically done, we have analysed the fitting
errors by computing discrepancies between the empirical frequencies and
the fitted ones. Since many empirical frequencies are zero (in the tail), the
theoretical and empirical cdfs have been considered. The metrics employed
are the mean absolute error (MAE) and the mean relative absolute error
(MRAE). More precisely, given a sample x=(z1,...,2,), we let MAE(x) =

1w Fu(xy) = F(x))] and MRAE(x) = X0 1 |[Fu(j) — F ()] /Fy(x;) with
F,, the empirical cdf and F' the fitted cdf.
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3.2.1 Interarrival Times

Some statistical characteristics usually observed in it samples are the follow-
ing: very high variance and skewness, relatively high frequency associated
to the observation ¢t =1, monotonically decreasing frequencies with a slowly
decaying tail and a drop in the passage from the frequency at it =1 to the
one at it=2. An example of empirical frequencies computed from a given
sample it is shown in Figure 3.2.1. It clearly shows the dominance of the
frequencies corresponding to ¢t =1 and it =2, which are particularly mean-
ingful if one is aiming to use the interarrival times as a proxy for the rainfall
occurrence. Due to the multitude of rather smaller values in the rightmost
part of the histogram, to perform comparisons and enhance visibility, a
log-log scale for all the plots showing fitting results has been adopted in
this section. In order to explore the flexibility of the PSHZLD, we have
compared the fitted PSHLZD with the fitted HLZD and the fitted PSHLZD
with the fitted OIHLZD. To summarise the results, we have selected 4 of the
33 available samples since they have been considered particularly meaningful
with respect to the whole dataset. The selected samples were STW (Y),
TRA (Y), TRA (S1) and TRA (S2). The decision to show here such a
relatively small partition of the dataset is justified by the fact that a deeper
analysis of the fittings of the HLZD shall be given later in Section 3.3.5.

Fig. 3.2.2 shows plots of the fitted PSHLZ pmf (solid line) and HLZ pmf
(dashed line) compared with the empirical frequencies (red dots) for the 4
selected samples. The fitting in both cases is very good. In particular, in
the illustrated case of TRA (S1), the PSHLZD succeeds in fitting the drop
from it =1 to it =2 whereas the HLZD fails. This seems to usually happen
in the drier periods, where this drop is more prominent.

Figure 3.2.3 presents the MAE and MRAE obtained by comparing the
fitted cdf’s of the PSHLZD (circle) and the HLZD (triangle) with the
empirical cdf’s computed from the samples it. Note that the MAE and the
MRAE are generally lower for the PSHLZD. Finally, we noticed that in
seemingly all cases, the fitted OTHLZD and PSHLZD have minimal differences
and are almost indistinguishable (see Figure 3.2.4 for an example), confirming
the great flexibility of the latter distribution.

To conclude the validation analysis, we compared sample means and
sample variances with the same theoretical moments of the HLZD and the
PSHLZD computed in Section 2.3 and 2.4 respectively. In Table 3.2.1,
we show the results for the 4 selected samples. In all cases, the fitted
distributions’ means agree with the sample ones. For the variances, the
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Figure 3.2.1: Histogram computed using the sample it from TRA (Y). The range is up to
133. The mode is it =1 with relative frequency 0.44. The mean and the standard deviation
are 5.89 and 11.97 respectively.

same happens with a slightly better performance of the PSHLZD, with an
exception of TRA (S1). As already said, a more in depth discussion of the
fitting results of the HLZ distribution alone shall be given later in Section
3.4.

3.2.2 Rainfall Depths

We now summarize the fitting of the rainfall depths samples h* using both
the PSHLZD and the HLZD. Recall that given the numerous ties in the
data we have decided to treat h as a discrete random variable. In practice,
this means that prior to fitting we have taken the integer part of each
observation in a series h* and then performed the estimation on the resulting
discrete series. Consequently, as we continue, the rainfall depths, whenever
mentioned either in the form of h or as a series h*, shall be tacitly understood
as the integer part of the original measurements.
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Figure 3.2.2: Log-log plots of the fitted HLZD pmf (green dashed line), the fitted PSHLZ
pmf (black solid line) and the empirical frequencies (red dots) for the 4 selected it samples
STW (Y), TRA (Y), TRA (S1) and TRA (S2).

We decided to omit any comparison with the OIHLZD since its perfor-
mance is analogous to the one showed for the interarrival times and therefore
did not add any significant insights. Fig. 3.2.5 shows a histogram computed
from a sample of rainfall depths whose shape appears similar to the one
previously shown from a sample it. Indeed, we can see the mode in h=1,
accompanied by a multitude of rather smaller values in the slowly decaying
tails. Similarly as before, this prompted us to employ in this section a log-log
scale for the plots reporting fitting results. Unlike in the previous section,
fitting results will be shown for all the stations and all the subsets, since the
fitting of the rainfall depths shall not be investigated further in the second
part of this chapter.

Observing the fitting results in Figure’s 3.2.6, 3.2.7 and 3.2.8 leads to the
following remarks. As with the interarrival times, the fitting appears to be
satisfactory, seemingly even better. Additionally, due to the absence of the
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Figure 3.2.3: Dot plots of MAE and MRAE taking as reference the fitted cdf of the PSHLZD
(black circle) and of the HLZD (red triangle) for all the samples it. The maximum MAE as
well as the mean MAE are given in the top left for both the fitting distributions.
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Figure 3.2.4: The fitted PSHLZ pmf (black solid line) is plotted together with the fitted
HLZ pmf (green dashed line) and the empirical frequencies (red dots) for the sample it of
FLO (S1) and FLO (S2).

prominent drop between the first and second frequencies which characterised
it data, a less marked difference between the performance of the two distri-
butions may be initially inferred. However, by inspecting Fig. 3.2.9, which
presents the MAE and the MRAE obtained by comparing the fitted cdf’s
of the PSHLZD (circle) and the HLZD (triangle) with the empirical cdf’s
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Table 3.2.1: The sample means and the sample variances for the 4 selected samples are
given in the first column. The means and the variances of the fitted HLZD and of the fitted
PSHLZD are given in the second and in the third column respectively.

STW (Y)
Sample HLZ PSHLZ
Mean 1.822 1.826 1.822
Var 4.374 4.475 4.435
TRA (Y)
Sample HLZ PSHLZ
Mean 5.887 5.887 5.887
Var 143.31 125.36 159.14
TRA (S1)
Sample HLZ PSHLZ
Mean 13.039 13.039 13.039
Var 469.13 464.87 540.14
TRA (S2)
Sample HLZD PSHLZD
Mean 3.792 3.792 3.792
Var 26.7 27.6 27.29

computed from the corresponding h*, one can see that even in this case the
PSHLZD provides an improvement. We end this section by stressing out
that the great fitting results showed by both the PSHLZ and the HLZD on
samples of h are a proof of the great flexibility enjoyed by both distribu-
tions. Indeed, the suitability of these distributions in modelling daily rainfall
depths is demonstrated even with the significantly varying rainfall patterns
across the stations examined. Importantly, the observed frequencies for h
are effectively replicated on the sole annual basis, suggesting that dividing
the datasets into sub-periods is not essential for accurately modelling the
probabilistic behaviour of h within any of the rainfall regimes studied.

3.3 DM and IM Results

We shall now proceed with the application and comparison of the DM and
IM on the available dataset. It must be noted that, only the HLZ family of
discrete distributions will be used in the following, even though the previous
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Figure 3.2.5: Histogram computed using the sample h* for TRA(Y). 111 is the maximum
registered depth. The mode is h=1 with relative frequency 0.22. The mean and the
standard deviation are 6.81 and 9.16 respectively.

sections hint to a superior fitting of the PSHZLD on some of the available
samples. However, the latter has been excluded firstly for a matter of
computational complexity, which is slightly increased by the additional effort
put into optimising for the added parameter. Secondly, the HLZ family is
a nested family and, unlike in the preceding sections where only the full
HLZD has been considered, we here shall also use the likelihood ratio as
a model selection tool, which rely on the underlying family being nested.
Recall that, since a significant dependence between the rainfall depths and
the corresponding wet spell has been detected, we will not discuss here the
derivation of the distribution of the volume of rainfall in a sequence of rainy
days. In the next subsection the methodology is explained more in detail
together with the inference procedures employed.
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Figure 3.2.6: Log-log plots of the fitted HLZ pmf (green dashed line), the fitted PSHLZ
pmf (black solid line) and the h empirical frequencies (red dots) for the subset Y for all the
stations.

3.3.1 Direct Method

The DM is structured in the following way. As explained above, it is reason-
able to suppose that it follows a 3-parameter HLZD. Given the estimated
pmf p; and cdf Fj; of it, the relationships described in Section 2.6.1 and
the discussion therein let us derive the pmfs of ws, ds, wch and dch in the
following way. For k€ NT we can write

Pus(k)=(1—pi(1)) [P (1], (3.1)
pit(k—{—l)
pas(k) = T—pu(l)’ (3.2)
(k-1 i k—1—i
Puwen(k) = ;O [pit(2)]"[pit(1)] [1—Fi(2)], (3-3)
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Figure 3.2.7: Log-log plots of the fitted HLZ pmf (green dashed line), the fitted PSHLZ
pmf (black solid line) and the h empirical frequencies (red dots) for the subset S1 for all
the stations.

_ l(ﬂ-)' ) / ] I(m)—-1,
Pach(k) =D ——— II pa(m"+1)[1 = Fyy(1)] pie(1).  (3.4)

aFm 71 Tme per
The estimation of the parameters (6,s,a) in p;; has already been carried out
in the first part of this chapter according to Section 2.3.6.

3.3.2 Indirect Method

In the IM, in order to explore the validity of the other distributions in the
HLZ family for ws and ds, in addition to the full 3-parameter HLZD we
tested another three members. For v € {ws,ds} we have considered

1. The Geometric distribution (ID = 4 in Table 2.1), corresponding to
(2.19) with s=—1 and thus with functional form

po(k;0)=0(1—-0)*! EkeNT. (3.5)
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Figure 3.2.8: Log-log plots of the fitted HLZ pmf (green dashed line), the fitted PSHLZ
pmf (black solid line) and the h empirical frequencies (red dots) for the subset S2 for all
the stations.

2. The Polylog distribution (ID = 2 in Table 2.1), corresponding to (2.19)
with @ =0 and thus with functional form

ek—l N
pv(k,e,S)—m, k'EN s (36)

where Liy(0) =®(0,s+1,1), keNT.

3. The 2-parameter Logarithmic distribution (ID = 5 in Table 2.1), corre-
sponding to (2.19) with s=0 and thus with functional form
9k—1 N

v(k;0,a) = , keNT. 3.7

po(k:f,a) (k+a)®(0,1,a+1) (87)

Then, given the estimated p,,s and pgs, the relationships described in Section

2.6.1 and the discussion therein let us derive the pmfs of it, wch and dch in
the following way. For k€ N" we can write
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Figure 3.2.9: Dot plots of MAE and MRAE taking as reference the cdf of the PSHLZD
(black circle) and of the HLZD (red triangle) for all the i samples. The maximum MAE as
well as the mean MAE are given in the top left for both the fitting distributions.

pit(k) :{

pwch

pdch

E[ws]—1
El|ws]

E:p

E:p

Pas(k—1)[1=pi(1)]

k=1,
k>1,

k) [pas (D))" 1 = Fas (1)),

)[Puws ( )]i_l[l — Fus(1)].

(3.8)

(3.9)

(3.10)

The selection of a model between the three proposed above for p,,s and pgs
and the related parameter estimation is described in the following section.

3.3.3 Inference

When selecting a model for ws and ds in the IM, the LLR test as detailed
in Section 2.2.6 has been employed within the following model selection
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procedure. Let the following reduced parameter spaces

Otereh = (0,1) X (—00,+00) X (—1,00),
Opolylog = (0,1) X (—00,+00) x {0},
O2109=(0,1) x {0} x (—1,00),
Ogeom = (0,1) x {—1} x {0},

corresponding respectively to the distributions with /D =1,2,5,4 in Table
2.1, and fix a series of observations y of ws or ds. Algorithm 1 can be used
to select a distribution between I'D=1,2,5,4 in Table 2.1 as a statistical
model for the current data y.

Algorithm 1: LL Ratio Algorithm

Initialization

parameter.spaces <— { Olerch, Opolylog, O2log; Ogeom }
LLR <[]
parameters < [ |

for i<—1 to 4 do
© < parameter.spaces|i]

0 < argmaxgco, (1 (0,y)
parameters[i] < 0
LLR[i] + ,(0,y)

end

Set best < lerch

if —2(LLR[2]— LLR[1])<3.841 then
| best <—polylog
end

if —2(LLR[3]—LLR[1])<3.841 and LLR[3]> LLR[2] then
| best + 2log
end

if —2(LLR[4]— LLR[1])<5.991 and
2(LLR[4) —max (LLR[2], LLR[3])) >3.841 then
| best «— geom

end

return parameters|best], best
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The critical values appearing in the second part of Algorithm 1 are the
ones corresponding to the x? distribution at a 0.05 level with degrees of
freedom equal to the difference between the number of free parameters of the
alternative and the null models, as explained in Section 2.2.6. Moreover, to
assess the adequacy of the selected member of the Lerch family in reproducing
the observed frequencies, we have employed a simulated y? goodness-of-fit
test as described in the beginning of Section 3.2.

Before proceeding with the actual fitting results involved in the DM and
IM, in the next subsection some additional preliminary statistical analyses
involving the other temporal variables are performed and discussed.

3.3.4 Non-Parametric Analyses

The primary statistics for the considered rainfall time variables - it, ws, ds,
wch, and dch - are summarized in the box plots in Fig. 3.3.1. These plots
present all stations across the three periods Y, S1 and S2. The figure reveals
the varied statistical properties of the examined variables and underscores
the impact of seasonality on all locations.

It is noteworthy that the STW station exhibits the highest ws and wch
statistics, likely attributable to its high frequency of rainfall. These elevated
values are naturally offset by the lowest it, ds, and dch statistics across
all considered periods. For ws during the S1 period, most stations display
a relatively limited range of variability, except for STW and TRA, which
exhibit significantly different rainfall regimes.

An in-depth analysis of the relationship between spells and chains can be
pursued by observing Fig. 3.3.2. This figure plots the ratios of the observed
cumulative frequencies F), s/ Fy wen (panels a and b) and F), g5/ Fy, gen, (panels
c and d) against the corresponding time variables for the six stations during
the two seasons, S1 (panels a and c¢) and S2 (panels b and d). These ratios
provide insights into the relative significance of the derived variables dch
and wch compared to ds and ws.

As expected, the ratios F), s/ Fpwen and F, as/ Fy, g ave both greater than
one, with F), 45/ F}, ach ratios typically ranging from 1 to 3, and F), s/ Fnweh
ratios between 1 and 1.7. In general, there is an observable trend from S1
to S2, where F), s/ Fnwen increases and F), s/ F, gcn decreases.

The ratios for the CEV and TOR stations remain relatively consistent
across both seasons, indicating limited seasonality. On the other hand,
STW, which experiences very frequent rainfall, is unique in having a higher
Fows/ Frwen ratio compared to Fy, g5/ Fy deh.-
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Figure 3.3.1: Box plots of the time variables, it (a — ¢), ws(d — f), ds(g — i), weh (j — 1)
and dch (m — o) for all six stations and for the three periods, Y (left column), S1 (central
column) and S2 (right column). The variables q1 and q3 identify the first and the third
quartiles, respectively.

It is particularly noteworthy that TRA shows very high F,, 45/ F, dcn ratios
during the S1 period, reflecting the region’s significant aridity in western
Sicily during this time. Additionally, FLO exhibits substantial differences
in F, s/ Fnwen between the two seasons, further underscoring the seasonal
variability in rainfall patterns.

Recall that a key difference between the DM and the IM, as introduced
in Section 2.7, lies in modelling the inter-event times as i.i.d. renewal times,
which results in a geometric distribution of ws in the DM. This is equivalent
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Figure 3.3.2: Ratios between observed cumulative frequencies Fj, s/ Fywen (panels a,b) and
Fo.ds/ Fracn (panels c,d) for the six stations, and for S1 (panels a,c) and S2 (panels b,d) for
all the stations considered.

to making a simple hypothesis on the daily occurrence of rain: supposing
that the probability of a rainy day is a constant independent from the
weather of the previous days (see, for example, the classic Chatfield, 1966).
Formally speaking, this means that the distribution of the ws enjoys the
so called lack of memory property. Indeed, in the discrete setting, the only
distribution with this characteristic is the geometric distribution. More in
detail, we have that ws has a geometric distribution if and only if

P(ws >i+jlws>i)=P(ws>j), i,jeN. (3.11)

Hence, a preliminary analysis of the memory (or lack thereof) property
would provide a useful tool for recommending the use of the IM or the DM.
Let us consider a time series of observations of ws denoted by ws. Let k in

{ 5161%‘% ,...,gggg—l} and denote with Sy the number of wet spells of length

at least k found in ws. A way of testing the memoryless property is to
study the behaviour of the ratios Sk—zl for all k€ {min,...,max—1}. The

S TEWS TEWS
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corresponding theoretical value is

P(ws>k+1)
P(ws > k)

—1— 1 (), (3.12)

where 7, is the failure rate as given in (2.26). If ws~ HLZ(6,a,s) as in
(2.19), recall that from Proposition 2.3.7 we have

0

ws (k) = , keNT. 3.13
rus(k) = R T s at k= 1) (3:13)
Is we set s=—1 in the above expression, which corresponds to the Geom(1 —
6) in the family of HLZDs, we get r,.(k)=0 for any k€N" and thus

% =1—6 for any ke NT, which is constant as expected. For all the

other distributions in the HLZ family r,s is a monotone decreasing function
of k from Proposition 2.3.7 when s> —1. Thus, the proposed procedure

consists in computing these ratios for all k € {min, ...,k —1}, where k <max
TEWS TEWS

is such that the number of wet spells of length at least k is still significant,
and checking if they approximately constant.

Hence, to assess the memoryless property of ws in our data, Fig. 3.3.3
displays the sequence of the ratio Sg—zl for all stations and periods. The series
are shown up to ws values with at least 10 observations. The results indicate
a roughly constant value for CEV and TOR (Fig. 3.3.3a), a slightly increasing
trend for TRA and FLO (Fig. 3.3.3b), and a pronounced increasing trend
for OXF (Fig. 3.3.3¢) and STW (Fig. 3.3.3d). These patterns suggest that
a geometric distribution may not be suitable for modelling the ws records
of OXF and STW. The increasing variability in the Sg—zl ratios serves as an
indicator that the geometric distribution might not adequately capture the
characteristics of wet spells for these stations.

3.3.5 DM and IM Comparison

For the series of observations of the six rain gauges, the Lerch family as
defined in (2.19) was fitted to the data across three periods, that is the
entire year Y, and the two seasonal periods S1 and S2, following both the
DM and the IM. For the former, the fitting was already conducted for it in
the previous sections when considering the full HLZD and shall be further
discussed. In the latter, for both ws and ds, a model within the HLZ family
was selected by following the procedure in Algorithm 1. The parameters
estimated using MLE are presented in Table 3.3.1. It is crucial to emphasize
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Figure 3.3.3: For the three periods, Y, S1 and S2, plots of the Si41/Sk ratios versus ws in
a) for CEV and TOR, in b) for FLO and TRA, in ¢) for OXF and in d) for STW.

that for each station and period combination, the parameters listed in Table
3.3.1 align with the special cases of the Lerch family (as detailed in Table
2.1), according to the results of the model selection procedure mentioned
above.

In the DM framework, the 3-parameter Lerch distribution is selected for
all sites and periods for ¢t. The 6 parameter ranges between 0.86 and 0.97,
with higher values observed for the entire year and season S1 for TRA. This
does not come as a surprise since, as seen in Section 2.3.5, 6 governs the
heaviness of the tail and we had previously observed that interarrival times
samples usually present a remarkable tail. The variation of # across different
periods is minimal for OXF, STW, and, to a lesser extent, CEV, indicating
a low degree of seasonality compared to the other stations. As expected, the
a values are all negative (Table 3.3.1), reflecting the observed decrease in
frequency from it =1 to 1t =2. The s parameter is positive for all it fittings,
effectively replicating the fact that the mode consistently occurs at it =1.

When adapting the IM framework, the geometric distribution (with
s=0 and a=1) was selected in several instances (10 out of 18) to fit ws,
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Table 3.3.1: Parameters of the Lerch family of probability distributions fitted on series it
(DM), ws and ds (IM) for the six stations and for the three periods, Y, S1 and S2. Values
of 0 or 1 for the parameters s and a identify the special cases listed in Table 2.1.

Station | Variable 0 s a

Y S1 S2 Y S1 S2 Y S1 S2
CEV it 0.913 0.902 0.923 | -0.558 -0.605 -0.524 | -0.953 -0.954 -0.958
FLO it 0.934 0.942 0.858 | 0.005 -0.300 -0.262 | -0.657 -0.833 -0.809
OXF it 0.902 0.906 0.896 | 0.069 -0.004 0.122 | -0.384 -0.437 -0.342
STW it 0.867 0.864 0.861 | 0.348 0.186 0.539 | -0.528 -0.489 -0.508
TOR it 0.919 0.871 0.940 | -0.419 -0.607 -0.451 | -0.891 -0.942 -0.953
TRA it 0.970 0.975 0.897 | 0.164 -0.256 -0.311 | -0.364 -0.687 -0.771
CEV ws 0.446 0.419 0.476 -1 -1 -1 1 1 1
FLO ws 0.650 0.464 0.599 0 -1 0 3.084 1 1
OXF ws 0.558 0.486 0.600 | -0.739 -1 -0.618 0 1 0
STW ws 0.843 0.696 0.853 0 -0.676 -0.415 | 0.921 0 0
TOR ws 0.473 0.583 0.508 -1 0 -1 1 1.143 1
TRA ws 0.553 0.308 0.486 0 -1 -1 1.896 1 1
CEV ds 0.913 0.901 0.922 | -0.567 -0.613 -0.533 0 0 0
FLO ds 0.967 0.953 0.853 | 0.938 0.4 -0.338 | 2.889 1.399 0
OXF ds 0.890 0.880 0.880 | -0.173 -0.457 -0.165 0 -0.548 0
STW ds 0.838 0.861 0.799 0 0 0 0 0 0
TOR ds 0.918 0.871 0.940 | -0.448 -0.616 -0.459 0 0 0
TRA ds 0.989 0.980 0.892 | 1.042 0.14 -0.386 | 3.870 2.062 0

more frequently for the sub-seasons (8 out of 12) than for the entire year.
The CEV station uniquely had the geometric distribution chosen for all
three periods, whereas this distribution was never selected for STW. To
accurately model the probabilistic behaviour of ws, the OXF and STW
stations appear to require the polylog-series or the 2-parameter extended
log-series distribution (refer to Table 2.1). Interestingly, for TRA and FLO,
the geometric distribution is inappropriate for ws over the entire year but is
suitable when the dataset is divided into two sub-seasons.

Regarding the ds distribution in the IM framework, two or three pa-
rameters are consistently required, except for STW, where the logarithmic
distribution (s=1 and a=0) is selected for all three periods. The polylog-
series distribution is selected in 10 out of 18 cases, highlighting its suitability
for modelling the probability law of dry spells in various scenarios. Notably,
for CEV and TOR, the 6 and s values in the polylog distribution for ds
closely match those in the Lerch distribution for it. Consequently, for these
stations, the additional parameter a in the Lerch distribution effectively
serves to accommodate the geometric distribution of ws.
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The evaluation of the goodness-of-fit for the selected distributions (for it
in the DM, and for ws and ds in the IM) is summarised in Fig. 3.3.4. For all
stations and periods (Y, S1, S2), the computed p-values are categorized into
four ranges: (0—0.01), (0.01—-0.05), (0.05—0.1), and (0.1—1). The light
green (0.05—0.1) and dark green (0.1 —1) ranges indicate the acceptance
range of the null hypothesis.

For a few of the 180 (6 stations x3 periods x5 variables X2 methods)
Monte Carlo procedures (19/180), the presence of outliers (high values with
very low frequency) bore a strong hint to the necessity of a preliminary
frequency smoothing. The latter was performed by uniformly distributing
the frequency of the outlier over all values between the observed value and
the latest observed non-null frequency.

These cases are indicated by black dots in Fig. 3.3.4. Overall, the figure
indicates that the fitting of it is satisfactory across all cases for Y, with the
exception of FLO, where the p-value slightly exceeds 0.05. Likewise, the
results for ds are generally good, which is expected given the strong similarity
between it and ds modelling in the DM framework (refer to Proposition
2.6.2). In contrast, the fits for ws and wch are less satisfactory in several
instances, particularly for STW and TRA.

The data on the right side of Fig. 3.3.4 (i.e., IM) indicates a notable
reduction in the number of unsatisfactory fits (represented by red and orange
classes) when the IM is applied, especially for ws and wch. Furthermore,
analysing the seasonal datasets shows even greater improvement in accurately
identifying the probability law of the time variables.

Figures 3.3.5 and 3.3.6 illustrate the cumulative observed frequencies and
the corresponding fitted Lerch family cdfs for Y when applying the DM and
the IM, respectively. The comparison between the two methods confirms the
overall improvement achieved by the IM in cases that were not well-fitted
by the DM, such as ws and wch for STW (compare Fig. 3.3.5b and 3.3.5d
with Fig. 3.3.6a and 3.3.6¢). This improvement is further supported by the
comparison of the p-value classifications (Fig. 3.3.4) for the same variables
when the IM is used instead of the DM. This result highlights the fact
that adopting the simpler model of a renewal process governed by i.i.d.
interarrival times may not always be a valid choice when aiming to also
derive the other temporal variables.

Since the previous results show that the primary distinction between
the two methods lies in their ability to model ws and wch, and to a lesser
extent dch, the plots in Fig. 3.3.7 illustrate the MAE for these variables as
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Figure 3.3.4: Summary of the results of the simulated y? test for both the direct (DM,
left-side figure) and the indirect (IM, right-side figure) methods. The variables inside the
large arrows are the ones fitted in the corresponding method, whereas the other variables
are deducted. The p-values (see legend) for all the stations and periods are reported. Black
dots indicate that smoothing of observed frequencies was applied to calculate x? ref.

p-value

0.01 0.05 0.1

modeled by the two methods for S1 (panels a, ¢, e) and S2 (panels b, d, f).
These results further underscore the superior performance of the IM in most
instances, as indicated by the high proportion of points situated below the
1:1 line (where differences are greater in the DM than in the IM).

Overall, the majority of differences cluster along the identity line, in-
dicating that both methods generally perform well. However, substantial
discrepancies are evident for STW, OXF, and FLO, which suggests that
in these cases, relaxing the standard renewal property in favour of the
alternating one is necessary for more accurate modelling.

The Lerch family distribution is also successful in modelling the probability
of extreme values for the time variables. The overall consistency of these
fittings is illustrated in Fig. 3.3.8, where the empirical 99th percentiles (Qq.99)
are compared with the estimated percentiles for all stations and periods,
applying both the DM (Fig. 3.3.8a) and the IM (Fig. 3.3.8b). In Fig. 3.3.8a,
the points generally align closely with the line of perfect agreement, with
a few exceptions likely attributable to limited sample sizes, such as those
seen at the Sicilian stations during season S1. Only a slight improvement is
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Figure 3.3.5: Observed cumulative frequencies (dots) and fitted cdfs (lines) for the six
stations according to the direct method (DM) and for the period Y. The variables on the
x-axis are in logarithmic scale.

noticeable when using the IM. These findings imply that the discrepancies
observed with the DM in certain cases do not significantly affect the results
for the extremes, but rather impact the accuracy for the more frequent data
points.
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Figure 3.3.6: Observed cumulative frequencies (dots) and fitted cdfs (lines) for the six
stations according to the indirect method (IM) and for the period Y. The variables on the
r-axis are in logarithmic scale.

3.4 Discussion

As already mentioned, the application of the Lerch distribution to the
selected six stations builds on previous studies conducted for stations in
Sicily and Piedmont (Agnese et al., 2014; Berro et al., 2019). The adequacy
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Figure 3.3.7: Scatterplots of the MAE with the DM (x-axis) against the MAE with the IM
(y-axis) for ws(a,b), wch (c, d), and dch(e,f) for the six stations.

of this distribution in fitting daily rainfall inter-event times it is confirmed
even when considering data recorded at OXF and STW, despite the markedly
different rainfall patterns of these latter stations compared to those previously
analysed. Notably, as was also previously noted for the rainfall depths, the
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Figure 3.3.8: Comparison between empirical and theoretical quantile Qg.g9, calculated
according to the DM (a) and the IM (b) for all stations, periods, and time variables bundled
together.

observed frequencies for it are well reproduced at the annual scale, indicating
that splitting the datasets into sub-periods is not strictly necessary to
accurately model the probabilistic law of ¢t in any of the rainfall regimes
under consideration.

The scientific literature on the statistical inference of rainfall interarrival
times remains relatively sparse, so further evidence of the suitability of the
Lerch family to reproduce ¢t distributions across a wide range of rainfall
regimes is promising for future applications of this methodology. This
consistency across diverse climatic conditions underscores the robustness
and versatility of the Lerch distribution in modelling rainfall patterns.

However, the results obtained for ws and ds using the DM indicate that
a good fit for it does not necessarily ensure an accurate reproduction of the
frequencies of these derived quantities. Specifically, the geometric distri-
bution often falls short in adequately describing wet spells. The enhanced
performance of the IM, which utilises distributions that relax the memoryless
property, suggests the presence of an underlying inner structure in multiday
rainfall events. This structure indicates that the probability of rain is not
constant within the event itself.

Typically, it is assumed that the internal structure observed in sub-daily
(e.g., 10-minute) rainfall records diminishes at daily aggregation levels (see,
e.g., Ridolfi et al., 2011). However, the results reported here challenge this
assumption for some of the investigated sites, suggesting that the internal
dynamics of rainfall events may persist even at daily time scales. This finding
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underscores the necessity of employing more flexible modelling approaches,
such as the IM, to accurately capture these complexities.

The need to utilise a more complex distribution than the geometric to
accurately reproduce the probabilistic structure of ws has been emphasised
in the literature, particularly for long spells. This was highlighted by Berger
and Goossens (1983) for rainfall data in Belgium and by Deni et al. (2010) in
Malaysia. Our findings confirm the inadequacy of the geometric distribution
for long wet spells (greater than 10 days) that occur with relatively high
frequency, as evidenced by the poor performance of the DM for STW.

It is important to emphasise that the unsatisfactory fitting of a geometric
distribution does not necessarily indicate the presence of memory in the
rainfall series. For instance, the results observed for the stations of TRA and
FLO suggest other reasons for the geometric distribution’s poor performance
in modelling ws as derived from ¢t. The geometric distribution appears to be
a suitable choice when the data are analysed separately for the two seasons.
This implies that the complex structure of the ws distribution observed
over the entire year may not be due to an actual relaxation of the renewal
property but rather to a mixing of ws samples from two distinct seasons.

However, the geometric distribution seems to perform poorly on STW
regardless of seasonality, which is actually quite limited for this station. The
STW station seems to represent a case where the memoryless property is
violated, as also confirmed by the inspection of the Sg—:l ratios.

Splitting the entire dataset into sub-periods seems to improve the per-
formance of fittings for both the DM and the IM methods. This result
is particularly relevant for potential applications in ecohydrology models
(e.g., D’Odorico, Ridolfi, Porporato, and Rodriguez-Iturbe, D’Odorico et al.;
Petrie and Brunsell, 2012) and stochastic weather generators (for instance,
Paek et al., 2023). In these fields, accurately representing the climatic
component of weather variables (Semenov et al., 1998) requires not only
reproducing the overall probabilistic structure of rainfall but also providing

detailed information on a seasonal or even sub-seasonal (i.e., monthly) scale.

Studies in regions with climates that do not have distinct monsoon
seasons have also highlighted the importance of focusing on specific seasons,
such as the dry summer or wet winter periods (Caloiero and Coscarelli,
2020; Paton, 2022; Raymond et al., 2016). For example, Hui Wan and
Barrow (2005) demonstrated the need to account for seasonality to accurately
reproduce the duration of ws in Canada using a Markov chain method. This
evidence underscores the value of seasonal analysis in improving the precision
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and applicability of rainfall modelling for various operational and research
purposes.

Another consequence of the geometric distribution’s inadequacy in de-
scribing wet periods is the need to account for the daily structure of rainfall
when modelling processes such as the seasonal dynamics of soil moisture
and vegetation. For instance, Ratan and Venugopal (2013) assessed tropical
areas using satellite rainfall data and found that wet spells typically lasted
one day in dry regions, whereas durations of 2-4 days were more common in
humid areas. Conversely, dry spells tended to last one day in humid regions
and 3-4 days in dry regions. These findings emphasise the importance of
considering detailed rainfall patterns in models to accurately capture the
environmental processes across different climatic conditions.

In some instances, the results obtained for the IM suggest that using the
classical geometric distribution for ws and the polylog series for ds provides
adequate modelling of the observed frequencies. However, these distributions
do not offer significant advantages over the 3-parameter Lerch distribution.
Both DM and IM require a similar number of fitting parameters, but IM
incurs a higher computational cost due to the need for two independent
fittings (for ws and ds) as opposed to a single fitting for it.

An interesting case is STW, where the geometric distribution is never
chosen for ws and a 2-parameter distribution is consistently required. Con-
versely, a l-parameter distribution is sufficient for ds at this site. This
scenario suggests that a reliable fit for both quantities can be achieved
without increasing the total number of parameters, compared to using the
3-parameter Lerch distribution. This emphasises the flexibility and efficiency
of the IM approach in providing accurate fits while managing computational
demands effectively.

Finally, it is worth mentioning that the models proposed in this chapter are
local, and thus spatial dependency in parameters may need to be considered
when applying these models to multiple stations located in close proximity.

3.5 Conclusions

In this chapter, an analysis was conducted on daily rainfall data spanning a
wide range of rainfall regimes across Europe (latitudes 38° —58°N) to model
the frequency distribution of several key rainfall time variables. Two different
methods were employed to investigate the validity of the simpler assumption
of the rainfall occurrence process as a renewal process only governed by i.i.d.
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interarrival times, which implies a geometric distribution of wet spells. The
first method, referred to as the direct method (DM), assumed a geometric
distribution of wet spells. The second method, the indirect method (IM),
relaxed this assumption by modelling wet spells and dry spells separately,
thereby allowing for the possibility of varying rainfall probabilities within
the rainfall clusters.

In general, the comparison between the DM and IM methods indicates that
the Lerch distribution can be effectively applied to model both interarrival
times and dry spells across a wide range of rainfall regimes. However, it
may be necessary to conduct a preliminary analysis of the memoryless
property (e.g., by examining the Sg—:l ratios) to evaluate the reliability of wet
spells derived from interarrival times modelled using the DM with the Lerch
distribution. If signs of memory are present, the IM method is recommended,
as it is better suited to a broader range of conditions, though it may require

a larger number of fitting parameters.

The analysis was expanded to incorporate two additional time variables,
closely linked to wet and dry spells, known as wet and dry chains. These
variables extend the concept of wet and dry spells to sequences that are
interrupted by a single non-rainy or rainy day, respectively, representing
two measures that could be valuable for practical hydrological applications.
The findings for these two chains generally align with the results obtained
for the spells, though they also reveal additional challenges in probabilistic
modelling, particularly at locations where the sample size may be a limiting
factor.

The influence of seasonality on the results was also examined by dividing
the data into two 6-month sub-periods. This division generally enhanced
the performance of both the DM and IM methods, underscoring that in
most locations, the DM applied to seasonal data remains a viable and
straightforward approach. The findings of this study could prove useful in
simulating scenarios of drought and flood events, given that probabilistic
functions, like those utilised in this research, are fundamental to stochastic
climate modelling.

Future research aimed at investigating the neighbouring location effects
on parameter values could be developed. In other words, spatial dependency
may need to be taken into account if dealing with a dense network of stations.
Furthermore, as mentioned in the beginning of Section 3.3, we have left out
the modelling of the volume of rainfall in a wet spell as we encountered a
somehow impactful dependence between the rainfall depths and the length
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of the wet spells. In both cases, it could be of great interest to provide a
way to model dependence. The concept of copulas is a classical tool in the
hydrological context for achieving this. As already thoroughly explained
in the introduction, if, for instance, we aim to be consistent with the fully
discrete description of the rainfall occurrence process we have opted for, we
shall face the well known fact that copulas lose some of their charm when
dealing with discrete margins. Most notably, they are not unique anymore.
This is what prompted us to explore, both empirically and theoretically,
alternative possibilities, with the broader aim of finding tools for the discrete
case which are, at least conceptually, analogous to copulas. The results of
this line of our research is contained in the next chapter.
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Chapter 4

Copula-like Models for
Bivariate Discrete Random
Vectors

This chapter is based on Kojadinovic and Martini (2024)

Kojadinovic, I. and T. Martini (2024), Copula-like inference for discrete
bivariate distributions with rectangular supports, Electronic Journal

of Statistics 18 (1), 2571-2619.

For ease of explanation and notation, following Geenens (2020), we will
focus on bivariate random vectors in this chapter. However, as shall be made
clear in the future works section of Chapter 7, an extension of the concepts
described from Section 4.2 onwards seems entirely possible and is part of
a current project of us. In the following, with copula we will refer to the
classical definition (see, e.g., Durante and Sempi, 2015, Definition 1.3.1),
which, in the bivariate setting of interest reads

Definition 4.0.1. A bivariate copula is a function C:[0,1] x [0,1] —[0,1]
that satisfies the following properties:

1. For every u,v € [0,1],

C(u,0)=C(0,v)=0 and C(u,l)=u, C(l,v)=wv.

2. For every uy,ug,v1,vs € [0,1] such that uy <wug and vy < v,

O(UQ,UQ) —C(UQ,’Ul) —C(Ul,vg) +C(U1,U1) >0.
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That is, C' is the joint distribution function of a bivariate random vector on
0,1]2 with uniform margins.

Copulas have become ubiquitous statistical tools for describing, analysing
and modelling dependence between random variables thanks to the well
known theorem of Sklar (1959), which we report here in the bivariate case.

Theorem 4.0.2. Let F' be a joint distribution function of a bivariate random
vector (X,Y) with marginal distribution functions Fx and Fy. Then there
exists a copula C' such that for all x,y € R,

Fla,y) = C(Fx(2), Fy (y). (4.1)

If Fx and Fy are continuous, then C' is unique. Otherwise, C' is uniquely
determined on ran(Fx) x ran(Fy).

Furthermore, if C' is a copula and Fx and Fy are distribution functions,
then the function F' defined for x,y €R by

Fa,y) =C(Fx(x), Fy (y)) (4.2)

s a joint distribution function with marginal distribution functions Fx and
Fy.

As we continue, with the continuous case (resp. the discrete case) we shall
refer to (X,Y’) having continuous (resp. discrete) margins. The popularity
of copulas follows from a natural interpretation of Sklar’s theorem: when C'
is unique, that is, in the continuous case, it is intuitive to see it in the role
of the object which "glues" the margins together in order to construct their
joint distribution. In this familiar context, through the Probability Integral
Transform (PIT), U= Fx(X) and V = Fy(Y') have uniform distributions on
[0,1], and the copula C' is their joint distribution. Clearly, one can apply
any increasing transformation to X and/or Y and the PIT will give the
same result. This is the intuition behind the fact that copulas are invariant
under increasing transformations of the margins (see, for instance, Hofert
et al., 2018, Theorem 2.4.7). Additionally, it is known that some of the
most used dependence concepts are functions of the copula alone in the
continuous case (see, e.g., the classic Nelsen, 2006). These properties cement
the interpretation and practical use of copulas as ‘margin-free’ embodiments
of dependence in the continuous case. In the case X and/or Y discrete,
ran(Fy) and/or ran(Fy) are simply countable subsets of [0,1]. It is then clear
that the distributions of U= Fx(X) and/or V = Fy(Y) cannot be uniform
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on [0,1]. Thus, their joint distribution cannot be a copula as per Definition
4.0.1. It is actually a subcopula, that is, a function which satisfies the main
structural properties of copulas but whose support is only a strict subset of
[0,1] containing 0 and 1 (Durante and Sempi, 2015, Definition 2.2.1). Only
such a function is uniquely inferrable in the discrete case, according to Sklar’s
theorem. Any subcopula can be extended into a copula (Durante and Sempi,
2015, Lemma 2.3.4): the gaps in [0,1]\ (Ran Fx x Ran Fy) can be filled in a
way preserving the properties of copulas, by, informally speaking, suitably
spreading the probability mass of the subcopula on each hyper-rectangle
of its grid domain; however there are uncountably infinite many ways of
doing so and C' in (4.1) remains not identifiable. Furthermore, if one aims
to construct measures of dependence based on a particular extension, the
choice of the latter will clearly influence the result. The standard extension
(also known as bilinear extension or checkerboard copula) has been deemed
the most natural in the finite discrete case, as described for example in
Genest and Neslehova (2007). However, as noted in the previous reference,
quantities based on such an extension still depend on the margins.

An enlightening example of the consequences of the non-uniqueness of
the copula in the discrete case is the following simple one (Neslehova, 2004,
Section 5.1).

Example 4.0.3. Suppose X ~ Bern(1—gq,) and Y ~ Bern(1—gq,), where the
probabilities ¢, = F'x (0) and g, = Fy (0) lie in (0,1), and X andY are possibly
dependent. According to Theorem 4.0.2 of Sklar, a copula C associated to
Fxy is only unique on the range ran(Fx) x ran(Fy)={0,q,1} x {0,¢,,1}.
However, since the values of C' are given by simple constraints along the
sides of [0,1] (the uniform margins constraints), the underlying copula is
uniquely determined in a single point of the interior of the unit square and
Sklar’s representation reduces down to a single identity

C(¢zay) = Fxv(0,0). (4.3)

Indeed, to recollect the joint bivariate Bernoull distribution Fxy, given
the margins and such a copula C, it is sufficient to only use C(qy,qy) by
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computing

P(X=0,Y=0)=Fxy(0,0)=C(Fx(0),Fy(0))=C(qx,qy),
P(X=0,Y=1)=Fyxy(0,1)— Fxy(0,0)=
=C(F(0),Fy(1))=C(F(0),Fy(0)) =gz — C(qa,y),

) 070):

)= C(F(0), Fy(0)) =qy— C(qs,qy),

P(X: LY = 1) =1 _C(qxaQy) - (QI _C<QxaQy)) - (q_O(QI7Qy))
:1_Qm_Qy+C( m7Qy)'

Consequently, on one hand, there exist numerous copulas which lead to
one and the same joint distribution, all of which pass through the point
(¢z,qy, Fx v (0,0)) € (0,1)3. For instance, in the case of independence of X
and Y where we must have C(qy,qy) = q=qy, while the independence copula
naturally satisfies the requirement, many other do so as can be seen in the
appendiz of Geenens (2020). Any conclusions drawn from such a classical
copula-based bivariate Bernoulli model would be highly questionable, as the
central element C may interchangeably represent independence or dependence
of significantly different strengths and characteristics, yet still conform to
C(4z,9y) =Gzqy. On the other hand, C(qs,q,) depends crucially on the
marginal distributions through the point (qz,q,) = (Fx(0),Fy(0)), breaking
down the margin free appeal of copulas.

We refer the reader to Genest and Neslehova (2007) and Faugeras (2017)
for a detailed investigation of what could happen if one insists in using the
tools of continuous copulas in the case of discrete (or even mixed) margins,
especially regarding the statistical modelling aspects. Most importantly, they
discuss how the usual inferential procedures used in copula modelling may
break down in the discrete case, since they are built upon the uniqueness of
the underlying copula. In the same references, some strategies to deal with
the discrete scenario are explored. The developments contained in Geenens
(2020) are a refreshing addition to those tools, accompanied by the novel
peculiarity of rejuvenating historical ideas found in the vast literature on
contingency tables.

In the upcoming section we try to summarise some of the main ideas on
which our results presented in the rest of the chapter build upon. They
were initially developed in Geenens (2020), which we closely follow for this
introductory part.
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4.1 Equivalence Classes of Dependence and Copulas

The first step taken by Geenens (2020) for providing a sound framework
where the ideas of copulas can smoothly carry out to the discrete case is
an ingenious definition of equivalence classes of dependence, starting from
the continuous case. Before proceeding, we shall additionally clarify that
the subject of the upcoming discussion will not be generalised or expanded
in this thesis, but conceptually forms the backbone of our results and
hence we deemed of interest to present it. Let (X,Y’) be a continuous
vector with distribution F'yy, and for simplicity assume that X and Y are
supported on [0,1]. Indeed, without loss of generality, one can consider that
we observe X and Y on the inverse logit scale. Furthermore, suppose that
Fxy admits a density fyy and marginal densities fx and fy on the unit
square. Now let F be the set of all bivariate probability densities on [0,1],
and S the set of all differentiable strictly increasing functions from [0,1]
to [0,1]. S is a group under function composition (denoted o), as is the
cartesian product S x S under element-wise composition (denoted again by
o, as its use shall be clear by the context), i.e. for (¢1,11),(p2,12) €S X S,

(¢1,901) 0 (d2,%2) = (@10 2,91 0 1a).
For any (¢,1) € Sx S, define gy : F — F as

flo~ (W), v (v))
N C 00) T (o 0 R
Then it is possible to show that g4, is a group action of (S xS,0) on F.
This defines orbits for any f € F, denoted

[f1={f"eF:3(o,0) €S xS such that f*=gu(f)}.

These orbits induce an equivalence relation defined as f; ~ fo whenever
[f1] =1[f2], for any fi,fo€F. The quotient space C=F/(S xS,0) is the
set of all equivalence classes. Note that the denominator just provides a
normalization of the resulting function so that it remains a probability
density.

Hence, the class [fxy] is made up of all bivariate probability densities
obtainable through what we could call ‘'marginal distortions’ of fyy. As the
most natural interpretation, what persists through the marginal distortions
should precisely be the dependence structure of the random vector. Geenens
(2020) proclaims that the elements of C should be regarded as the most
faithful to a ’true copula’, because 'they genuinely are the links (copulae
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in Latin) which cement marginals inside bivariate densities. However, to
avoid confusion with other classically established definitions of copulas, he
suggests that [f] should instead be named the 'nucleus’ of a distribution f.

Then, it is clear that to retrieve the traditional definition of a continuous
copula from this framework the group action that needs to applied is g, r, -
See that

Fxy (Fx' (u), Fy (v))
o )0 = T Ty OO
is the density ¢ of a copula for continuous random variables, as can be
derived from (4.1). Furthermore, note that, albeit providing an universally
understood tool for achieving this, the PIT is unnecessary for defining the
nucleus, which contains all the dependence structure of a random vector.

Viewing the effect of g4, as a mere reassignment of probability mass, this
construction can thus be adapted mutatis mutandis to the discrete scenario,
as detailed below. Before proceeding, let us underline that the upcoming
developments are restricted to the finitely supported case. A suggestion for
an extension to the infinite countable case is proposed in (Geenens, 2020,
Section 8). However, a detailed treatment of such a yet unexplored scenario
is out of the scope of this thesis. Nevertheless, it is clear that it could be
subject of future investigations (see Section 7.2 of Chapter 7).

Let (X,Y) be a discrete random vector where X (resp. Y) can take r
(resp. s) distinct values for some strictly positive integers r and s. As the
framework we expose depends only on the values of the probability mass
function (pmf) of (X,Y’), without loss of generality, we shall consider, for
notational convenience only, that (X,Y) takes its values in I, ;= [r] x [s],
where [r]={1,...,r} and [s]={1,...,s}. Denote by p the pmf of (X,Y). It
is immediate that p can be identified with a r X s matrix whose elements are
pij =P(X =1i,Y =j) for (i,5) € I, 5. Denote pltl = (p[ll],p[;],...,p;”

(p[f},p[gz],..‘,p[f]) the marginal distributions of p. That is, pgl} =3 1pij =

P(X =u;) for i in [r] (resp. p?} =37 _1pij=P(Y =y,) for jin [s]). It will be
assumed throughout that pgl] >0 and p?] >( Vi,j; i.e., no row or column of
p is identically null. Furthermore we let supp(p) ={(¢,5) € I, s : p;; >0} and
when supp(p) =1, s we say that p has a rectangular support. The elements
of I, s \supp(p) are known as the structural zeroes of p and they play an
important role in the dependence structure of (X,Y’), as shall become clearer
later.

The matrix form of p is commonly seen in the vast and historical literature

) and pl2 =
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4 — Copula-like Models for Bivariate Discrete Random Vectors

on contingency tables. Therein, the odds ratio matriz defined as the (r—
1) x (s —1) matrix w(p) whose elements are

P11Pij .
wp)ig="——", (@,5) € (["\{1}) = ([s]\{1}), (4.4)
P1;Di1
is classically considered to encode the dependence between X and Y'; see
Agresti (2013, Section 2.4), Kateri (2014, p 43), Rudas (2018, p 123) or
Geenens (2023, Section 4).

Remark 4.1.1. Clearly, when p has some structural zeroes, undefined cases
of  may arise in (4.4). As done in Geenens (2020), with a slight lack of
rigor, we consider two odds ratios matrices to be equal when all of their well
defined entries are equal. O

Note that w(p) is margin-free in a certain sense, that is, unaffected by
monotone increasing transformation of the margins of p in the form of
multiplication of constants. To see this, simply consider two positive real
vectors c=(cy,...,¢;) and d=(dy,...,ds) and consider a diagonal matrix D
whose entries are d (resp. a diagonal matrix C' whose entries are ¢). Then,

let
. CpD

P =9~
ICp DI

which corresponds to multiplying component per component the ¢-th row of
p by ¢; for i € [r] (resp. the j-th column of p by d; for j € [s]) and normalising
with the elementwise 1-norm ||-||; of the resulting matrix. Then for any
(,7) in I, s we have that

w(p*) o pllcldlpijdicj _ P11Dij _

— w(p)ii.
Y puydicipadicr  pipa ()i

In an entirely similar way as what has been done in the continuous case,
we now build the corresponding equivalence classes of dependence in the
present finite discrete scenario. For a positive integer m, define Dy, ., as
the set of all diagonal m x m matrices whose diagonal entries are positive.
Dinxm is a group under matrix multiplication. For any positive integers
r and s, D,«, X Dsy s is a group under element-wise matrix multiplication.
Furthermore, for now let P, be the set of bivariate pmfs on I, ;.

Then for any ¢ €D,., and any ¢ € Dy, we define the function gg ¢

Prxs = Prxs as
ppY

gaw(p) = m (4.5)
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Similar as above, the matrices ¢ and v respectively multiply the rows and
columns of p, distorting the margins. The corresponding orbit of p is given
by

[Pl ={p" € Prxs:3(¢,1) € Dyyy X Dsxs such that p*=gs.,(p)}-

The equivalence relation and classes are defined analogously, with p~p* if
and only if [p] =[p*]. Further, define a limit point of [p] as an element of
Pry«s which can be written as

(Hiil (I)k) p (Hi‘il \I’k)
H(H;é“;l%) p (Hiil‘lfk)Hl

(4.6)

for some sequences of matrices {®y }i>1 € Dyxr and {Vy }i>1 € Dsxs. Let [p]
be the closure of [p], that is, the union of [p] and its limit points. The role of
the latter shall eventually be clear in connection with the structural zeroes
of p.

Having removed the marginal effects, we can again regard the orbits [p] as
equivalence classes of dependence. Indeed, fix any ¢ € D, and any ) € Dgy.
For any two p,p* € Prxs, we have that p~ p* implies that w(p) =w(p*), as
all odds ratios are invariant under marginal distortions induced by g4 as
shown previously. The same holds even in the presence of any undefined
elements in the odds ratio matrix, as ge v leaves the zeros of p unaffected.
Consequently, it is natural to again call [p] the nucleus of the pmf p. If all
entries of w(p) are defined and positive, that is in the case of rectangular
support of p, then w(p) =w(p*) implies [p] = [p*]. However, one may find two
p1,p2 € Prxs with w(p1)=w(p2) but [pi]+# [p2] when supp(p1) #supp(pz),
that is, when p; and ps show a different pattern of structural zeros. This is
a strong hint to the preponderant role of structural zeros on the dependence
structure. Clearly, the fact that some values of X and Y are not allowed
simultaneously (that is, any p;; =0) can be understood as a strong form of
interaction. Moreover, under our assumption of positive marginals of p, any
pij =0 automatically prevents independence of (X,Y). To see this, simply
note that p;; =0 cannot equate py} p?]. In such circumstances, we can infer
the presence of a regional dependence effect analogous to the continuous
counterpart (Holland and Wang, 1987).

Having built the equivalence classes, a representative of dependence can
be selected as the pmf u in [p] having uniform margins, in the spirit of
proposing a candidate which is as margin free as possible. It is then natural
to provide the following definition.
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4 — Copula-like Models for Bivariate Discrete Random Vectors

Definition 4.1.2. A bivariate r x s discrete copula is a bivariate dis-
crete distribution of a vector (U,V) supported on {r} x{s}, where {r}=
{N%l,%,...,r%l} and {s}= {H%, ﬁ, e ﬁ}, whose marginal distributions
are discrete uniform on {r} and {s}. The associated copula pmf is thus a
bivariate discrete pmf on {r} x {s}, such that for all i€ {s}, ¥5_ u;;= L
and for all j € {s}, ¥I_ u;; =1, where u;; =P(U =14,V =3). O

Remark 4.1.3. The latter is not new and the given definition of discrete
copula parallels definitions which can be found for example in Kolesarova
et al. (2006) and Perrone et al. (2019). These two references are part of the
literature on discrete copulas which has been discussed in the introduction.
However, as said there, discrete copulas have been mainly applied in the
continuous case. Additionally, as shall become even more clear in the
remaining part of the chapter, our developments only concern the copula
pmf. That is why further connections to this literature shall not be explored
in this thesis, and, for now, we simply borrow the first part of Definition
4.1.2, leaving such investigations for possible future work.

O

Before proceeding further, we revisit Example 4.0.3 in light of the new
concepts we have just introduced, following Example 1 of Geenens (2024).

Example 4.1.4. Recall the setup of Fxample 4.0.3 and additionally consider
the corresponding bivariate pmf p, defined on {0,1}? for consistency with the
previous example. It can be described by the following (2% 2) contingency
table

z\y| 0 1

T
0 | poo Po1 p([)]

1] »
1 | pio pu p[l}

w1l

which follows the notation introduced above. Referring to Example 4.0.3,

we actually have pgl] =q. (resp. pg} =qy,) and p[11] =1—gq, (resp. p[f] =1—gq,).

However, for the sake of generality of this example, the notation for the
marginals shall be left as in the table above.

As Y5 j)ef0,1y2Pij = 1, supposing the margins are unknown, there are ini-
tially three free parameters for p. Once the marginal values p[ll] and p[12] are
fixed, only one free parameter is left: it should be the one describing the

dependence inside p, as it is the only value needed to recover the joint pmf
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when its margins are fived. If the dependence parameter is to be ‘margin-free’,
it must be (any one-to-one function of) the odds-ratio

__ Poop11
Propor’
according to our discussion above. Thus, it seems reasonable to identify the

dependence structure to the value of w(p) in this case. As previously shown,
Sklar’s representation here reduces down to a single identity

Poozc(l—p[ll];l—p[f]) (4.7)

As computed in Example 4.0.3, for given p[ll] and p[12], this value is, indeed,

enough to identify by substitution the other values po1,p10 and p11 - hence,
the whole pmf p. The odds ratio w(p) can then be rewritten as

wo Pt i

_cqa —p 1—p (1 —pM 1= pP) +pro+por —1) (4.8)

(1-pil = —pl 1—pP) (1 —p —c(1-p1-p))

For a given copula C, this is a continuous function of (p[ll],p[12]) € (0,1)2.

In fact, the only copula C' guaranteeing wc(p[lu,p[f]) to be constant in p[lu

and p[f} is the Plackett copula, which was precisely designed to achieve that
(Plackett, 1965). Thus, it is now even more evident that we may easily
construct two bivariate Bernoulli distributions using the same copula C', but
showing very different dependence structures for different pairs of marginal
parameters (p[ll], p[lz]). Once again, it is evident that equating copulas with
dependence structures in this context is not reasonable.

Furthermore, we can directly write (4.7) and (4.8) in terms of the unique
subcopula H of p as well, by setting

poo=H(1 —p[11],1—p[12])

and the odds ratio w(p) as

wr(1=pi,1=p)
2]

_ HA-p 1-p)(HA=p 1= pP) +p1o+p0 — 1)
(1—p = H(—plT 1=y (1 —pl — H( = pi 1 - pl)
138

. (4.9)



4 — Copula-like Models for Bivariate Discrete Random Vectors

A subtle yet significant distinction between (4.8) and (4.9), which justifies
the different notation used, is that, unlike C', H is not defined elsewhere in the
interior of [0,1]? than at (1 —p[lu,l —p[lz]). Therefore, a notion of ‘varying the
marginal parameters while maintaining the same subcopula’ would be clearly
unfounded - changing the margins would, by definition, require considering a
completely different subcopula. In fact, both H and C are margin-dependent
to the exact same extent, but, as beautifully said in (Geenens, 2024, Example
1), "the ‘blanket’ nature of copulas, which cover the whole [0,1]* and always
have uniform margins, may give the dangerously comfortable feeling that it
is not the case for C'".

To represent the dependence structure of p in a margin-free way, and
therefore imitate the role of copulas in continuous settings, we aim to compute
the bivariate Bernoulli distribution with the same odds-ratio as p (that is,
belonging to [p]), but with "uninformative" uniform margins, as advocated in
the framework exposed before this example. It is a simple algebraic exercise
to show that, for any given w >0,

u\v| 0 1
0 [T=_ I_1_ 1T
21+yw 21+vw 2
I R P S|
21+yw 21+Jw 2
1 1 1

2 2

is such a distribution, and it is unique. This is what could be called
the Bernoulli copula pmf, as seen in (Geenens, 2020, Section 5), where
more details can be found. Although evidently not a ‘copula’ according to the
classical meaning, this Bernoulli copula pmf enjoys all the pleasant properties
which make copulas successful in continuous cases. For example, computing
its Pearson correlation coefficient would amount to computing a discrete
margin free analogue of Spearman’s rho (see the end of Section 4.4).

Consider now a pmf p and the associated equivalence class of dependence
[p]. Natural questions arise regarding existence and especially uniqueness
of a copula pmf u € [p], according to the broader aim of providing a copula-
like framework. Moreover, when these two conditions hold, the actual
computation of u has an equal interest. We briefly delineate the ideas
contained in Geenens (2020) relative to this issue, as more details will be given
in the upcoming main sections of this chapter. Following its line of thought,
we start by the computation of u. It is clear that a proposed tool must only
entail transformations of the type seen in (4.5) or (4.6). With this in mind,
Geenens (2020) has cleverly suggested that the iterative proportional fitting
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procedure (IPFP) fills the role in practice. This procedure takes the form of
an algorithm (actually of several equivalent algorithms) designed to adjust
the elements of an input matrix so that it satisfies specified row and column
sums. When the input matrix is the representation of a pmf and the target
rows and columns sums are selected as uniform, the connection is clear. Since
its introduction by Kruithof (1937) for the calculation of telephone traffic,
the IPFP turned out to play a major role in a surprisingly large number
of different scientific contexts (see, e.g., Idel, 2016, for a comprehensive
review). The adjustment is obtained by alternatively normalising the rows
and columns of the starting pmf p in matrix form so that at each step of
algorithm at least one of the required marginal constraints is satisfied. A little
thought reveals that these operations corresponds to alternatively left and
right multiplying p by diagonal matrices, keeping the odds ratios constant
and making clear that each element of the iteration will belong to [p], exactly
asin (4.6). The limit of these iterations, when it exists, will correspond to the
copula pmf u associated to p. It is now clear that the question of existence
and uniqueness of v its intimately connected with the convergence of the
IPFP. The key concept is that in such a circumstance, the IPFP actually
converges to the I-projection of p (in the sense of Csiszar, 1975) on a Fréchet
class of pmfs with uniform margins (see Proposition 4.2.5). That is the
reason why we are willing to say that, ultimately, I-projections on a Fréchet
class of pmfs can be thought as the underlying central ingredient of Geenens
(2020)’s proposals. Indeed, as shall be shown, they are the cornerstone
which paves the way to provide a Sklar like decomposition for bivariate
discrete finitely supported distributions. Conditions for their existence and
uniqueness, extensively studied in the literature, can be directly translated
into existence and uniqueness conditions for copula pmfs and they are deeply
related to the structural zeroes of the input pmf p. This will become clearer
in Sections 4.2 and 4.3.

Given this framework, we are interested in its exploitation to set forth
models for bivariate discrete random vectors in the spirit of copula modelling
for continuous random vectors. In other words, we will not delve further
into the concept of equivalence classes of dependence, but we shall explore
the statistical modelling consequences of the interesting ideas that it has
conveyed. We are then considering a typical statistical setup, where the
pmf p of (X,Y) is not known, and instead, we have n (not necessarily
independent) samples (X1,Y7),...,(X,,Y,) of (X,Y) available for inference
on p. Traditional methods for modelling p when r and s are not excessively
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4 — Copula-like Models for Bivariate Discrete Random Vectors

large include log-linear models (see, e.g., Agresti, 2013; Kateri, 2014; Rudas,
2018) and association models (see, e.g., Goodman, 1985; Kateri, 2014). In
this chapter, we will investigate a different category of (semi-parametric or
parametric) models based on the possibility of decomposing the unknown
pmf p into its two univariate margins and a bivariate pmf with uniform
margins, namely the copula pmf we have discussed above. Indeed, another
key interpretation of Geenens (2020) is that of establishing a strong case for
such a decomposition.

A first contribution of this chapter, which holds independent significance,
is the formulation of a result concerning the differentiability of an I-projection
on a Fréchet class with respect to the input pmf. This result is essential
for examining the asymptotics of the inference procedures proposed in the
statistical portion of this chapter.

A second contribution, building upon the framework of Geenens (2020)
delineated above, is the statement of a corollary based on known properties
of I-projections. This corollary establishes that, under specific conditions
on the bivariate pmf p, the latter can be decomposed into its two univariate
margins and a bivariate pmf with uniform margins, that is the copula pmf
u we have mentioned before. Analogous to the modelling of continuous
multivariate distributions using copulas (see, e.g., Hofert et al., 2018, and
the references therein), which utilises a well-known theorem of Sklar (1959),
the resulting decomposition suggests first modelling the margins and the
copula pmf separately, and subsequently combining the resulting estimates
using an appropriate /-projection to obtain a parametric or semi-parametric
estimate of p.

Exploiting the aforementioned decomposition of bivariate pmfs, a third
contribution of this chapter is the investigation of nonparametric and para-
metric estimation procedures as well as goodness-of-fit tests for the underlying
copula pmf. It is important to note that these analyses are conducted under
the assumption of strict positivity of the initial unknown pmf p. Indeed,
I-projections may not always exist, and to ensure the existence of the afore-
mentioned copula-like decomposition of p, we will additionally assume in
the statistical section of this chapter that p;; >0 for all (¢,5) €I, 5. That
is, that p has rectangular support. Interestingly, this assumption can be
considered the discrete analog of the assumption of strict positivity (within
the interior of the unit square) of the copula density, which is frequently
made when modelling multivariate continuous distributions using copulas.
It should be noted that, as will be discussed in more detail in our concluding
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remarks, the assumption of rectangular support for p could be replaced with
alternative conditions provided certain practical challenges are addressed.
Fortunately, many applications appear to be compatible with the assumption
of rectangular support.

The remaining part of this chapter is structured as follows. In the
following section, after a review of the main properties of I-projections and
the IPFP, we present differentiability results for I-projections on Fréchet
classes. Next, given these recalled facts, we are able to shed light on the
question of existence and uniqueness of a copula pmf u. In Section 4.4,
we outline conditions under which a copula-like decomposition of bivariate
pmfs based on I-projections on Fréchet classes exists. The next section is
dedicated to the nonparametric and parametric estimation of copula pmfs
and provides related asymptotic results as well as finite-sample findings
based on simulations. Goodness-of-fit tests for copula pmfs are subsequently
examined, both theoretically and empirically. A data example is provided
in Section 4.7, followed by concluding remarks in the final section. For an
easier reading, all proofs are relegated to a series of appendices.

4.2 [-Projections on Fréchet Classes and the IPFP

After introducing additional notation to lighten the upcoming discussions,
we recollect the concept of I-projection as defined by Csiszar (1975) and
discuss its relationship with the IPFP when the I-projection is performed
on a Fréchet class. We conclude this section by presenting differentiability
results for I-projections on Fréchet classes, which may hold independent
interest.

4.2.1 Notation

Let R™® denote the set of all r x s real matrices. It’s important to dis-
tinguish between R"™** and R"®, where the latter represents the set of all
rs-dimensional real vectors. For a matrix € R™*’, the element in row
i€[r]={1,...,r} and column j€[s]={1,...,s} will be denoted as x;;. Ad-
ditionally, for the row and column sums of x, we use the conventional
notation

S T
Tiy =Y Tjj, i€r], and  xy; =), Jjels],
e i=1
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respectively. Moreover, we define the set I" as
F={zeR"™:2;;>0,2,+>0,x4;>0 for all (i,j) €I, 4
(4,5)ELr s

In this context, I represents the set of all bivariate probability mass
functions (pmfs) on I, ; whose univariate margins are strictly positive. As
mentioned in the introduction, the developments that follow rely solely on 7,
s, and pmf values. Thus, focusing on pmfs on I, is done without loss of
generality. Indeed, any pmf of interest, defined on the Cartesian product of
two sets of reals with cardinalities r and s, respectively, can be “relocated”
onto I, ;.

As we proceed, to differentiate bivariate pmfs from other real matrices,
we will consistently use lowercase letters for the former and uppercase letters
for the latter. Additionally, given a bivariate pmf x in I', its first and second
univariate margins will be denoted by z!!! and !, respectively. According
to our notation, we have

M=z ielr], and x?] =T4j, j€ls].

Next, let @ and b be fixed univariate pmfs on [r] and [s], respectively, such
that a; >0 for all € [r] and b; >0 for all j €[s]. We define

T, ={zel:zll=a} (resp. T y={xel:z@=p}) (4.11)

as the subset of I' in (4.10) containing bivariate pmfs whose first (resp.
second) margin is a (resp. b). Consequently,

Fa,b:{xEF:x[l} —q and 2 =b}=T,.NI, (4.12)

is the Fréchet class of all bivariate pmfs whose first margin is ¢ and second
margin is b.

4.2.2 [-Projections on Fréchet Classes

To introduce the concept of I-projection as defined by Csiszar (1975), we first
need to define the information divergence, also known as the Kullback-Leibler
divergence or relative entropy, for a bivariate pmf y €' with respect to a
bivariate pmf x € I'. This is given by

> wijlog=* if supp(y) Csupp (),
D(y|x) =1 (i.j)€lrs Tij (4.13)
00 otherwise,
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where, for any x €', supp(x)=(4,j) € I, s : x;; >0, with the conventions that
0log0=0 and Olog% =0.

The next result directly follows from Theorem 2.1 of Csiszar (1975) and
the remark after Theorem 2.2 in the same reference.

Proposition 4.2.1 (Existence of I-projections). Let x €' and let S be a
closed convex subset of I'. Suppose furthermore that there exists a pmfy €S
such that supp (y) Csupp(z). Then, there exists a unique y* €S such that
y* =arginf, s D(y|z). Moreover, we have that supp (y) Csupp (y*) for every
y €S such that supp (y) Csupp ().

The bivariate pmf y* mentioned in the above proposition is commonly
referred to as the I-projection of the initial bivariate pmf x onto S.

As explained in Section 4.1, the approach proposed by Geenens (2020), on
which our chapter hinges upon, relies on I-projections. Let a and b be fixed
univariate pmfs on [r] and [s], respectively, such that a; >0 for all i € [r] and
b; >0 for all j€[s]. Let I'qp, as defined in (4.12), be the Fréchet class of all
bivariate pmfs whose first margin is a and second margin is b. Note that
Iy is a closed and convex subset of I'. Moving forward, we shall denote the
I-projection of a pmf x €I onto Iy, if it exists, as:

Top(x) =arginf D(y|x). (4.14)
y€lap
The following proposition, which, for example, follows directly from
Corollary 3.3 in Csiszar (1975), provides a more explicit form for the I-
projection of € I' onto the Fréchet classes I'y ;, when it contains a pmf whose
support is equal to that of x.

Proposition 4.2.2. Let x €l'. If there exists y €'y such that supp(y) =
supp (), then there exists two diagonal matrices Dy € R™" and Dy € R®**
such that Z,p(x)=y*=Dix Dy and supp(y*) =supp(z). In this case, fol-
lowing Pretzel (1980), x and y* are said to be diagonally equivalent.

As can be seen from Propositions 4.2.1 and 4.2.2, the primary practical
challenge before attempting to project a pmf x €I' onto 'y is to test for the
existence of a bivariate pmf y € I'y , such that supp(y) C supp(z). Necessary
and sufficient conditions for this have been recently restated in Theorem 1
of Brossard and Leuridan (2018), accompanied by a useful characterisation
which shall be used later. These conditions appear to date back to Corollary
3 in Bacharach (1965). Furthermore, a well detailed description of them can
also be found in Theorems 2 and 3 of Rothblum and Schneider (1989). Let
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x €I be a bivariate pmf on I, ; and let P, be the corresponding probability
measure on I, ;. Define

N, ={AxB:AC[r],BC|s],P.(Ax B)=0} (4.15)

to be the set of rectangular subsets of I, s on which P, is null (or, equivalently,
with a slight abuse of notation, x is null). Furthermore, let P, (resp. F;)
be the probability measures on [r] (resp. [s]) corresponding to the target
univariate pmf a (resp. b). With this notation, we can state the following.

Proposition 4.2.3 (Testing for the existence of I-projections). Then, there
exists y € L'qp such that supp (v) Csupp(x) if and only if

P,(A) < Py([s]\B) for all RxC &€ N,. (4.16)

and there exists y €'y such that supp (y) =supp(z) if and only equalities
in (4.16) happen only for Ax B such that P,([r]\ A x[s]\ B)=0.

Remark 4.2.4. A detailed discussion of Proposition 4.2.2 and providing
its proof would require delving deeply in the literature on the so-called
matrix patterns, to which some of the references cited just above belong to.
Indeed, according to, for instance, the definition given in (Brualdi, 2006, p
3), when employing the tools of matrix analysis supp(z) should be called the
pattern of . Such a literature investigates the existence and computation
of matrices with given patterns and adhering to specific constraints. For
example, given marginal sums. In this case, the problem is known as matrix
scaling and the IPFP has been used both as a computational tool and as a
way to prove the existence of such a scaling (see, e.g., Sinkhorn, 1974). The
connections with our setup are then clear. Since such an investigation is out
of scope of this thesis, we refer the reader to Appendix A of Idel (2016) for
a nice review and the references therein for a deeper investigation (such as
Brualdi, 2006). O

4.2.3 The Iterative Proportional Fitting Procedure

In practice, to perform an I-projection on I'yp, one can employ the IPFP.
Also known as Sinkhorn’s algorithm or matrix scaling, the IPFP aims to
adjust the elements of a matrix so that it satisfies specified row and column
sums. For a detailed overview of the procedure, its variants, and its diverse
applications, the reader is referred to Pukelsheim (2014), Idel (2016), and
Brossard and Leuridan (2018).
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In principle, the IPFP can be applied to any input matrix in R™® with
nonnegative elements and strictly positive row and column sums. Since this
chapter has a probabilistic focus, the IPFP will be described specifically
for input matrices x €I that can be interpreted as bivariate pmfs. In this
context, the goal of the procedure is to adjust an input bivariate pmf x €T’
so that it has a as its first margin and b as its second margin.

The IPFP with target margins a and b consists of applying repeatedly two
transformations. The first one corresponds to the map R, from I' in (4.10)
to I'y,. in (4.11) defined by

aixril a1T1s
T14 e T14
Ro(z)=1 : Lo rel, (4.17)
ArZri QrZrs
Tri . Tt

while the second one corresponds to the map Cp from I' to I'.; in (4.11)
defined by

b1z bsz1s
T wes
Co(x)=1 : C, rxel. (4.18)
b1z bsrs
T41 T+s

Given an input matrix z € I, the first map R, (z) rescales the rows of x so
that its first univariate margin equals a. Similarly, the second map Cp(z)
rescales the columns of x so that its second univariate margin equals b.

Let N €N. Using the above defined maps, the (2N +1)th step of the
IPFP with target margins a and b can then be expressed as

Tonrap() =Ra0(CroRy) M (),  zel, (4.19)
while the 2Nth step, N > 1, can be expressed as
Tonap(®)=(CoR) M (2),  zel, (4.20)

where the superscript (N) denotes composition N times and composition 0
times is taken to be the identity. We will say that the IPFP converges for
a starting bivariate pmf x € I' if the sequence {Zy q (%) }n>1 converges and
we then denote the resulting adjusted pmf (which is in I',; as shall become
clearer below) by

When working in practice with the IPFP, if it converges for the bivariate
pmf x, for some user-defined € >0, limy_,ooZn () is approximated by
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INap(z), where N (which depends on z) is an integer such that

| Zn () = IN-10()[]11 <&, (4.22)

where ||z][1,1 =3 (i jyer,, |7ij|. Results on the number of iterations required for
the previous condition to be satisfied are discussed for instance in Kalantari
et al. (2008), Pukelsheim (2014) and Chakrabarty and Khanna (2021).

The next proposition, which, for instance, immediately follows from
Pukelsheim (2014, Theorem 3) and Brossard and Leuridan (2018, Theorems 2
and 3), provides the fundamental relationship between I-projections on
Fréchet classes and the IPFP.

Proposition 4.2.5. (Link between I-projections on Fréchet classes and the
IPFP) Let x €. The sequence {In qp(z)}n>1 converges if and only if there
exists y € L'qp such that supp (y) Csupp(z) and, if imy oIy ap(x) exists,
it is equal to Ly p(x) in (4.14).

In other words, the IPFP of a bivariate pmf x converges (to the I-
projection of x on the corresponding Fréchet class) if and only if the I-
projection of x on the corresponding Fréchet class exists.

4.2.4 Differentiability Results for /-Projections on Fréchet Classes

Theorem 3.3 in Gietl and Reffel (2017) implies a form of continuity of
an [-projection on a Fréchet class when it exists (see Lemma 4.A.2 in
Appendix 4.A for a precise statement). To examine the asymptotics of the
statistical inference procedures proposed later in this chapter, we will also
need an [-projection on a Fréchet class, when it exists, to be differentiable in
a related sense, as will become evident in Section 4.5. This differentiability
property has not been thoroughly investigated in the literature, although it
can be connected to the work Jiménez-Gamero et al. (2011) as explained in
Remark 4.2.7 below.

The aim of this section is to present a differentiability result, roughly
speaking, concerning certain strictly positive submatrices of the input matrix.
To make the statement precise, we first need to introduce additional notation.

For any S C 1,5, S#1, let vecg be the map from R"** to RI*! which, given
a matrix y € R"**, returns a column-major vectorization of y ignoring the
elements y;; such that (i,7) ¢ S. With some abuse of notation, we can write

vecs(y) = (Yij) (ij)es yeR™. (4.23)
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Let vecg' be the map from R'3 to R™* which, given a vector v in [0,1]191
expressed (with some abuse of notation) as (vij)(; jjes, returns a matrix in
R"** whose element at position (7,7) € S is equal to v;; and whose element at
position (7,7) ¢ S is left unspecified. Then, for any two matrices y,y’ € R™**,

write y iy’ if yij =y;; for all (i,7) € S. Furthermore, recall the definitions of
I"in (4.10) and T'yp in (4.12), and, for any A, BCT C I, 5, A, B+, let

I'r={yel:supp(y)=T1}, (4.24)
Apr={we (0,1)/BI: there exists y € Iy s.t. vecg! (w) gy}, (4.25)
Lopr={y€Top:supp(y) =T}, (4.26)

ANopar={z€ (0,)!41: there exists y € Loyt st vecy'(2) 4 y}.  (4.27)

Finally, for any function G from R¥xR™ to R’ differentiable at (u,v) €
R* x R™, we shall use the notation

0G1 (w,v) 0G 1 (w,v)
8w1 _ 8wk, _
wW=u wW=u
alG(ua U) - : :
0G| (w,w) 0G| (w,v)
ow1 _ awk _
w=u w=u
and
0G1 (u,w) ’ 0G1 (u,w) ’
811]1 _ awm —
w=v wW=v
oG (u,v) = : :
0G| (u,w) ‘ 0G| (u,w) ‘
5w1 . awm —
w=v w=v

The following proposition, proven in Appendix 4.A, is notationally complex
but relies on a straightforward concept: a bivariate pmf with support 7" can
be expressed in terms of |B|=|T'| — 1 elements and a pmf with support 7" and
univariate margins a and b can be expressed in terms of |A| <|B| elements.
Consequently, the I-projection of a pmf in I'r on I';, 7 can be regarded as a
map from an open subset of (0,1)/Z! to (0,1)!4. This perspective allows us to
regard the [-projection as a map related to an unconstrained optimization
problem and, eventually, to apply the implicit function theorem (see, e.g.,
Fitzpatrick, 2009, Theorem 17.6, p 450).

Proposition 4.2.6. Let T C I, 5, |T| > 1, such that Uo7 in (4.26) is nonempty,
and assume that there exists a nonempty subset ACT such that:
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1. for any y € Loy 1, the elements y;;, (i,5) €T\ A, can be recovered from
the elements y;;, (i,j) € A, using the r+s constraints yiy =a;, 1€ [r],
and Y+j :bj7 je [S];

2. the set Agpar in (4.27) is an open subset of R

Let B be any subset of T such that |B|=|T|—1 and let d be the one-to-one
map from Apr in (4.25) to I'p in (4.24) which, given we App, returns
the unique y € I'r obtained by recovering the only unspecified element of
vecg' (w) €Dy using the constraint YijerYij=1. Then, the map vecso
Zopod from Apr to Aopar, where Loy is defined in (4.14), is differentiable
at any vecp(x), x € 'y, with Jacobian matriz at vecg(x) equal to

—[0101 H (veca(Zap(x)) ||vecs(x))] 10201 H (veca(Zap()) || vecs ().

In the above centered display, H is the map from Ngp a1 X Ap 1 to [0,00)
defined by

H(z||w)=D(c(2)||d(w)), z€Nspar,weApr, (4.28)

where D is defined in (4.13) and c is the one-to-one map from Ngpar
in (4.27) to Uapr in (4.26) which, given z€ Ngp a1, returns the unique
y€l'ypr obtained by recovering the unspecified elements of Vecjl(z) €lapr
using the r+s constraints yir =a;, 1 € [r] and y+;="b;, j €|s].

Remark 4.2.7. Following the suggestions of a Referee when revising Ko-
jadinovic and Martini (2024), we explored the connections of the statistical
results to be stated in Section 4.5 with minimum divergence estimation (see
Remark 4.5.4 below for more details). After exploring the related literature,
we realised that Lemma 1 in Jiménez-Gamero et al. (2011) is connected
with Proposition 4.2.6 above. Upon some reflection, one can however see
that the aforementioned lemma cannot be used to obtain a differentiability
result for an /-projection on a Fréchet class. Furthermore, its proof seems
incomplete as the assumptions considered in Jiménez-Gamero et al. (2011)
do not seem to guarantee a key matrix invertibility required to apply the
implicit function theorem (see (17.17) in Fitzpatrick, 2009, Theorem 17.6, p
450). This will be further explored in the next chapter. O

4.3 Existence and Uniqueness of the Copula Pmf

Having reviewed I-projections and the IPFP, while also providing their
relationship, we are ready to restate Geenens (2020)’s Theorem 6.1 regarding
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the existence and uniqueness of a copula pmf u associated to a pmf p, after
properly defining u. Additionally, we shall report and expand its interesting
discussion about the role of the structural zeroes of p in this regard. Let w!!
(resp. ul?) be the univariate pmf of the uniform distribution on [r] (resp. [s])
and let D'ypir=1T",1) .2 be the Fréchet class of all bivariate pmfs on I, ; whose
univariate margins are ul! and ul?, respectively. The I-projection of a pmf
x €I on [Ny, if it exists, will be denoted by

U(x) =L 0 (2), (4.29)

where Z, 2 is defined as in (4.14) with a=ul" and b=ul?. Hence, given
p a bivariate pmf on I, ; with strictly positive margins, if it exists, the
associated copula pmf u is defined by

u=U(p). (4.30)

In other words, u is the I-projection of p on the Fréchet class of all bivariate
pmfs on [, ; whose univariate margins are wlll and w2,

Remark 4.3.1. As done in Geenens (2020, Definition 6.1), recall that in
Section 4.1 we initially defined copula pmfs as bivariate pmfs on {(i/(r+
1),7/(s+1)):(4,5) € I s} C[0,1]%, by analogy with bivariate copulas which
are defined on [0,1)2. However, from expression (4.30) onwards, we have
chosen to define them as bivariate pmfs on I, ,, for simplicity and notational
convenience, as already explained in the previous sections. Indeed, we stress
out again that the developments contained in this chapter do not depend on
the values taken by the underlying bivariate random vector, which take the
role of mere labels, but solely on the pmf values. ([l

The next result relies on combining Propositions 4.2.1, 4.2.2 and 4.2.3. It
is proven in Appendix 4.B.

Theorem 4.3.2 (Theorem 6.1 in Geenens (2020)). Let p be a bivariate pmf
on I, s with strictly positive margins and consider N, as defined in (4.15).

Al |B
(a) Suppose that, for all (Ax B) € N, |—|+u <1. Then, u exists unique
r s
with supp(u)=supp(p).
(b) Suppose that, for all (Ax B) € N,,

Al |B
u+|7|§1,
r S
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with w%—lé‘:l for some (Ax B)e N,
ros P

o Al |B
(i) If, for all (Ax B) € N, such that H—I—U:l, we have that
r

([F\Ax[s]\ B) € N,,
then u exists unique with supp(u)=supp(p).

I A |B
(ii) If there exists (Ax B) € N, such that ‘ ‘—i—H:l and

([r\NAx[s]\ B) ¢ N,

then u exists unique with supp(u) strictly contained in supp(p).

(¢) Suppose that there exists (A x B) € N, such that @+‘f’ >1. Then, u
does not exist.

From the latter theorem, it is now clear how the structural zeros of p
determine the fate of u. Case (a) represents the straightforward scenario,
encompassing all pmfs on I, ¢ without structural zeros, and even some with
structural zeros as long as these zeros are not too prominent in the sense
given by the theorem.

Case (b) is more critical. In scenario (b)(i), according to the vast literature
briefly mentioned in Remark 4.2.4, it is possible to reorganise the matrix
representation of p into a block-diagonal form through permutations of its
rows and columns. Each sub-block of non-zero elements in p satisfies the
strict inequalities in Proposition 4.2.3 and can be adjusted independently
when modifying the margins with the IPFP. Basically, this allows u to be
still expressed in the form (4.5). Conversely, in scenario (b)(ii), the matrix
form of p cannot be reorganized into a block-diagonal form. To satisfy the
uniform margins constraints, new zeros must be introduced, making u a
limit point of [p] in the sense of (4.6). From statement 2 (c¢) in Theorem 1
of Brossard and Leuridan (2018), we can say that the support of u is in the
complement in supp(p) of the union of all the rectangular subsets A°x B¢
over all non-empty subsets A x B in I, s such that, pardoning the abuse of
notation, p is null on them and pM(A) =pl?([s]\ B). Simply put, the new

zeros are added on
U ([r[\Ax[s]\B),
(AxB)eN,
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where

Np={(Ax B) € N, :p!'l(A4) =p([s] \ B)}.

Abiding by Remark 4.1.1, it holds that w(u) =w(p), making u the unique
copula pmf of p once again.

Finally, case (c) highlights the absence of a copula pmf when the structural
zeros form a substantial portion of p. Since these zeros cannot be converted
into positive values by the IPFP and are fixed, there are insufficient degrees
of freedom to adjust the margins effectively. In this scenario, the dependency
between X and Y is heavily influenced by the structural zeros, rendering an
approach based on odds ratios essentially ineffective.

These observations allow us to assert the following.

Corollary 4.3.3 (Existence and uniqueness of the copula pmf). A bivariate
pmf p possesses a unique copula pmf u if and only if there exists a pmf v
with uniform margins such that supp(v) Csupp(p). Fquivalently, the same
happens if and only if ‘%'—F'% <1 for all (Ax B) € N,. By definition, the
copula pmf u satisfies w(u) =w(p) and supp(u) Csupp(p). If, additionally,
we have that supp(v) =supp(p), then supp(u)=supp(p).

4.4 Copula-Like Decomposition of Bivariate Pmfs

We shall now state a copula-like decomposition for a bivariate pmf on I, ; and
strictly positive univariate margins, using the results given in the previous
sections. The next proposition, proven in Appendix 4.C, will play, in the
next sections, a role analog to Sklar’s theorem when modelling continuous
multivariate distributions using copulas.

Proposition 4.4.1 (Copula-like decomposition of bivariate pmfs). Let p be
a bivariate pmf on I, s with strictly positive univariate margins pM and pl2.
Then, the following two statements are equivalent:

1. There exists a bivariate pmf v on I, s with uniform margins such that
supp (v) =supp (p).

2. There exists a unique bivariate pmf u on I, ¢ with uniform margins such
that
p=Tym iz (u). (4.31)
Furthermore, the unique bivariate pmf u on I, ¢ with uniform margins
in (4.31) is given by w=U(p), where U is defined in (4.29).
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Example 4.4.2. In the setting of the previous proposition, let us illustrate
the fact that, if Assertion 1 does not hold, then (4.31) does not hold. Assume
that p is the pmf on I3 3 represented by the matriz

p:

|~ ===
o O
U LN N e

With ull =ul the uniform pmf on I3, note that (4.16) is satisfied for x=p,
a=u" and b=ul?! with equality holding for A={2,3} and B={2} and such
that Py([r]\ Ax[s]\ B)=P,({1} x {1,3})=2+0. Therefore, according to
Proposition 4.2.3, there exists v €y with supp (v) Csupp(p), but there
does not exist any v € I'ypyr such that supp (v) =supp(p). Hence, from Propo-
sition 4.2.1, we know that w=U(p) exists. From Proposition 4.2.5, we can
compute u by using the IPFP via (4.19) and (4.20). It can be verified that,
for any N €N (that is, after a row scaling step of the IPFP),

1 1(+3N ( 1
1 |30FD) 3(N+1) 3(N+1)
RumO(Cu[21ORu[1J)(2N)(P)=§ % X % )
2 0 2

where R,n and C,2 are defined as in (4.17) and (4.18), respectively, with
a=b=u"=ul, and that, for any N>0 (that is, after a column scaling
step of the IPFP),

1 1

I

(Cyr 0 Ry )(p)=§ 2(1+3N) 313N | -
3N 3N

2(1+3N) 5(1+3N)

Letting N tend to oo for both sequences, we obtain

u=U(p)=

D~ O
O O Wl
D= O

and we see that supp (u) Csupp (p). Furthermore, L e (u) does not exist as
a consequence of Proposition 4.2.3 since (4.16) with x=wu, a =pll and b=pl
is contradicted for A={1} and B={1,3}. Thus, the decomposition in (4.31)
does not hold.

Akin to Sklar’s theorem, we see that in (4.31) the copula pmf u of p and
the marginal pmfs pl') and p? are “glued together” via an I-projection (on
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['pu 1) to obtain the bivariate pmf p. As already said in Section 4.1, and
now formalised as a consequence of Proposition 4.2.2 or Corollary 4.3.3, u
and p share the same odds ratio matrix. We want to further stress out that,
as can actually be verified, again from Proposition 4.2.2, that any bivariate
pmf y €', such that supp(y) =supp(u) (assuming that it exists) obtained
by an I-projection of u on I'y ;, would keep the odds ratio matrix constant.
The same happens if supp (y) is strictly contained in supp (u), admitting a
slight lack of rigor by following Remark 4.1.1. As thoroughly explained in
Geenens (2020), and, as already mentioned in Section 4.1, the unique copula
pmf u of p is simply a natural (yet arbitrarily chosen) representative of the
equivalence class of all bivariate pmfs with the same odds ratio matrix. That
is, according to the vast literature on contingency tables, with the same
dependence structure.

In the continuous context, it is known that a continuous bivariate dis-
tribution can be summarised in terms of dependence by a moment of the
underlying copula (such as Spearman’s rho or Kendall’s tau — see, e.g.,
Hofert et al., 2018, Chapter 2 and the references therein). Similarly, when
the decomposition in (4.31) holds, a bivariate pmf p could be summarized
by a moment of its copula pmf u. In the spirit of Spearman’s rho, aGeenens
(2020) proposed Pearson’s linear correlation cor(U,V') when (U,V) has pmf
u as a possible summary of u. Geenens (2020, Section 6.6) suggested naming
this quantity Yule’s coefficient, due to its analogy with Yule’s colligation
coefficient (Yule, 1912) for 2 by 2 contingency tables. More specifically, let
T be the map from T'yy¢ to [—1,1] defined, for any v € Iy, by

T(U):?,J <7”_1>(S_1)((T_14 > (i—l)(j—l)vij—l). (4.32)

(r+1)(s+1) )(s—1) (e
Yule’s coefficient of p (or u) as proposed by Geenens (2020) is then simply
p=cor(U,V)="ol(p)="T(u). (4.33)

Recall that p is the pmf of (X,Y’). Note that p does not coincide with
cor(X,Y) in general.

Various other moments of u could be considered. As possible alterna-
tives to p, we shall additionally use coefficients based on Goodman’s and
Kruskal’s gamma (Goodman and Kruskal, 1954) and Kendall’s tau b (see,
e.g., Kendall and Gibbons, 1990) of (U,V) when (U,V) has pmf u. The
following proposition, proven in Appendix 4.C, presents the expressions of
Goodman’s and Kruskal’s gamma and Kendall’s tau b for bivariate pmfs on
I, s with uniform margins.
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Proposition 4.4.3. For any pmf v €'y, Goodman’s and Kruskal’s gamma
of v can be expressed as

2k(v) —1+1/r+1/s—||v]|3

G(v) = 4.34
(v) 1—1/r—1/s+|[v} (4.34)
and Kendall’s tau b of v can be expressed as
2 —141 1/s—|v||3
Ty = VTSR L 1/r s ol )

(r—1)(s—1)

where

li(v) =2 Z Z ViVt 41 -
1€{2,..,r} i'e{l,...,i—1}
Je{l,s=1} ' e{j+1,....8}
By analogy with Yule’s coefficient in (4.33), we define the gamma coeffi-
cient of p (or u) and the tau coefficient of p (or u) to be

v=Gol(p)=G(u) and T=Tol(p)=T(u), (4.36)

respectively, where the maps G and T are defined in (4.34) and (4.35),
respectively. It is important to keep in mind that these coefficients coincide
with Goodman’s and Kruskal’s gamma and Kendall’s tau b of p only when p
has uniform margins. It is easy to verify that all three coefficients p, v and 7
are equal to 1 (resp. —1) when r =s and the copula pmf u is a diagonal (resp.
anti-diagonal) matrix. As explained in Geenens (2020, Sections 5 and 6),
in this case, u corresponds to the upper (resp. lower) Fréchet bound for a
square copula pmf.

4.5 Estimation of Copula Pmfs

Let us return to the setting considered previously at the end of Section 4.1,
with the additional assumption of strict positivity of p. We are interested
in modelling the bivariate pmf p of a discrete random vector (X,Y’) with
(rectangular) support I, s, that is, supp(p) =1, 5. To achieve this, we have
at our disposal n (not necessarily independent) copies (X1,Y1), ..., (X,,Y5)
of (X,Y). Note that there exists a trivial bivariate pmf with uniform
margins with support equal to I, s: it is the independence copula pmf 7
defined by m;;=1/(rs), (i,j) € I, s. We can therefore immediately apply
Proposition 4.4.1 to obtain the decomposition of p given in (4.31).
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Equation (4.31) suggests proceeding in three steps to form a parametric
or semi-parametric estimate of p, by analogy with estimation procedures
classically employed in the context of copula modelling for continuous random
variables (see, e.g., Hofert et al., 2018, Chapter 4 and the references therein).
For instance, to obtain a parametric estimate of p, one could proceed as
follows:

1. Estimate the univariate margins pl!! and p/? of p parametrically; let
p[l’a[n]] and p[Q’ﬂ[nl] be the resulting estimates.

2. Estimate the copula pmf v parametrically; let ul?) be the resulting
estimate.

3. Form a parametric estimate of p in (4.31) via an [-projection as

il glnd gl ol
a b 9 —
| =7 [2,5[71]}(%[ .

p = Lplalrl]
Remark 4.5.1. Using the notation of Section 4.2.3 and given z € I with
supp (z) = I, 5, Theorem 6.2 of Gietl and Reffel (2017) implies that the IPFP
of z depends continuously on x and on the underlying target marginal pmfs
a and b. Given this, under a natural assumption of strict positivity of the

parametric model for u (see Section 4.5.2 below), Proposition 4.2.5 and the

continuous mapping theorem imply that p[o‘[n]’ﬁ Lo :Ip[l,a[m]’pp,mm](u[e[n]})
is a consistent estimator of p if p[l’o‘[n]], p[zﬁ[n]] and w7 are consistent
estimators of pl!l, pl@ and wu, respectively. O

The first estimation step above can be carried out using classical ap-
proaches in statistics. The focus of this section is on addressing the second
step. However, as the parametric estimation of v will turn out to be strongly
related to a natural nonparametric estimator of u, we first define and explore
the latter. For the rest of this chapter, all convergences are as n — oo unless
otherwise stated.

4.5.1 Nonparametric Estimation

A straightforward approach to obtaining a nonparametric estimator of u
is to use the plugin principle. Given that a natural estimator of p is pl"™,
defined as

S 1 Xp=iYy=7), (i,j) €L, (4.37)
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a meaningful estimator of u would simply be U(pl"), where U is defined
in (4.29). However, upon closer inspection, this estimator may not always
exist when n is small. Indeed, the fact that supp (p) = I, s does not necessarily
imply that supp (ﬁ[”]) =1, for all n. Furthermore, there is no guarantee
that there exists a bivariate pmf v/ on I, s with uniform margins such that
supp (v") Csupp (p™), which is necessary to ensure that U (p) exists. To
address this issue, we consider a smoothed version of " in (4.37). Although
many solutions could be considered for the smoothed version of ﬁ[”](see, e.g.,
Simonoff, 1995), we opt for one of the simplest approaches and consider the
estimator p" of p defined by

. 1 n , , -
pgj]:n_‘_l{Zl(Xk:@;Yk:J)+Qij}7 (4,7) € Ir.s, (4.38)
k=1

where ¢ is a pmf on [, s with supp(q) = I s. This can be equivalently rewritten
in terms of p" in (4.37) and ¢ as

O I

Tl T nt1l
In our numerical experiments, we considered two possibilities for ¢: the inde-
pendence copula pmf 7 and another natural candidate, the pmf pl1pn2T
which has copula pmf 7 and the same margins as pl”! in (4.37). Note that
the latter choice is only meaningful when both pl™! and pl*? are strictly
positive; if this is not the case, a practitioner could decide to reduce the
cardinalities r or s of the marginal supports. In our simulations, both choices
for ¢ yielded very similar results when applicable. For simplicity, we will
take g equal to m as we proceed.

The estimator of v that we consider is then

u™ =u(p) (4.40)

(4.39)

and, by analogy with classical copula modelling, could be called the empirical
copula pmf.

Denote convergence in probability with the arrow L The consistency
of ul" can be immediately deduced from the consistency of pl" in (4.37),
the continuity of the I-projection of a strictly positive bivariate pmf on
a Fréchet class (see Lemma 4.A.2 in Appendix 4.A) and the continuous
mapping theorem.

Proposition 4.5.2 (Consistency of ul™). Assume that p! Lop in R™,
where P is defined in (4.37). Then, ul® By in R™.
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The next proposition, proven in Appendix 4.D, gives the limiting distribu-
tion of v/n(ul™ —u) in R™**. Tt is mostly a consequence of Proposition 4.2.6
and the delta method (see, e.g., van der Vaart, 1998, Theorem 3.1).

Proposition 4.5.3 (Limiting distribution of \/n(ul” —u)). Assume that
V(M —p) ~ Z, in R™®, where pi" is defined in (4.37), the arrow ~
denotes weak convergence and Z, is a random element of R"**. Then

Via(u —u) =Uy (V" = p)) +op(1),

where

o U], is the map from R™* to R™** defined by
Uy (h)=vec " (Jypvec(h)),  heR™,

o vec is the operator defined as in (4.23) with S=1,,
o Jup 18 the rsxrs matriz given by

Jup=—KL,*M,N, (4.41)

o K isthersx(r—1)(s—1) matriz given by

fQ 0 ... 0] 1 0 ... 0]

0 Q .. 0 0 1 ... 0

L e where@=1] 1 ¢ o i |eRUTD
0 0 .. Q 0 0 .. 1
-Q -Q ... —Q -1 -1 .. -1

o L, is the (r—1)(s—1)x(r—1)(s—1) matriz whose element at row
k+(r—1)(1—-1), (k,))el,_15-1, and column i+ (r—1)(j—1), (i,5) €
I._1 51, is given by

Li=kj=0) 1G=0) Li=h) 1

+ +—, (4.42)
Ukl Up] Uks Urs

o M, is the (r—1)(s—1) x (rs—1) matriz whose element at row k+ (r —
D(-1), (k,l)el,—15-1, and column i+7r(j—1), (i,j) € Ls \{(¢,7)}, is
given by

_1(Z—k,j—l)+1(Z—T‘,j—l)+1(l—k,j—8)+i’ (1.43)

Pri Pri Pks Prs
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o and N is the (rs—1) xrs matriz given by

10 ... 00
01 ... 00
00 ... 120

Consequently,
V(" —u) U (Z,) in R

Moreover, when (X1,Y1),...,(Xy,Yy) are independent copies of (X,Y), vec(Z,)
is a rs-dimensional centered normal random vector with covariance matrix
5, =diag(vec(p)) —vec(p)vee(p) " and vec(U)(Zy)) is a rs-dimensional cen-
tered normal random vector with covariance matriz JypY,J, .

Remark 4.5.4. From (4.14) and (4.29), the empirical copula pmf u™ defined
in (4.40) can be rewritten more explicitly as

u™ = arginf D(v||pi™). (4.44)
VE unif

As noted by a Referee when revising Kojadinovic and Martini (2024), the
estimator mentioned above is a minimum divergence estimator (see, e.g.,
Read and Cressie, 1988; Morales et al., 1995; Basu et al., 2011). Such
estimators have been explored for families of divergences (such as power-
divergences in Read and Cressie (1988) and ¢-divergences in Morales et al.
(1995)) which include the Kullback-Leibler divergence as a particular case.
When based on the Kullback-Leibler divergence, and using our notation,
these estimators can be expressed as

o =arginf D(v||p), (4.45)
IS )

where Il is a subset of interest of I' in (4.10). The strong similarity be-
tween (4.44) and (4.45) insinuates that asymptotic results for "l should
follow from asymptotic results for v[" upon taking IIy=TIyns. However,
an inspection of the appendices of, for instance, Read and Cressie (1988)
reveals that asymptotic results for v/" are typically obtained under the
null hypothesis that p€1Ily (which is fully meaningful given the focus on
goodness-of-fit testing in the aforementioned reference ). In other words,
upon taking Il equal to I' ¢, typical asymptotic results for minimum diver-
gence estimators would allow us to obtain the asymptotics of ul” under the
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assumption that p € I'yur. This would obviously not be of much interest since
the approach studied in this chapter implicitly assumes that the unknown
bivariate pmf p does not generally have uniform margins. Nevertheless, the
connection with minimum divergence estimators indicates that the results
stated in Proposition 4.5.3 should be a special case of asymptotic results
for minimum divergence estimators under the alternative hypothesis that
p &1y, i.e., under misspecification. After a literature review, we found only
one reference addressing this issue: it is the work of Jiménez-Gamero et al.
(2011). Specifically, in principle, Theorem 1 in the aforementioned refer-
ence could serve as an important building block for an alternative proof of
Proposition 4.5.3 above. However, its proof seems incomplete as its relies
on a lemma whose proof appears incomplete as already mentioned in Re-
mark 4.2.7. The completion of this proof is one of the reasons behind the
developments contained in our submitted paper Geenens et al. (2024) and
shall be illustrated in Chapter 5. U

Recall the definitions of the moments p, v and 7 of p (or u) considered at
the end of Section 4.4 in (4.33) and (4.36). Natural estimators of the latter
then simply follow from the plugin principle and are

pdl=r@), AM=g@l) and  =T@M), (4.46)

respectively, where u is defined in (4.40) and the maps T, G and T are
defined in (4.32), (4.34) and (4.35), respectively.

As we continue, for an arbitrary map n:I'— R, we define its gradient 1
to be the usual gradient written with respect to the standard column-major
vectorization of its r X s matrix argument, that is,

_< an an on on )

axll,...,axrl,...,axls,...,ﬁxrs

The following result is then an immediate corollary of Propositions 4.5.2
and 4.5.3, the continuous mapping theorem and the delta method.

Corollary 4.5.5 (Asymptotics of moment estimators). If " Ly in R,
where P is deﬁned in (4.37), then pl” 15 5 A S s and 70 57 i R, IF,
additionally, /n(p™ converges weakly in R™™°, then

§§§

—p)
(p" = p) =T () " Jupv/nvec(p™ —p) +op(1),
(Y =) =G(u) T, wp nvec(p™ —p)) +op(1),
(71" —7) =T () T Ty pv/nvec(pl™ — p)) +op (1),
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where Jyp s defined in (4.41). Consequently, when (X1,Y1), ..., (Xn,Ys)
are independent copies of (X,Y), the sequences \/n(p™ —p), /n(y"M —~)
and /n(t"M —7)) are asymptotically centered normal with variances

T ()" JupSpd,, Y (u),

(
G(u) " JupSpd, ,G(u),
T(u)" JupSpd,, T (),

respectively, where %, =diag(vec(p)) — vec(p)vec(p) .

4.5.2 Parametric Estimation

Let
J={ul":0e0} (4.47)

be a bivariate parametric family of copula pmfs on I, 5, where © is an open
subset of R™ for some strictly positive integer m. Because the assumption
supp (p) = I s implies that supp (u) = I, 5, the family 7 is naturally assumed
to satisfy the following: for any 6 €O, uﬁﬁ] >0 for all (i,j) €I, 5. In this
section, we assume that the unknown copula pmf u in (4.31) belongs to 7,
that is, there exists 6y € © such that u= %! and our aim is to address the
estimation of 6.

Before considering two estimation approaches, note that several examples
of parametric copula pmfs can be found in Section 7 of Geenens (2020). As-
suming a rectangular support for p (and thus u), it is particularly meaningful
to follow one of the suggestions therein and construct the family J from
a parametric family {Cp:0 € O} of classical bivariate copulas with strictly
positive densities on (0,1)? such that, for any § €© and (4,5) € I, 5,

. i . i
U%}']:Ce <Z,]>—C'9 (Z,]>—Ce <Z ,j>+C’9 (z ? ) (4.48)
rs r’os

r S r S

Clearly, this way of proceeding is fully meaningful only if the resulting family
J in (4.47) is identifiable, that is, u?l # u?] whenever # 6. To verify that
a family 7 is identifiable, it thus suffices to check that, for any 6 £6’, there

exists (¢,7) € I, s such that ugj] #uﬁﬁll. Note that the quantity ug in (4.48) is
actually the Cy-volume of the rectangle ((i—1)/r,i/r] x ((j —1)/s,j/s| (see,
e.g., Hofert et al., 2018, Section 2.1). Non-identifiability thus occurs when a
change in € leaves the Cy-volumes of all the rectangles ((i —1)/r,i/r] x ((j —

1)/s,3/s], (i,7) € I, s, unchanged. Since the construction in (4.48) is based on
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classical copula families (which are identifiable), arguably, non-identifiability
of the resulting family J in (4.47) should be the exception rather than the
rule in particular as r and s get larger. For a parametric copula family
where Cy has an explicit expression, identifiability of the family [J can be
checked analytically by replacing Cp by its expression in (4.48). This is
done for example in Geenens (2020, Section 7.1) for the Farlie-Gumbel-
Morgenstern family. For parametric copula families for which Cy is not
explicitly available (such as elliptical copula families), identifiability could
be checked numerically.

Method-of-moments Estimation

We shall assume in this subsection that J is a one-parameter family, that is,
m=1. Given J, let g,, g, and g, be the functions defined, for any 6 € ©, by

g,(0) :T(u[g]), g,(6) :G(u[e}) and g-(0) :T(u[e]), (4.49)

where the maps Y, G and T are defined in (4.32), (4.34) and (4.35), re-
spectively. Method-of-moments estimators based on Yule’s coefficient, the
gamma coefficient or the tau coefficient can be used if the functions g,,
gy and g, are one-to-one. In that case, corresponding estimators of 6, are
simply given by

Ol =g (p"), =g ') and =g (7M)  (4.50)

where pl™, "l and 7"} are the estimators of p, v and 7, respectively, defined
in (4.46).

The following result is then an immediate consequence of Corollary 4.5.5,
the continuous mapping theorem and the delta method.

Corollary 4.5.6 (Asymptotics of method-of-moments estimators). Assume
that the functions g,, g4 and g, in (4.49) are one-to-one and that gfjl, g;l

and g=* are continuously differentiable at pg="T(ul®)), vg=Gul®) and
1o="T(ul®)). If p"! Lop in R™*®, then GL"] 0, 9[7"} 200 and o] 200 in R.
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If, additionally, \/n(p™ —p) converges weakly in R™™*, then

T (u)T Jup nvec(ﬁ[”} —p)

\/ﬁ(e[pn] - 90) - g/ (00) +0P(1)7
P
n G(u) " J, p/nvec(p —p
Aoy = e (60) T op()
v
T(u T T o/nvee(p —
Vi(og —ay) = T Jen VDD o

where J,, is defined in (4.41).

Maximum Pseudo-likelihood Estimation

In this subsection, we assume that J in (4.47) is a multi-parameter family,
meaning m > 1, with © an open subset of R™. Recall that we are working
under the assumption that there exists 0y € © such that u=u"!, and our
goal is to estimate the unknown parameter vector 6y. It is crucial to note
that we do not have at our disposal observed counts from the bivariate pmf
u=ul®!. Instead, we only have access to the observed counts np™ from p,
where p[ "l is defined in (4.37). To perform maximum likelihood estimation,
we would thus additionally need to postulate marginal parametric models for
pl! and pl? and obtain an estimate of 6, as a by-product of the estimation
of all the parameters of a model for p (see Remark 4.5.8 below). Rather the
following such a complex approach, it is conceptually simpler to consider
minimum divergence estimators of the form 6" = arginf,.q D(ul” ||u") or

0" = arginf D(ul"||ul) =argsup Y logu[] (4.51)
0co 0€0 (i j)el,s

where D is the Kullback—Leibler divergence defined in (4.13). Notice that
if the numbers in nul™ were counts obtained from a random sample from
u:u[‘%],

LM@)=n > ow logu 1] 60, (4.52)

ij
( a])eIrs
would be the log-likelihood of the model. As the numbers in nul™ are only

a proxy to observed counts from ul%!, the estimator in (4.51), which can be
rewritten as

0O gce 1N
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is a maximum pseudo-likelihood estimator of fy. The aim of this section is
to derive its consistency and its asymptotic normality.

Remark 4.5.7. (Connection to minimum divergence estimators in multino-
mial models). Let F={p%:5 € A} be a parametric family of bivariate pmfs,
where A is a open subset of R? for some strictly positive integer d. Assume
additionally that (X1,Y1),...,(X,,Y,) is a random sample from p (which
implies that nvec(p!™) is a multinomial random vector with parameters n
and vec(p), where pl" is defined in (4.37) and vec is the operator defined
as in (4.23) with S=1,,) and that there exists a 6y € A such that p=pl%l.
From (4.51), we see that the maximum pseudo-likelihood estimator in (4.53)
bears a strong resemblance with the estimator 6/ = arginf SEA D(pm||ph).
The latter belongs to the classes of minimum divergence estimators of g
studied for instance in Read and Cressie (1988), Morales et al. (1995) or
Basu et al. (2011). Because the numbers in nu" are not observed counts
from ul®!, the consistency and the asymptotic normality of (4.53) cannot
unfortunately be directly deduced from the asymptotic results stated in the
aforementioned references. U

Remark 4.5.8. (Connection to maximum likelihood estimators). Let M =
{plel:a e A} (resp. My={p/>?: 3€ B}) be a univariate parametric family
of pmfs on [r] (resp. [s]), where A (resp. B) is an open subset of R™
(resp. R™) for some strictly positive integer my (resp. my). The families
M and Ms are further naturally assumed to satisfy the following: for any
(a,8) e Ax B, pE’O‘] >0 for all i € [r] and ppﬁ] >0 for all j € [s]. Having (4.31)
in mind, one can combine the previous marginal parametric assumptions
with (4.47) to form a parametric model for p as

P={pl*P =T 10 o (u”): (o, 8,0) € Ax B x ©}. (4.54)

p

Under the assumption that there exists (ag,5p,00) € (A, B,0) such that
p=plaoBobol the estimation of 6 is then a by-product of estimating the
entire parameter vector (o, 5o,600). When (X1,Y1),...,(X,,Y,) is a random
sample from p, this could be obtained by maximising the log-likelihood of
the model in (4.54), which can be written as

L"(a,8,0)=n Y ﬁE?]long?’ﬁ’a]:n > ﬁgg]logfpu,a],p[z,m(U[e])z‘p
(4,9)Elr,s (i,5)Elr,s

where p,, is defined in (4.37). Practically, this optimisation is expected to be
computationally intensive as it would typically require numerous executions
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of the IPFP. Moreover, similar to the indirect estimation of the parameter
vector of a classical parametric copula by maximum likelihood estimation
(see, e.g., Hofert et al., 2018, Chapter 4 and the references therein), the
resulting estimate of 6y may be influenced by potential misspecification of
the univariate families M; and Msy. A less computationally demanding
“two-stage” approach involves first estimating g (resp. o) by al™ (resp. gl")
from the first (resp. second) component sample Xi,..., X, (resp. Y1,...,Y},)
and then maximising the following log-pseudo-likelihood:

e In alnl gl g
@y=n Y pillogps 7
(4,9)€lr s

=n 3 Pl 108 Ty ey oy (ul)
(1,5)Elrs

From a computational standpoint, the maximisation of LI is expected to be
significantly more expensive than that of L™ in (4.52) because the former
typically requires numerous executions of the IPFP. Additionally, as before,
the resulting estimate of ) may be influenced by potential misspecification
of the univariate families My and M. This further supports the argument
for maximising LI in (4.52), which, in essence, is analogous to the log-
pseudo-likelihood of Genest et al. (1995) in the current discrete context.
O

The following result, proven in Appendix 4.E using Theorem 5.7 of van
der Vaart (1998), provides conditions under which the estimator 7 in (4.53)
1s consistent.

Proposition 4.5.9 (Consistency of the maximum pseudo-likelihood estima-
tor). Assume that the family J is identifiable and that there exists A € (0,1)

such that, for any 0 €© and (i,j) € I, ug(;] > \. Then, if p™ £>p in R™%,

where pi" is defined in (4.37), 0" 55 6y in R™.

Remark 4.5.10. The requirement that there exists A € (0,1) such that, for
any # € © and (i,5) € I, , ug] > X might seem overly restrictive. For instance,
it can be shown that this condition will not be satisfied by families J in (4.47)
constructed via (4.48) when Cy is a Gumbel-Hougaard copula (see, e.g.,
Hofert et al., 2018, Chapter 2 and the references therein) if the parameter
space O is taken as (1,00). However, it will be met if the parameter space is

restricted to (1,M) for any fixed large real M. O
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To state conditions under which the estimator 6" in (4.53) is asymptoti-
cally normal, we need to introduce additional notation. For any 6 € © and

(1,7) € 1ys, let EE?] zlogugg], let
o Oug 0 _ (0 0]
ul,]’k: aek ,k’EIm:{l,,m}, uZ] :<UZJ71,,qu’m>, (455)
and let
5 6] alfl il
o) O%uy; 5l o |7 o
o =—"_ klcl,, = : : . 4.56
ikl 00,00, i .. [6] .[0] ( )
Uijml -+ YWijmm
Similarly, for any 6 € © and (i,7) € 1,5, let
o Ologul? o . . . )
o) _ 0r08Ui; _ Uijk 61 _ ( j1e] 01 _ i
1] vy
tet o e o)
2 .. . .
Qe 0°l;; _ Wikt WigkYag
k= 59,06, = 0 Wy WL € I, (4.58)
iJ i
and let - -
CGinn - ljm L0 16 10)T
i10] Wij — Uij Ui
gi?!ml s gi?%mm Y Y
where uﬁ and zlg] are defined in (4.55) and (4.56), respectively. Using the

fact that 32(; j)er,, ugg] =1 implies that >>(; jer, , uﬁ”k =0and X jer,, uﬁkl =0
for all k,l € I,,, we obtain from (4.57) and (4.58) that

> u["@gk:o for all k€ I,,,,

ij
(1:7)€lr,s
and that
(4,§)ELns (i,§)ELr,s
Using the notation defined in (4.57) and (4.59), the previous two centered

displays can be rewritten as the vector identity EQ(BEGU{V)) —0 and the matrix
identity
jlo 0] 40T
Eo(liyy) = —Ea(lig v i), (4.60)
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respectively, where (U,V') has pmf ul” and Ey denotes the expectation with
respect to ul?. In other words, in the discrete setting under consideration,
unsurprisingly, we recover the classical identities that occur under regularity
conditions in the context of classical maximum likelihood estimation (see,
e.g., van der Vaart, 1998, Section 5.5, p 63).

The following result is proven in Appendix 4.F along the lines of the proof
of Theorem 5.21 in van der Vaart (1998).

Proposition 4.5.11 (Asymptotic normality of the maximum pseudo-likeli-
hood estimator). Assume that gl 3)90 in R™ and, furthermore, that, for

any (i,7) € I s, 9|—>€£§} is twice differentiable at any 6 € © and that the matrix

Ego(éEOUO}V)), where (U, V) has pmf ul®l, is invertible. Then, if \/n(p!" —p)
converges weakly in R™°, we have that

V(O —00) = {Ba, (815, 025 )y 107, /mvec (5 — p) +op (1),

where (% is the m x rs matriz whose column i+7(j—1), (i,§) € L., 4?0} is
defined as in (4.57) with 6 =0y and J,, is defined in (4.41). Consequently,
when (X1,Y1),...,(Xy,Ys) are independent copies of (X,Y), the sequence
V(0 —00) is asymptotically centered normal with covariance matriz

510 00), T\ —1 ; 510 00], T\ —
(B, (01500 00Ty 10000 g, 5, g 6000 T (B, (610), 00 DY},

where Y, =diag(vec(p)) — vec(p)vec(p) .

Remark 4.5.12. The conditions on the hypothesized family J in (4.47)
stated in the previous proposition are inspired by some of the least restrictive
ones in the literature (see, e.g., van der Vaart, 1998, Chapter 5). Therefore,
we anticipate that they will hold for many families J. 0

4.5.3 Monte Carlo Experiments

The asymptotic results stated in Corollary 4.5.6 and Proposition 4.5.11 do
not offer any insights on the finite-sample behaviour of the three method-of-
moments estimators in (4.50) and the maximum pseudo-likelihood estimator
in (4.53). To provide a comparison of these four estimators, we carried
out Monte Carlo simulations under the assumption that the parametric
family J in (4.47) is constructed from a one-parameter family of classical
copulas as in (4.48). For (r,s)€{(3,3),(3,10),(10,10)}, the bias and the
mean squared error (MSE) of the three method-of-moments estimators and
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Table 4.5.1: For (r,s)€{(3,3),(3,10),(10,10)}, bias and mean squared error (MSE) of
the three method-of-moment estimators in (4.50) and the maximum pseudo-likelihood
(PL) estimator in (4.53) estimated from 1000 random samples of size n € {100,500,1000}
generated, as explained in Section 4.5.3, from pmfs whose copula pmf is of the form (4.48)
with Cy the Clayton copula with a Kendall’s tau of 0.33. The column ‘m’ gives the marginal
scenario. The column ‘U’ reports the number of times the IPFP did not numerically
converge in 1000 steps. The column ‘ni’ report the number of numerical issues related to
fitting.

Bias MSE
(r,s) m n U ni p v T PL p ¥ T PL
(3,3) 1 100 0 0 0.02 0.01 0.02 0.02 0.11 0.10 0.10 0.10
500 0 0 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02
1000 0 0 0.00 0.00 0.00 0.00 0.01 0.01 o0.01 0.01
2 100 0 0 0.03 0.02 0.03 0.03 0.14 0.13 0.14 0.15
500 0 0 0.00 -0.00 0.00 0.00 0.02 0.02 0.02 0.03
1000 0 0 0.00 0.00 0.00 0.00 0.01 0.01 o0.01 0.01
3 100 0 0 0.06 0.05 0.06 0.06 0.19 0.19 0.19 0.18
500 0 0 0.01 0.01 0.01 0.01 0.03 0.03 0.03 0.03
1000 0 0 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02
(3,10) 1 100 0 0 0.03 0.01 0.03 0.03 0.09 0.09 0.09 0.08
500 0 0 -0.00 -0.00 -0.00 0.00 0.02 0.02 0.02 0.01
1000 0 0 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.01
2 100 0 0 -0.07 -0.09 -0.07 -0.08 0.16 0.16 0.16 0.20
500 0 0 -0.00 -0.01 -0.01 -0.01 0.03 0.03 0.03 0.03
1000 0 0 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.02

3 100 0 1 -0.58 -0.58 -0.58 -0.64 045 0.45 0.45 0.52

500 0 0 -0.25 -0.26 -0.25 -0.28 0.23 0.23 0.23 0.27

1000 0 0o -0.08 -0.09 -0.09 -0.10 0.16 0.17 0.17 0.18
(10,10) 1 100 0 0 0.02 0.00 0.02 0.02 0.09 0.08 0.09 0.07
500 0 0 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.01

1000 0 0 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.01

2 100 0 o -0.14 -0.17 -0.15 -0.15 0.14 0.14 0.14 0.17
500 0 0 -0.03 -0.03 -0.03 -0.03 0.03 0.03 0.03 0.04

1000 0 0o -0.01 -0.01 -0.01 -0.01 0.01 0.01 0.01 0.02

3 100 0 0o -0.8 -0.82 -0.81 -0.81 0.74 0.70 0.70 0.67
500 0 0 -0.69 -0.66 -0.65 -0.68 0.52 0.49 0.49 0.51

1000 0 0 -0.57 -0.55 -0.54 -0.60 0.39 0.38 0.37 0.44

the maximum pseudo-likelihood estimator were estimated from 1000 random
samples of size n € {100,500,1000} generated from a pmf with copula pmf of
the form (4.48) with Cy either the Clayton or the Gumbel-Hougaard copula
with a Kendall’s tau in {0.33,0.66}, or the Frank copula with a Kendall’s tau
in {—0.5,0,0.5} (see, e.g., Hofert et al., 2018, Chapter 2 for the definitions
of these copula families and the definition of Kendall’s tau). For each of the
above seven copula pmfs, three marginal pmf scenarios were considered:

1. (1/r,...;1/r) (resp. (1/s,...,1/s)) as values of the first (resp. second)
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Table 4.5.2: For (r,s)€{(3,3),(3,10),(10,10)}, bias and mean squared error (MSE) of
the three method-of-moment estimators in (4.50) and the maximum pseudo-likelihood
(PL) estimator in (4.53) estimated from 1000 random samples of size n € {100,500,1000}
generated, as explained in Section 4.5.3, from p.m.f.s whose copula pmf is of the form (4.48)
with Cy the Clayton copula with a Kendall’s tau of 0.66. The column ‘m’ indicates
the marginal scenario. The column ‘U’ presents the number of times the IPFP did not
numerically converge in 1000 steps. The column ‘ni’ reports the number of numerical issues
related to fitting.

Bias MSE
] m n U ni T PL T PL
P Y p i
(3,3) 1 100 0 0 0.09 0.02 0.10 0.09 0.79 0.75 0.83 0.76
500 0 0 0.01  -0.00 0.01 0.01 0.13 0.14 0.14 0.13
1000 0 0 0.01 0.00 0.01 0.01 0.07 0.07 0.07 0.07
2 100 0 0 0.09 -0.01 0.09 0.09 0.77 0.65 0.79 0.76
500 0 0 -0.00 -0.02 0.00 -0.00 0.14 0.14 0.14 0.14
1000 0 0 -0.00 -0.01 -0.00 0.00 0.07 0.07 0.07 0.07
3 100 0 0 0.05 -0.03 0.06 0.05 0.77 0.74 0.81 0.72
500 0 0 0.02 0.01 0.01 0.02 0.13 0.14 0.13 0.13
1000 0 0 0.00 -0.00 0.00 0.00 0.08 0.09 0.08 0.08
(3,10) 1 100 0 0 0.02 -0.05 0.04 0.03 0.59 0.59 0.63 0.53
500 0 0 0.01 -0.01 0.01 0.01 0.09 0.10 0.10 0.09
1000 0 0 -0.00 -0.01 -0.00 -0.00 0.05 0.05 0.05 0.04
2 100 0 0 -0.48 -0.52 -0.43 -0.65 0.96 097 0.94 1.34
500 0 0 -0.04 -0.05 -0.03 -0.06 0.11 0.11 0.11 0.13
1000 0 0 -0.02 -0.03 -0.02 -0.03 0.05 0.05 0.05 0.06
3 100 0 0 -2.63 -259 -2.55 -2.82 7.28 7.11 6.92 8.40
500 0 0 -139 -1.34 -1.30 -1.54 293 286 2.74 3.50
1000 0 0 -0.73 -0.70 -0.67 -0.84 1.35 1.36 1.29 1.54
(10,10) 1 100 19 0 -0.14 -0.22 -0.10 -0.09 0.39 040 0.39 0.30
500 0 0 -0.02 -0.03 -0.01 -0.01 0.07 0.07 0.06 0.05
1000 0 0 0.01  -0.00 0.01 0.01 0.04 0.03 0.03 0.03
2 100 5 0 -0.54 -0.56 -0.44 -0.54 0.79 0.77 0.71 1.05
500 18 0 -0.04 -0.05 -0.02 -0.01 0.06 0.06 0.06 0.08
1000 2 0 -0.02 -0.02 -0.01 -0.00 0.03 0.03 0.03 0.04
3 100 0 0 -3.30 -3.11 -3.09 -3.24 11.03 9.88 9.75 10.76
500 0 0 -230 -2.03 -1.97 -2.01 595 4.80 4.64 4.96
1000 0 0 -168 -1.46 -1.39 -1.36 3.47 2.74 2.60 2.63

marginal pmf,

2. (1,...,r)/(r(r+1)/2) (resp. (1,...,5)/(s(s+1)/2)) as values of the first
(resp. second) marginal pmf,

3. the values of the pmf of the binomial distribution with parameters
r—1and 1/2 (resp. s—1 and 1/2) as values of the first (resp. second)
marginal pmf

For the second and third marginal scenarios, the resulting pmfs of the
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form (4.31) were computed using the IPFP. For each generated sample from
one of the 21 data generating pmfs, we first computed the nonparametric
estimate pl” in (4.39), then, using the IPFP, the corresponding empirical
copula pmf u™ in (4.40) and, finally, the four estimates of §, using (4.50)
and (4.53). All the computations were carried out using the R statistical
environment (R Core Team, 2024) and its packages mipfp (Barthélemy and
Suesse, 2018) and copula (Hofert et al., 2022). In particular, the IPFP
was computed using the function Ipfp() of the package mipfp with its
default parameter values (at most 1000 iterations and ¢ in (4.22) equal to
10719), the inverses of the (one-to-one) functions g,, g, and g, in (4.49) were
computed by numerical root finding using the uniroot () function while the
maximization of the log-pseudo-likelihood in (4.52) was carried out using
the optim() function with «9[7”] in (4.50) as starting value.

The results when the data-generating pmf is based on the copula pmf
in (4.48) with Cy as a Clayton copula are presented in Tables 4.5.1 and 4.5.2.
Note that the column labeled ‘U’ indicates, for each data-generating scenario,
the number of times the IPFP did not numerically converge within 1000
steps, as per the criterion in (4.22). The subsequent column, ‘ni’, reports
the number of numerical issues encountered during fitting (either related to
numerical root finding for the method-of-moments estimators or numerical
optimization for the maximum pseudo-likelihood). An examination of all
the fitting simulation results revealed that the overall number of numerical
issues was minimal. These issues primarily concerned the Clayton model
with the strongest dependence (see Table 4.5.2) when r=s=10. This can be
attributed to the higher likelihood of zero counts in the bivariate contingency
tables derived from the generated samples in this scenario. Regarding
estimation precision, it is reassuring to observe that for each data-generating
scenario, an increase in n leads to a decrease in the absolute value of the bias
and the Mean Squared Error (MSE). Unsurprisingly, the poorest results are
observed for the third marginal scenario, as it leads to the largest number
of very small probabilities for some cells of the data-generating pmf For
instance, there are notable large negative biases when r or s are equal to 10,
as the smallest marginal probability is approximately 0.002, often resulting
in zero counts in several cells of the contingency tables derived from the
generated samples. In essence, the very non-uniform margins in this scenario
obscure certain features of u, making the dependence appear significantly
weaker on average than it actually is.
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From a numerical standpoint, it is also worth noting that for such data-
generating scenarios, without the smoothing considered in (4.38), the IPFP
would converge significantly less frequently within 1000 steps.

The results when the data generating pmf is based on the copula pmf (4.48)
with Cy a Gumbel-Hougaard or a Frank copula are not qualitatively different
and are not reported. In terms of MSE, the experiments did not reveal a
uniformly better estimator.

4.6 Goodness-Of-Fit Testing

Recall the definition of the parametric family of copula pmfs J in (4.47).
The three method-of-moments estimators in (4.50) and the maximum pseudo-
likelihood estimator in (4.53) were both theoretically and empirically exam-
ined in Sections 4.5.2 and 4.5.3 under the hypothesis

Hy:u€ J, that is, there exists 6 € © such that u=u. (4.61)

Clearly, parameter estimates obtained for a given family 7 will be meaningful
only if Hy actually holds. The goal of goodness-of-fit testing is formally
evaluate this hypothesis. To derive goodness-of-fit tests, we consider, as
is commonly done in the literature, approaches based on comparing a
nonparametric estimator of v with a parametric one under H.

In the remainder of this section, we first define a relevant class of chi-
square statistics and provide their asymptotic null distributions. Next,
we empirically investigare the finite-sample performance of the resulting
asymptotic goodness-of-fit tests. Finally, we propose a semi-parametric
bootstrap procedure as an alternative method for computing p-values.

4.6.1 Asymptotic Chi-Square-Type Goodness-Of-Fit Tests

One approach to test Hy:u€ J versus Hy:ué J consists of constructing
test statistics as norms of the goodness-of-fit process

r(ul” — ™y, (4.62)

where u" is defined in (4.40) and 01" is an estimator of 6y computed under Hy.
As is typical in the goodness-of-fit testing literature, the process in (4.62)
compares a nonparametric estimator of u which is consistent whether Hy is
true or not, with a parametric estimator that is only consistent under Hj.

171



The rationale behind this construction is that any norm of (4.62) should be
typically smaller under Hy than it is under H;.

The following result, proven in Appendix 4.F, describes the asymptotic
null behavior of the goodness-of-fit process in (4.62).

Proposition 4.6.1. Assume that Hy in (4.61) holds and that
1. /n(p™ —p) converges weakly in R™**, where pI" is defined in (4.37),

2. the map from © CR™ to R™* defined by 6 — ul is differentiable at 6,
and let ul%! be the rs x m matriz whose row i+r(j—1), (i,5) € L4, is

Wl in (4.55),

ij

3. there exists a m X rs matriz Vu[i?] such that

\/ﬁ(é[”] —0p) = VJ%] Vnvee(p —p)+op(1),
where vec is the operator defined as in (4.23) with S=1, ;.
Then,

Jnvee(ul” —ul?™) = (Jup— @™V L))\ /rvee(p™ — p) +op(1),
where Jy,,, is defined in (4.41).

Note that Corollary 4.5.6 and Proposition 4.5.11 give conditions under
which the third assumption in the previous proposition holds for the three
method-of-moments estimators in (4.50) and the maximum pseudo-likelihood
estimator in (4.53), respectively.

One natural test statistic that can be constructed from the goodness-of-fit
process in (4.62) is the chi-square statistic

n ") o
(ul — )
T (4.63)
(]

sl=pn Y

(iaj)el"”s

As is well-known in the statistical literature, a widely accepted rule of thumb
to protect the level of a classical chi-square test is to regroup low observed
counts such that eventually all observed counts are above 5 (see, e.g., van
der Vaart, 1998, Chapter 17). To perform similar groupings in our context,
we consider the following generalization of S™™ in (4.63):

s = n|diag(Gvec(ul®")) " 2Gvec(ul — ul"™)|12, (4.64)
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where G is a chosen “grouping matrix”, that is, a ¢ x rs matrix with ¢ €&
{1,...,rs} whose elements are in {0,1} with exactly rs of them equal to 1
and a unique 1 per column. Some thought reveals that, in (4.64), each row
of G sums one or more copula pmf values. Clearly, Sg” coincides with S
in (4.63) when G is the rs x rs identity matrix.

The following result, proven in Appendix 4.F, provides the asymptotic

null distribution of S[G" Vin (4.64) when computed from a random sample.

Proposition 4.6.2. Under the conditions of Proposition 4.6.1, when (X1,Y7),

, (X, Y,) are independent copies of (X,Y), S[n] ~ Lq in R, where Lg
is distributed as 7_; \eZ3 for i.i.d. N(O,l)-dzstmbuted random variables
Z1,...,Zq and Ai,..., A\, the eigenvalues of

sl = diag(Gvec(u®))~12G(J, , — %Iy %)

Gu,p u,p

X Xy (Jyp — w0V, 00])TG’Td1ag(Gvec( [Bo]y)=1/2 " (4.65)

with J,, defined in (4.41) and 3, = diag(vec(p)) —vec(p)vec(p)". Further-
more, provided that (&,u’,p')HE[g]’U,,p, is continuous at (0y,u,p), we have

jin]
that Z[g u[]n] i 5 E[gd in R79 where pl™ is defined in (4.38).

yUsP

Note that the eigenvalues Aq,..., A\, of Z[GSL p are not in general equal to

0 or 1 so that L5 does not have a ch1 square distribution in general. The
previous proposition however suggests that a goodness-of-fit test based on

ng] in (4.64) could be carried out in practice as follows:

1. For the hypothesized parametric family of copula pmfs J in (4.47),
estimate 6y by 6", where 6" is one the three method-of-moments esti-
mators in (4.50) or the maximum pseudo-likelihood estimator in (4.53),

and compute Sgﬂ in (4.64).

2. Compute the eigenvalues 5\1,...,:\(1 of Z[g []n » Which estimate the

eigenvalues Aq,...,\; of E[qup (4.65).

3. For some large integer M, compute SG =>4 MZ}, le{1,... . M},
for i.i.d. N(0,1)-distributed random variables Zy;, k€ {1,.. ,q} le
{1,...,M}, and estimate the p-value of the test as

1 X i ol
Mlzl(SG >Sq).
=1
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As a proof of concept, we shall focus on the case when ol is QL"] in (4.50),
the estimator of 6y based on the inversion of Yule’s coefficient. From
Corollary 4.5.6, we then know that, in this case,

1
Vol — T(u) Ty
D 92(90) ( ) P
Standard calculations show that
) 12 ) )
T(“): (<Z_1)(]_1))(i,j)61r75

Jo+1)(s+1)(r—1)(s—1)

and that

12 o
+ + > (=1 —1)u;".

The previous formulas can be used to derive the expression of the covariance
[Ge?i’p in (4.65) in terms of 4%, When the hypothesised family J
in (4.47) is defined from a parametric copula family as in (4.48), 4%} can
be obtained by differentiating (4.48). This involves standard calculations
for parametric copula families with explicit expressions for Cy. Additionally,
this differentiation can also be performed for implicit copula families, such

as the normal or the ¢ copula, using the expressions provided in Kojadinovic
and Yan (2011).

92(00> - \/

matrix X

4.6.2 Monte Carlo Experiments

To evaluate the finite-sample performance of the asymptotic chi-square
goodness-of-fit tests described in the previous section, we consider data-
generating scenarios similar to those in Section 4.5.3. Table 4.6.1 (respec-
tively, Table 4.6.2 and Table 4.6.3) presents rejection percentages of the
test based on S in (4.63) and Yule’s coefficient, computed from 1000 ran-
dom samples of size n € {100,500,1000} generated from pmfs whose copula
pmf is of the form (4.48) with Cy being the Clayton (respectively, Gumbel-
Hougaard, Frank) copula with a Kendall’s tau in {0.33,0.66} and whose
margins align with the marginal scenarios listed in Section 4.5.3.

In all tables, the columns ‘Cl’ (respectively, ‘GH’, ‘F") report rejection per-
centages when J in Hy in (4.61) is constructed from a Clayton (respectively,
Gumbel-Hougaard, Frank) copula. The integer in parentheses next to each
rejection percentage represents the number of numerical issues (either related
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Table 4.6.1: For (r,s) €{(3,3),(3,5),(5,5)}, rejection percentages of the goodness-of-fit test
based on S in (4.63) and Yule’s coefficient calculated from 1000 random samples of size
n € {100,500,1000} generated, as explained in Section 4.6.2, from pmfs whose copula pmf is
of the form (4.48) with Cy the Clayton copula with a Kendall’s tau in {0.33,0.66}. The
column ‘m’ gives the marginal scenario. The integer between parentheses is the number of
numerical issues encountered out of 1000 executions.

7=0.33 7=0.66
r s m n Cl GH F Cl GH F
3 3 1 100 3.6 (0) 30.5 (0) 11 (0) 1.7 (0) 21.4 (0) 7.1 (0)

500 4.9 (0) 93.8(0) 59.3(0) 2.9 (0) 97.7(0) 78.7 (0)
1000 5.7 (0) 100 (0) 89.8 (0) 3.3(0) 100 (0) 99 (0)

) 175(0) 9.4 (0) 05(0) 139 (0) 3.5 (0)
500 3.5 (0) 85.6(0) 46.7(0) 28 (0) 96 (0) 69.9 (0)
) 99.7 (0) 77.4(0) 3.8(0) 99.9(0) 97.7 (0)

3(0) 21.1(0) 89(0) 08(0) 157(0) 5.2 (0)
500 4.8 (0) 90.7(0) 52.1(0) 1.7(0) 96.4(0) 69.6 (0)
7(0) 99.7(0) 87(0) 28(0) 100 (0) 97.4 (0)

3 5 1 100 19(0) 182(0) 84(0) 1.3(0) 7.6(0) 0.3 (0)
500 5.4 (0) 98.1(0) 69.7(0) 3.3(0) 945 (0) 80.1 (0)
1000 4.5 (0) 100 (0) 96.4 (0) 2.8 (0) 99.8 (0) 99.5 (0)

) 6.8 (0) 2(0) 08(0) 1.8 (0) 0 (0)
500 4(0) 87.1(0) 50.2(0) 3(0) 89.4(0) 32.3(0)
) 99.8 (0) 85.2(0) 3.9(0) 99.1(0) 90.3(0)

3 100 03(0) 1.9(0) 03(0) 02(0) 01(0) 0.1(0)
500 2.1 (0) 655 (0) 25.5(0) 28(0) 64.2(0) 10.5(0)
1000 3.8 (0) 97.3(0) 67.4(0) 3.7(0) 935 (0) 72.6 (0)

5 5 1 100 04(0) 7.5 (0) 1(0) 1.2(2) 81(2) 05(1)
500 4.1 (0) 98.7(0) 78 (0) 25 (0) 88.2(0) 56.9 (0)
1000 5.2 (0) 100 (0) 99.3(0) 3.9 (0) 989 (0) 91.2(0)

1(0) 08(0) 02(0) 05(0) 42(0) 0.1(1)
500 4.1 (0) 88 (0) 46.3(0) 3.8 (0) 94.7(0) 485 (0)
5(0) 996 (0) 87.7(0) 5.5(0) 99.5(0) 89.2 (0)

3 100 0(0) 0 (0) 0(0) 0.2(0) 0 (0) 0 (0)
500 0.3 (0) 29.1(0) 3.9(0) 0.6(0) 383(0) 6.7 (0)
1000 0.8 (0) 77.5(0) 26.1(0) 3.5(0) 83.6(0) 68.1(0)

to the convergence of the IPFP, numerical root finding, or the necessary
eigenvalue decomposition) out of 1000 executions.

An inspection of the tables reveals that such numerical issues were very
rare. In terms of rejection percentages, the tests were never excessively
liberal and tended to be conservative in scenarios where the probability of
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Table 4.6.2: For (r,s) €{(3,3),(3,5),(5,5)}, rejection percentages of the goodness-of-fit test
based on S in (4.63) and Yule’s coefficient computed from 1000 random samples of size
n € {100,500,1000} generated, as explained in Section 4.6.2, from pmfs whose copula pmf is
of the form (4.48) with Cp the Gumbel-Hougaard copula with a Kendall’s tau in {0.33,0.66}.
The column ‘m’ gives the marginal scenario. The integer between parentheses reports the
number of numerical issues encountered out of 1000 executions.

7=0.33 7=0.66
r s m n Cl GH F Cl GH F
3 3 1 100 25.3(0) 3.3(0) 6.7 (0) 30.5(0) 0.6 (0) 2.9 (0)

500 927 (0) 5(0) 19.9(0) 988 (0) 3.1(0) 17.7(0)
1000 99.9 (0) 4.1 (0) 36.9 (0) 100 (0) 3.1(0) 38.7(0)

2 100 20.8(0) 3.1(0) 5.6(0) 208 (0) 0.8 (0) 3 (0)
500 88.1(0) 4.5(0) 15.6(0) 96.8 (0) 2.4 (0) 10.9 (0)
1000 99.7 (0) 4.2 (0) 27.2(0) 100 (0) 4.2 (0) 33.2(0)

3 100 20(0) 26(0) 4.7(0) 231(0) 08(0) 1.6 (0)
500 90.8 (0) 4.2 (0) 15.8(0) 982 (0) 1.4 (0) 10.8 (0)
1000 99.3 (0) 4.3 (0) 35.9(0) 100 (0) 3.7(0)  28(0)

3 5 1 100 21.1(0) 2(0) 25(0) 30.3(0) 0.1(0) 0.1(0)
500 97.4 (0) 5.4 (0) 24.5(0) 99.7(0) 2.1(0) 19.6 (0)
1000 99.9 (0) 5.8 (0) 52.1(0) 100 (0)  2(0) 50.3 (0)

2 100 122(0) 0.6 (0) 1.5(0) 168(0) 0(0) 0.2 (0)
500 87.9 (0) 5.4 (0) 125(0) 982 (0) 1.1(0) 9.6 (0)
1000 99.7 (0) 4.8 (0) 33.6(0) 100 (0) 2.5 (0) 28.7 (0)

3 100 35(0) 03(0) 01(0) 23(0) 0(0) 0 (0)
500 68.6 (0) 1.7(0) 9.7(0) 91.6(0) 1(0) 1.5(0)
1000 96.2 (0) 3.6 (0) 21.6 (0) 99.8 (0) 0.7 (0) 15.7 (0)

5 5 1 100 10.1(0) 0.1(0) 02(0) 36(0) 0.1(0) 0.3(0)
500 99.2 (0) 4.3 (0) 30.5(0) 99.3(0) 0.7(0) 32.7(0)
1000 100 (0) 4.3 (0) 67.7 (0) 100 (0) 2.6 (0) 83.5 (0)

2 100 32() 0(0) 01(0) 158(0) 0(0) 0.1(0)
500 89.6 (0) 3.6 (0) 12.1(0) 98.2(0) 1.2(0) 15.1 (0)
1000 100 (0) 5.6 (0) 39.6 (0) 100 (0) 2.3 (0) 63.7 (0)

3100 02(1) 0(0) 0(0) 0.2(0) 0(0) 0 (0)
500 37.2(0) 0.4 (0) 1.1(0) 86.6(0) 0.3(0) 22(0)
1000 823 (0) 1.3(0) 88(0) 99.4(0) 1.8(0) 19.9 (0)

zero counts in the contingency tables of the generated samples was high.
Correspondingly, the tests generally demonstrated good power when they
were not overly conservative.

The lowest empirical levels and powers in Tables 4.6.1, 4.6.2 and 4.6.3
are frequently observed for the third marginal scenario. For example, for
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Table 4.6.3: For (r,s) €{(3,3),(3,5),(5,5)}, rejection percentages of the goodness-of-fit test
based on S in (4.63) and Yule’s coefficient computed from 1000 random samples of size
n €{100,500,1000} generated, as explained in Section 4.6.2, from pmfs whose copula pmf
is of the form (4.48) with Cjy the Frank copula with a Kendall’s tau in {0.33,0.66}. The
column ‘m’ gives the marginal scenario. The integer between parentheses reports the
number of numerical issues encountered out of 1000 executions.

7=0.33 7=0.66
r s m n Cl GH F Cl GH F
3 3 1 100 15.1(0) 65 (0) 24(0) 14.3(0) 2.4 (0) 2.3(0)

500 61.7 (0) 224 (0) 4.7(0) 78.1(0) 12.4(0) 2.3 (0)
1000 90.9 (0) 40 (0) 4.9 (0) 98.5(0) 329 (0) 3.4 (0)

2 100 104 (0) 29(0) 1.9(0) 92(0) 1.2(0) 1.7(0)
500 52.6 (0) 15.5(0) 5.1(0) 67.7(0) 8.4 (0) 2.4 (0)
1000 87.2 (0) 32.8(0) 5.2(0) 97.9 (0) 24.3(0) 2.9 (0)

3 100 9.4(0) 3.8(0) 19(0) 8.4 (0) 1(0) 0.6 (0)
500 56 (0) 18.7(0) 5.6(0) 71.3(0) 7.2(0) 1.6 (0)
1000 88.1(0) 354 (0) 2.7(0) 97.8 (0) 20.6(0) 2.2 (0)

3 5 1 100 11.7(0) 34(0) 1.5(0) 208(0) 1.1(0)  0(0)
500 77.9 (0) 28.3(0) 3.9(0) 969 (0) 28.9(0) 1.8(0)
1000 98.1 (0) 58.4 (0) 4.3(0) 99.9 (0) 62.9(0) 2.3 (0)

2 100 59(0) 1.3(0) 1(0) 13.1(0) 0(0) 0.1(0)
500 552 (0) 16.2(0) 4.3(0) 81 (0) 12.6 (0) 0.9 (0)
1000 88 (0) 39.5(0) 4.1(0) 99.2(0) 46.8(0) 2.9 (0)

3100 2(0) 07(0) 01(0) 1.8(0) 0(0) 0(0)
500 359 (0) 10 (0) 1.7(0) 704 (0) 11.3(0) 1.8 (0)
1000 76.7 (0) 30.8 (0) 4(0) 95.9(0) 30 (0) 2.2(0)

5 5 1 100 35(0) 04(0) 03(0) 208(0) 03(0) 0/(0)
500 83.4(0) 35(0) 4.5(0) 99.6 (0) 39.2(0) 1.6 (0)
1000 99.4 (0) 75.4 (0) 5.4 (0) 100 (0) 85.9 (0) 1.6 (0)

2 100 1.9(0) 01(0) 0() 105(0) 01(0) 0
500 53.6 (0) 15.9(0) 3.6(0) 98(0) 19 (0) 1.1(0
1000 89.8 (0) 48.3(0) 3.8(0) 100 (0) 745 (0) 3 (

3100 0 (1) 0(0) 0(0) 0.4 (0) 0(0) 0(0)
500 132 (0) 2.3(0) 0.2(0) 745 (0) 3(0) 1(0)
1000 36.8 (0) 8.8(0) 0.2(0) 99.6 (0) 26.3(0) 1.7 (0)

that marginal scenario, Cy the Clayton copula with a Kendall’s tau of
0.66, (r,5)=(5,5) and n=>500, a realization of the empirical copula pmf ul”
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in (4.40) multiplied by n and rounded to the nearest integer is:

80 16 3 0 0]
18 53 21 9 0
2 18 40 27 12].
0 9 19 47 26
0 3 17 17 62]

Note that, as already mentioned in Section 4.5.2, it could be interpreted as
observed counts from the unknown copula pmf «. The low counts in the
lower-left and upper right-corners might be the cause of the conservative
behavior of the goodness-of-fit tests based on S in (4.63). For that reason,
in the next experiment, we focused on the (r,s)=(5,5) case and the third
marginal scenario, and considered groupings according to the following
matrix:

—_ =
N DN
O DO

(4.66)

TR W
R o

where elements with the same integer are to be regrouped and from which
we can form the 25 by 25 grouping matrix G to be used in the statistic Sgﬂ
in (4.64). Notice that the resulting groupings may not always guarantee that
all aggregated counts are above 5. This will certainly not be true in general
for n=100. The rejection percentages of the goodness-of-fit test based
on Sg’ land Yule’s coefficient are presented in Table 4.6.4. A comparison
with the horizontal blocks of Tables 4.6.1, 4.6.2 and 4.6.3 corresponding to
(r,s)=(5,5) and the third marginal scenario shows a clear improvement of

the empirical levels and an increase of the powers when n > 500.

In a last experiment, we focused on the (r,s)=(10,10) case and second
marginal scenario listed in Section 4.5.3, and decided to form the grouping
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Table 4.6.4: For (r,s)=(5,5), rejection percentages of the goodness-of-fit test based on Sgl]
in (4.64) and Yule’s coefficient with G formed according to (4.66) computed from 1000
random samples of size n € {100,500,1000} generated from a pmf whose copula pmf is of the
form (4.48) with Cy the Clayton (Cl), Gumbel-Hougaard (GH) or Frank copula (F) with a
Kendall’s tau in {0.33,0.66} and whose margins are binomial with parameters 4 and 0.5.

CQZCI CQZGH Og:F

T n Cl GH F Cl GH F Cl GH F
0.33 100 0.1 2.3 0.3 1.1 0.1 0.2 0.8 0.6 0.1
500 3.2 70.4 285 654 4.0 180 37.8 220 39

1000 4.7 97.0 67.1 934 46 346 635 449 49

0.66 100 0.2 18.1 2.7 1.6 0.3 0.1 1.6 0.9 0.0
500 3.5 100.0 95.0 86.2 22 278 838 532 26
1000 4.7 100.0 100.0 98.8 4.2 779 99.6 84.7 44

matrix G according to the following matrix:

1112222333
1112222333
1112222333
44 4 555
44 4 555
44 4 55 5| (4.67)
44 4 555
666777728838
666777728838

666777788 8

The rejection percentages are reported in Table 4.6.5 for n € {500,1000,2000,4000}.
The results seem to confirm that the goodness-of-fit tests based on S[Gn}

in (4.64) can be well-behaved in many scenarios provided groupings are
performed to avoid “very low counts” in the matrix nul".

4.6.3 Chi-Square Tests Based on a Semi-Parametric Bootstrap

When (X1,Y1),...,(X,,Y,) is a random sample, the goodness-of-fit tests

based S[Gn Vin (4.64) can also be carried out using an appropriate adaptation
of the so-called parametric bootstrap (see, e.g., Stute et al., 1993; Genest
and Rémillard, 2008). Specifically, in our case, the latter could be called
a semi-parametric bootstrap. The testing procedure that we propose is as
follows:
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Table 4.6.5: For (r,s)=(10,10), rejection percentages of the goodness-of-fit test based on

S[Gn Vin (4.64) and Yule’s coefficient with G formed according to (4.67) computed from 1000
random samples of size n € {500,1000,2000} generated from a pmf whose copula pmf is
of the form (4.48) with Cy the Clayton (Cl), Gumbel-Hougaard (GH) or Frank copula
(F) with a Kendall’s tau in {0.33,0.66} and whose margins are as in the second marginal
scenario of Section 4.5.3.

Co= Cl Co= GH Co=F

T n Cl GH F Cl GH F Cl GH F
0.33 500 6.2 65.6 28.0 734 7.5 156 39.8 11.1 8.5
1000 5.8 97.8 62.4 98.7 7.3 26.2 68.6 194 6.0

2000 4.1 100.0 94.1 100.0 6.8 45.6 95.6 42.1 5.2

0.66 500 2.6 90.9 49.6 93.8 2.5 185 56.2 53 2.8
1000 4.4 99.9 97.6 100.0 3.7 40.5 97.0 241 3.7
2000 4.1 100.0 100.0 100.0 4.2 76.9 1000 644 3.8

1. For the hypothesized parametric family of copula pmfs J in (4.47),
estimate 0y by 0, where 6" is one the three method-of-moments esti-
mators in (4.50) or the maximum pseudo-likelihood estimator in (4.53),

and compute Sgﬂ in (4.64).
2. Let pi™ and pi™?! denote the margins of p” in (4.38), and, using (4.14)

with a=p™ and b=p™?, form p[”’é[n]] =T pn.1] pin.2) (u[é ]), which is a
(

consistent semi-parametric estimate of the pmf of (X,Y) under Hy
n (4.61).

3. For some large integer M, repeat the following steps for [ € {1,...,M}:
(a) Generate a random sample (X{l),Yl(l)),,_,7(X(l),yn(l)) from p[n,é[”]]'

(b) From the generated sample, compute the version pl™ of p[™l in (4.38),
the version ul™! =1 (pl") of ul™, where U is defined in (4.29), and
the version " of 9"

(c) Form an approximate realization under Hy of Sg“] in (4.64) as
S = || diag(Gvec(ul? ™)) "Y2G vee (ul — w0 ) |2,

4. Finally, estimate the p-value of the test as
1 M n|,l n
7156 = 55,

Remark 4.6.3. From a theoretical perspective, to attempt to show the
null asymptotic validity of the proposed procedure, one could try to start
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from the work of Genest and Rémillard (2008). From an empirical perspec-
tive, studying its finite-sample behavior is unfortunately substantially more
computationally costly than studying the finite-sample performance of the
asymptotic test described in Section 4.6.1. O

4.7 Data Example

We provide a brief demonstration of the proposed methodology using a
bivariate data set previously analyzed in Goodman (1979). The discrete
random variables involved are X, which represents the occupational status
of a British male subject, and Y, which represents the occupational status
of the subject’s father. Both variables can take on r=s=8 distinct ordered
values, represented by the first eight integers. The reasoning for considering
these values as ordered is not explained in Goodman (1979), and the latter
refers the reader to Miller (1960) for further details, among others. It appears
that there are no reasons to assume that any values within /,. ; cannot be
realizations of (X,Y’). Hence, it is reasonable to assume that the unknown
pmf p of (X,Y) is supported on I, 5, implying that the decomposition in (4.31)
is valid. The random vector (X,Y") was observed for n=23498 subjects. The
resulting bivariate contingency table can be obtained in R by executing
data(occupationalStatus), and is shown below for convenience:

50 19 26 8 7 11 6 2|
16 40 34 18 11 20 8 3
12 35 65 66 35 88 23 21
11 20 58 110 40 183 64 32
2 8 12 23 25 46 28 12
12 28 102 162 90 554 230 177
0 6 19 40 21 158 143 71
0 3 14 32 15 126 91 106

(4.68)

To estimate the unknown copula pmf v =U(p) of (X,Y"), we first computed
pl" in (4.39) from the above contingency table and then the empirical copula
pmf ul™ using (4.40). The latter is represented in Figure 4.7.1 under the form
of a ballon plot created using the R package ggpubr (Kassambara, 2023).
To complement Figure 4.7.1, we also provide the matrix nu™ rounded to
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Figure 4.7.1: Ballon plot of the empirical copula pmf ul”l computed using (4.39) and (4.40)
from the contingency table given in (4.68).

the nearest integer,

(253 70 58 14 21 8 8 4]
88 160 82 35 36 17 12 7
38 80 90 74 66 42 20 26
28 37 65 99 61 71 44 32
16 46 42 64 118 55 60 37’
13 22 48 62 58 91 68 76
0 15 28 47 42 80 130 94

0 8 24 43 34 73 95 160

(4.69)

which, as already mentioned, could be interpreted as observed counts from
the unknown copula pmf u. Estimates of Yule’s coefficient p in (4.33) as well
as the gamma coefficient v and the tau coefficient 7 in (4.36) can be computed
using (4.46) and are pl" ~0.63, 4" ~0.56 and 7" ~0.5, respectively. The
latter seems to indicate a moderately strong dependence between X and Y.

We now proceed to the parametric modelling of w. Initially, we fitted
eight one-parameter families 7 in (4.47) constructed using (4.48), where Cp
is either a Clayton, Gumbel-Hougaard, Frank, Plackett, survival Clayton,
survival Gumbel-Hougaard, or survival Joe copula (refer to, e.g., Hofert
et al., 2018, Section 2.5 for the definition of a survival copula). Estimates
obtained via the method of moments and maximum pseudo-likelihood are
presented in Table 4.7.1. The last column of this table also includes the
scaled maximised negative log-pseudo-likelihood — LM (#") /n, where L is
defined in (4.52). These results suggest that the model based on a survival
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Table 4.7.1: Estimates of the parameter # for families J in (4.47) constructed via (4.48),
where Cp is either a Clayton (Cl), Gumbel-Hougaard (GH), Frank (F), Plackett (P), survival
Clayton (sCl), survival Gumbel-Hougaard (sGH) or survival Joe (sJ) copula. The first
three columns give the three method-of-moment estimates defined in (4.50). The fourth
and fifth colums report the maximum pseudo-likelihood estimate in (4.53) and the value of
— LM (9I") /n, respectively, where L is defined in (4.52).

Ch GLn] 0[7”] 9‘[I_n] plnl  _Jn] (0["] )/n

Cl 1.712  1.724 1.722 1.548 3.906
GH 1.865 1.861 1.863 1.789 3.940
J 2,591 2596 2.592 2.070 3.998
F 4.886 4.945 4.968 5.001 3.914
P 9.147 8915 8961 8.717 3.909
sCl 1712 1.724 1.722 1.208 3.987
sGH 1.865 1.861 1.863 1.861 3.896
sJ 2.591 2596 2.592 2.393 3.909

Table 4.7.2: Results of the goodness-of-fit tests based on SgL Vin (4.64) and Yule’s coefficient
with G formed such that the four values in the lower-left and upper-right corners of the
copula p.m.f.s are grouped. The hypothesized family J in (4.61) is constructed via (4.48),
where Cy is either a Clayton (Cl), Gumbel-Hougaard (GH), Frank (F), Plackett (P), survival
Clayton (sCl), survival Gumbel-Hougaard (sGH) or survival Joe (sJ) copula. The first row
gives the values of Sg? ). The second (resp. third) row reports the p-values obtained via the

asymptotic procedure (resp. semi-parametric bootstrap) described in Section 4.6.1 (resp.
Section 4.6.3) with M =10%.

Cl GH J F P sCl  sGH sJ
ng] 260.4 523.1 13749 2799 2454 1200.2 156.4 303.0
Asymptotic 0.000 0.000  0.000 0.000 0.000 0.000 0.004 0.000
Semi-p. boot. 0.000 0.000  0.000 0.000 0.000 0.000 0.011 0.000

Gumbel-Hougaard copula provides the best fit. This observation might not
be unexpected since survival Gumbel-Hougaard copulas exhibit lower-tail
dependence, and an examination of Figure 4.7.1 and the “observed counts”
in (4.69) appears to indicate such “lower-tail” dependence in the upper left
corner.

To further evaluate the fit of the previously mentioned eight models, we
conducted goodness-of-fit tests based on Sgﬂ in (4.64) and Yule’s coefficient,
with G structured so that, following (4.69), the four values in the lower-
left and upper-right corners of the copula pmfs are grouped. Table 4.7.2
reports the p-values, calculated using both the asymptotic method from
Section 4.6.1 and the semi-parametric bootstrap approach from Section 4.6.3
with M =10% As shown, all models are rejected at the 2% significance level,
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but the model based on the survival Gumbel-Hougaard copula family is
the least rejected. A close examination of Figure 4.7.1 and (4.69) suggests
asymmetry with respect to the diagonal in the unknown copula pmf u. This
implies that models incorporating suitable non-exchangeable generalisations
of the survival Gumbel-Hougaard copula family could offer a better fit. This
will be explored in future research.

4.8 Concluding Remarks

Inspired by the seminal work of Geenens (2020), we explored a copula-
like modelling approach for discrete bivariate distributions hinging upon
I-projections on Fréchet classes and the IPFP. The proposed methodology
find its roots in the copula-like decomposition of bivariate pmfs stated in
Proposition 4.4.1. We focused on discrete bivariate distributions with rect-
angular supports, proposing both nonparametric and parametric estimation
procedures, along with goodness-of-fit tests for the underlying copula pmf
Asymptotic results were provided based on a differentiability result for I-
projections on Fréchet classes, which may be of independent interest. Monte
Carlo experiments were conducted to study the finite-sample performance of
some inference procedures, and the methodology was illustrated with a data
example. A discussion of the resulting future works is postponed to Chapter
7. Therein, among various theoretical extensions, a possible application to
rainfall data shall also be proposed.

Throughout this chapter we have mentioned in numerous remarks the
important connections of our work with the theory of ¢-divergence esti-
mators, which are based on the concept of ¢-projections. The latter are a
generalisation of the I-projections that proved to be a fundamental building
block of the results in this chapter. It is then natural to investigate the
extension of our differentiability result in Section 4.2.4 to this larger class of
projections and explore its applications when studying the asymptotics of
¢-divergence estimators. The next chapter is mainly theoretical and deals
with this line of our research.
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Appendix

4.A Proof of Proposition 4.2.6

Proof of Proposition 4.2.6. The proof is based on the implicit function
theorem (see, e.g., Fitzpatrick, 2009, Theorem 17.6, p 450). Before applying
this result, we need to define the underlying function and verify a certain
number of related assumptions.

Since it is assumed that Iy, # 0, from Proposition 4.2.2, for any z €'y,
Zop(w) =y, =arginf cr , D(y[|x) with supp(y;) =T It follows that, for any
r€l'r, Zyp(z)=arginf cp, ,  D(ylz) and thus

vecs(Zop(x)) = arginf H(z||vecp(x)), (4.70)

2€MN b AT

where H is defined in (4.28) and Agp 47 in (4.27) is, by assumption, an open
subset of R Notice that, from (4.13), for any (z,w) € Agpar X AT,

c(2)ij
H(z||lw)= c(z)ijlo 4.71
(Gllu)= 3 clhylos o (171)

and Ap 7 in (4.25) is an open subset of RZ under the considered assumptions
on B. Next, let F: Ay a7 x App— R be defined by
F(z,w)=01H(z||w), z€Nap a7 C(0,1)A weAprc(0,1)P

From (4.71), F is differentiable at any (z,w) € Agp a7 X Ap . Furthermore,
from the definition of F', (4.70) and first-order necessary optimality condi-
tions, we have that

F(veca(Zap()),vecp(x)) = Oglal, for all z€ 'y, (4.72)

Finally, to be able to apply the implicit function theorem, we shall verify
that

det[01 F(veca(Zap(x)),vecp(x))] #0, for all ze€T'y. (4.73)
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Consider the set Ap7 C (0,1)7] defined in (4.25) with B=T and let D be the
map from Az 7 x Arz to [0,00) defined by D(s||s’) = D(vecs'(s)||vecs (s'),
s,s' € App. Then, from (4.13), for any s,s" € Arr,

7|

(s]|s") Zszlog 5

Lemma 4.A.1 below then implies that, for any r € Arp, D(-||r) is strongly
convex with constant 1 on Az 7 in the sense of Nesterov (2004, Section 2.1.3).
From Theorem 2.1.9 in the previous reference, the latter is equivalent to the
fact that, for any r€ Arp, 5,8’ € App and t€[0,1],

- - - 1
tD(er)+(1—t)D(s’Hr)2D(ts+(1—t)s’|\r)+t(1—t)§\|3—s’]|%. (4.74)
From (4.28), we further have that, for any z€ Ayp 47 and we Apr,

H(z||w)=D(c(2)||d(w))= D(VGCTOC(Z)||VGCTOd(w)).

Fix weApr, 2,2 € Agp ar and t €[0,1]. Using the fact that, by definition,
vecroc is a linear map and (4.74), we obtain

H(z||lw)+ (1=1)H (2 lw) = H(tz+ (1 —1)2"]Jw)
—=tD(vecpoc(z)|vecrod(w))+ (1 —t)D(vecroc(2)||vecrod(w))
D(VeCToc(tz+(1—t)z)||VecTOd(w))
tD(vecroc(z)||vecpod(w))+ (1 —t)D(vecpoc(2)||vecr od(w))
ZN?(tvecT oc(z)+ (1 —t)vecroc(Z)||vecrod(w))

1 1
>t(1 —t)§||vecToc(z') —vecroc(z)||2>t(1 —t)§||z'—z||§.

Hence, by Theorem 2.1.9 in Nesterov (2004), for any we Apr, H(:|w) is
strongly convex with constant 1 on Ayp 4 7. From Theorem 2.1.11 in the
same reference, the latter is equivalent to the fact that, for any we Apr
and z € Agp a1, 0101 H (z||w) — I} 4| 4| is positive semi-definite, where 1) 454
is the |A| x|A| identity matrix. This implies that, for any we Ap and
2€Ngpar, 0101H(z||w) is positive definite. Using the definition of F,
the latter is equivalent to the fact that, for any we Apr and z€ Ayp a7,
01 F(z||w) is positive definite, which implies (4.73).

Fix x € ['p. We can now apply the implicit function theorem (see, e.g.,
Fitzpatrick, 2009, Theorem 17.6, p 450) to conclude that there exists a
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scalar 7>0 and a differentiable function G:B,(x)— (0,1)!4, where B,(z)
is an open ball of radius r centered at vecg(x), such that, whenever ||z —
vecs(Zop(z))|l2 <7, ||lw—vecp(z)||2 <r and F(z,w)=0, then G(w)=z2. The
latter and (4.72) imply that, for any 2’ €'z such that ||vecs(Z,p(2")) —
vecs(Zop(x))||2 <r and ||vecp(z') —vecp(z)||2 <7, we have G(vecp(z')) =
vecq(Zyp(2")). From the continuity of Z,; stated in Lemma 4.A.2 below, we
thus obtain that G(vecp(z')) =veca(Z,p(2")) for 2’ in a neighborhood of =,
or, equivalently, that G(w)=vecgo0Z,,0d(w) for w in a neighborhood of

vecp(z).
Another consequence of the implicit function theorem is that

O F(G(w),w)Ja(w) + 0 F(G(w),w)) =Oglaxiz for all we B, (z),

where Jg(w) is the Jacobian matrix of G evaluated at w. From (4.73), the
previous centered display implies that

Jo(w) =~ [01F(G(w),w)] ' F(G(w), w))
for all w in a neighborhood of vecp(x). O

Lemma 4.A.1. For k€N, let A ={uc(0,1)*:>F u;=1}. Furthermore,
for any u,v € (0,1)%, let

i k "
D(w|u)=> " v;log—.
i=1 Us

Then, for any u€ Ay, the function D(-||u) is strongly convex with constant 1
on Ay in the sense of Nesterov (2004, Section 2.1.3).

Proof. Fix u € Ay. According to Nesterov (2004, Definition 2.1.2, p 63), we
need to prove that, for any v,w € A,

D(wllu) > D(v]|u) + 3 D(v]ju)" (w—v) +;||w—v||§-

Note that, for any v € (0,1)*, 91D (v||u) = (log(vi/u1) +1,...,log(vy /uz) +1)
and thus that, for any v,w € A,

k

_ k _
o1 D(v]u)" (w—v)= ;(bg(vi/ui) + 1) (wi —vi) = Zflwilog(vi/ui) = D(vl|u)

k _ _ _ _
= ;wilog< ) —D(v|lu) = D(wlu) = D(w|jv) = D(v]|w).

W;V;

U;W;
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Hence,

D(w||u) = D(v[|u) + 1 D(vlju)" (w—v) + D(wllv)

_ _ 1
> D(vl|u) + 01D (v|u)" (w—v) +§Hw—v||?,

as a consequence of Pinsker’s inequality (see, e.g., Tsybakov, 2008, Lemma
2.5, p 88) and the fact that the total variation dinstance coincides with the
L, dinstance in the considered finite setting. The proof is complete since
1l > 1] [l O

Lemma 4.A.2. For any T C 1,4, T#0, such that there exists y €Ty with
supp(y) C T, the function Ly p:I'r— Ty is continuous.

Proof. The result is a direct consequence of Theorem 3.3 (iii) in Gietl and
Reffel (2017). O

4.B Proof of Theorem 4.3.2

Proof of Theorem 4.3.2. By the definition of u in (4.30), it is necessary
to check the conditions for existence and uniqueness of a I-projection on
a Frechet class of pmfs with fixed margins, given generally in Proposition
4.2.1, along with the particular case depicted in Proposition 4.2.2. Then,
recall that conditions equivalent to the latter ones are given in Proposition
4.2.3. The result follows by carefully rewriting the conditions of Proposition
4.2.3 after noting that, with the notation of the same proposition, for any
ACr] (resp. BC|[s]) we have P,u(A)="2! (resp. Pu(B)= 18], 0

S

4.C Proofs of Propositions 4.4.1 and 4.4.3

Proof of Proposition 4.4.1. We first prove that Assertion 1 implies As-
sertion 2. Since there exists v € I'yyir such that supp(v) =supp(p), from
Proposition 4.2.1, the I-projection of p on 'y, exists and is unique, that
is, u=U(p) exists and is unique. Furthermore, from Proposition 4.2.2,
u is diagonally equivalent to p. Since there exists qef‘p[le[z] such that
supp (q) =supp (u) (take ¢=p), p' =L e (u) exists and is unique, and p’
is diagonally equivalent to u. Since, by transitivity via u, p’ is diagonally
equivalent to p, and since p’ and p have the same margins, we can conclude
from Property 1 of Pretzel (1980) (see also Brossard and Leuridan, 2018,
Lemma 27) that p' =p.
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We shall now prove that Assertion 2 implies Assertion 1. Since u=U(p) =
arginf, cr  D(y|[p), we have that supp(u)Csupp(p) by the definition of
D in (4.13). Similarly, p=Zu y= (u) = arginf 0 D(y||u) which implies

ptp

that supp (p) Csupp (u). Assertion 1 thus holds since u € I'ypni¢ and supp (u) =
supp (p). O

Proof of Proposition 4.4.3. Let (U,V) have pmf v € I'jpir. Then, Good-
man’s and Kruskal’s gamma (Goodman and Kruskal, 1954) and Kendall’s
tau b (see, e.g., Kendall and Gibbons, 1990) of (U,V') are respectively defined

k(v) —d(v)
JVPUAU)P(V#V)

where (U’,V’) is an independent copy of (U,V') and

Gv)=—"= and T(v)=

k()=P{(U-U)V-V")>0} and (v)=P{({U-U")(V-V')<0}.
For k(v), we have that

k)= > > Hi-i({-j)>0PU=iU' =i V=5V'=j)
(i,§)€Lps (i',§')E s

=2 > > iy
ie{l,...,r—=1} i'e{i+1,...,7}
Jje{1,..., sfl}j’e{]q_l?_,_,s}

For §(v), we can use the fact that §(v) =P{(U—-U")(V —=V’)#£0} —k(v) and
the fact that P{(U—U")(V —V’)#0} can be expressed as

S Y i) G- E0PU=iU =i V=4V'=§)

(4,)€lrs (45" ) €L s

= Z Z 1(i#i/)1(j7éj/)vijvi’j’: Z UUZT: zs:%jf

(i,j)elr,s (i/,j/>eIr,s (inj)ej"”,s 7’ 1.7 =1
I#1 54
r—1 "
= > vy Z — Uy > v — > vy
(iyj)elre ’L =1 ('L J)EITS‘ r il 1
i' i i'#i
-1 1 1 1
= Z ’Uij<r _+vij>:1__+ Z vi2j'
(i.1)Elrs ros "5 (ig)els



To obtain the expression 7'(v), it remains to obtain the expressions of
P(U#U’) and P(V#V’). We have

PUAU)= 3 1(i41)P(U =i, U =) 22121—
i,4'=1 ? z—l

i'+i
and, similarly, P(V#£V")=(s—1)/s. O

4.D Proof of Proposition 4.5.3

Proof of Proposition 4.5.3. We only prove the first claim as the other
claims are immediate consequences of well-known results. We shall first
apply Proposition 4.2.6 with a=wull, b=wul?, T=1I4 A=I_1x1;_; and
B=1I,,\{(r,s)}. Note that, with some abuse of notation, the map d from
Aprin (4.25) to I'r in (4.24) mentioned in its statement can be defined, for
any w € Apr, by

w11 ... W1g
d(wn,wm,---,wr—z,s,wr—Ls) =1 : : (4.75)
w1 e 1 =23 )eBWij

and that, with some abuse of notation, the map ¢ from Ay 47 in (4.27) to
Lapr in (4.26) can be defined, for any z € Agp a7, by

0(31172217“-;Zr—l,ly---731,5—17Z2,5—1;---;Zr—l,s—l)
s—1
z11 21,5-1 1/r =352 215
- s—1
Zr—1,1 Zr—1,5—1 1/T_Zj:1 Zr—1,5
r—1 r 1

(4.76)

Recall the definition of ¢ in (4.29) and let u=U(p). Proposition 4.2.6 then
implies that the map vecqolf od is differentiable at vecp(p) with Jacobian
matrix at vecg(p) equal to —L; ' M,, where

L,=0,01H (veca(u)||vecp(p)) and M, =0,01H (veca(u)||vec(p)),

the map H is defined in (4.28) and, as we shall see below, the first (resp.
second) matrix only depends on u (resp. p). With some abuse of notation,
let us denote the (r—1)(s—1) components of 01 H (veca(u)|[vecs(p)) by

/ / / / / /
<H117H217"'ﬂHr—l,la"'?Hl,5—17H2,s—17'"7Hr—1,5—1)'

190



4 — Copula-like Models for Bivariate Discrete Random Vectors

Standard calculations give

=t (i)~ ) ~e ) ~oulp) - oea

where di; and cp; are the component maps of the maps d and ¢ defined
in (4.75) and (4.76), respectively. Additional differentiation then leads to
the expressions of the elements of the matrices L, and M, given in (4.42)
and (4.43), respectively.

Next, from the assumption that /n(pl" —p) ~ Z, in R"”** and since

Vap = phy 5o in R™, (4.77)

where pl® is defined in (4.38), we immediately obtain that /n(vecp(p™) —
vecg(p)) ~ vecp(Z,) in RIP, which, combined with the delta method (see,
e.g., van der Vaart, 1998, Theorem 3.1) for the map vec4 ol od and, again, (4.77),
implies that

Vn(vec ol odovecs(p™) —vecold odovecy(p))
+ L M /n(vees (p™) — vees(p)) 50 in RM.

Since, for the considered choices of T" and B, for any y € I'p, dovecp(y) =y,
the latter is equivalent to

Vnveea(u™ —u) + L Myv/nveeg (P —p) 50 in R

Notice from (4.76) that, for any z € Agp a1, c(z)=vec ™ (Kz)+C, where
C' is a constant r x s matrix. Hence, for any y,y' €y, Kveca(y—vy') =
vec(y —vy') and, by the continuous mapping theorem, we obtain that

Vnvee(ul™ —u)+ KL, Mv/nvecs(p™ —p) 50 in R"™.

The desired result finally follows from the fact that Nvec(y)=vecg(y),
yeR"™%. O

4.E Proofs of the results of Section 4.5.2

Proof of Proposition 4.5.9. To prove the consistency of 6 | we shall
use Theorem 5.7 in van der Vaart (1998). For any 6§ €O, let 4?] zlogug],
(1,7) € I, 5, and let

M[ﬂ](g) _ E[”](G) =

n

> ui?]égi] and M(O)= > uiﬂg]. (4.78)
(4,5)€lr s (t,5)€lr s
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From the definition of #" in (4.53), we have that MM (0" =sup,.e M (6),
which implies that M (9) > M"(6y). Furthermore, from the triangle
inequality,

sup|[ MU (@) — M (B)| <sup 3 [0 (Wl —uij)

0cO 0cO (i7j)€]T,s
6
=sup Y |8 |ul — gl
0O (i,7)ELrs
<llogA| ¥ |ul —uy| Boin R
(4,9)Elrs

by Proposition 4.5.2 and the continuous mapping theorem. Moreover, from
the identifiability of the family J and Lemma 5.35 of van der Vaart (1998),
we have that 6, is the unique maximizer of M. The latter implies that, for
every € >0, SUDgeo.|9—gy|s>e M (0) <M (0p). The consistency of 6" finally
follows from Theorem 5.7 in van der Vaart (1998). O

Proof of Proposition 4.5.11. We proceed along the lines of the proof of
Theorem 5.21 in van der Vaart (1998). First, for any 6 € ©, let

n oM™
a&%@==a@

where M is defined in (4.78), and
vl (g) = (m&"l(e),...,qﬂn}(e)) =

0), k€ Iy,

m ij “ij o
(4,5)ELr,s
where @?] is defined in (4.57). Since © is assumed to be open, the estimator
0" in (4.53) is a zero of U, Also, let

Ml 16
W(0) =Eq,((7y) = > uls, (4.79)

(4,5)ELrs

where (U, V') has pmf u and EE?] is defined in (4.57). Then, from the discussion
preceding the statement of Proposition 4.5.11, we have that 6, is a zero of
v,

Since, for any (¢,j) € I, , 9|—>€5} is twice differentiable at any 6 € ©, by
the mean value theorem (see, e.g., Fitzpatrick, 2009, Theorem 15.29, p
408), there exists >0 and a positive matrix g€ R™* such that, whenever
||9 - ‘90”2 <, for any (Za.]) < Ir,sa

12— 25T < g3 16— oo (4.80)
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4 — Copula-like Models for Bivariate Discrete Random Vectors

Furthermore, from the triangle inequality and the inequality of Cauchy-
Schwarz, we have

2
n .G[n] n
Abl=) %7 05 W —u) = Y 0w — )
(1,5)€lr s (4,5)ELr s ; 9 (481)
S{ S48 = x |l u2J>|} < Al plnl,
(ivj)eLb
where
n '9[ 5[0 n
A= ST AT =3 and BM= ST ya(ul) — )P (4.82)
(i’j)EIT’S (iv.j)EIrs

To show that A[ }—>O let us first prove that Al 20, Fix e>0. Then,
P(AlM > ) < 117 , where

I = P( > “M>awm—%M<ﬂ,
(4,7)EIr s

T =P (/16" —oll2=1).

The fact that that J™ converges to zero is a consequence of the consistency
of 0" and the continuous mapping theorem. For I using (4.80), we obtain

M<p (HW =00ll3 X2 af>e 110" o]l <?7)

(inj)el”’,s

<P (H@W —0ll3 > >e) -0,

(i,j)EIr,s

again as a consequence of the consistency of /. Hence, A 0.

Let us next verify that A in (4.81) converges in probability to zero.
From Proposition 4.5.3, we know that the weak convergence of /n(p" —p)
in R"** implies the weak convergence of v/n(ul™ —u) in R"**. Hence, from
the continuous mapping theorem, B™ in (4.82) is bounded in probability,
which implies that A in (4.81) converges to zero in probability.

Moreover, since WI"(9") =0 and ¥ () =0, we have that

-1glnl n -1glnl
Z 4;’ }\/ﬁ(ugjj}_uij):_ Z fgj ]\/ﬁuij

(i,j)EIr,s (‘7]’)61"“5
= Z \/_ Z] ])U'Z]
(7])617'5
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Since, for any (i,j) € I, ¢9|—>€£§} is twice differentiable at any 6 € ©, the

map ¥ in (4.79) is differentiable at its zero 6y with Jacobian matrix at 6
given by

(';1 uiglyy’ =Ean (g
1,7)ELrs

where é&?] is defined in (4.59). We then obtain from the delta method (see,
e.g., van der Vaart, 1998, Theorem 3.1) that

.1pln] . .
vn (( )Z 55 ]uz‘j—( )Z 55‘0]%‘3‘) ZEGO(EE@,]V))\/E(HM — o) +op(1).
1,7)E s i,7)E s

Combining the latter display with (4.83) and the fact that A in (4.81)
converges to zero in probability, we obtain that

Ego(e£U1V))\/‘(e[nl—90)=—( )Zf Al — i) +op(1).
7]67‘3

The continuous mapping theorem, (4.60) and Proposition 4.5.3 finally imply
that

V(8 —60) = —{Eg, (00,31 0 Nl — i) +op(1),

(,])EITS
= {Eq, (4?3}V>é£?3}’v§>}—1ﬂ90]ﬁvec(u[“]—u>+0p<1>,
0 5[00], o Aln
={Ey, (4 O]V)KE&]VT))} Lol 7, ov/mvec(p™ —p) +op(1).

7

4.F Proofs of the results of Section 4.6

Proof of Proposition 4.6.1. Under Hj in (4.61), we can decompose the
goodness-of-fit process as

Vi =l = nul —u) — Vol =),

From the delta method (see, e.g., van der Vaart, 1998, Theorem 3.1), we
then obtain that, under H,

\/ﬁvec(u[é[n]] —u)= \/ﬁvec(u[ém] —ulfoly = g%l /(07 — 09) 4+ 0p(1).
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4 — Copula-like Models for Bivariate Discrete Random Vectors

From the assumptions, it follows that, under Hy, /nvec(ul™ —u[é[n]]) has
the same limiting distribution as

Vnvec(u™ —u) — U[QO]VJZS’] Vnvee(p"l —p).
Finally, from Proposition 4.5.3, we obtain that
Vnvee(ul" — u[é[n]]) =Jup nvec(p — p) — ] VJ%’] Vnvee(p™ —p)+op(1).
[

Proof of Proposition 4.6.2. From Proposition 4.6.1, the continuous map-
ping theorem and the fact that uld™ B l60) iy, R"* we obtain that

diag(Gvee(ul”)) /2 /n Gvee(ul” —ul"))
= diag(Gvee(ul®)) " V2G(,, —d V) nvee (5 — p) +op(1).

Consequently, when (X1,Y7), ..., (X,,,Y,) are independent copies of (X,Y),
the sequence

diag(Gvec(u”" )2/ Grec(u —ul™"))

is asymptotically centered normal with covariance matrix given by (4.65).
The first claim is finally a consequence of Lemma 17.1 in van der Vaart
(1998). The second claim immediately follows from the continuous mapping
theorem. ]
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Chapter 5

On the Differentiability of
¢-projections in the Discrete
Finite Case

This chapter is based on the pre-print Geenens et al. (2024)

Geenens, G., I. Kojadinovic, and T. Martini (2024). On the differentia-
bility of ¢-projections in the discrete finite case, https://arxiv.org/
abs/2407.05997,

submitted to the Annals of the Institute of Statistical Mathematics.

5.1 Introduction

The concept of a I-projection due to Csiszar (see, e.g., Csiszar, 1975; Csiszar
and Shields, 2004) played a crucial role in the developments of the previous
chapter. Actually, as known, it has applications in many areas of probability
and statistics. Informally, given a probability distribution ¢q of interest and
a set M of probability distributions, it consists of finding an element of M,
if it exists, that is the “closest” to ¢o in the sense of the Kullback—Leibler (or
information) divergence. A well-known class of alternatives to the Kullback—
Leibler divergence (containing the latter) are the so-called ¢-divergences
(see, e.g., Ali and Silvey, 1966; Csiszar, 1967; Liese and Vajda, 1987; Csiszar
and Shields, 2004, and the references therein) and ¢-projections are merely
the analogs of I-projections based on ¢-divergences.

Recall that, in the considered discrete finite setting, in the previous chapter
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we obtained a first differentiability result for I-projections on Fréchet classes
of bivariate probability arrays by exploiting, among other things, continuity
results for ¢-projections on convex sets obtained by Gietl and Reffel (2013,
2017).

Using the latter as a starting point, focusing on (probability) measures
on finite spaces, the primary goal of this chapter is to establish conditions
under which ¢-projections are continuously differentiable with respect to the
input distribution. From a statistical inference perspective, such findings
enable the immediate determination of the consistency and the asymptotic
distribution of a ¢-projection estimator (also known as the minimum ¢-di-
vergence estimator in the context of parametric inference). Consider that
¢n is a consistent estimator of a target probability vector ¢y, which can be
uniquely ¢-projected onto a set M of probability vectors of interest. Then,
under conditions ensuring the continuity of ¢-projections, the consistency of
the ¢-projection of g, onto M follows directly from the continuous mapping
theorem. Additionally, under conditions guaranteeing the continuous dif-
ferentiability of ¢-projections, the limiting distribution of a properly scaled
version of the ¢-projection of ¢, onto M can be derived using the delta
method.

When the set M of probability vectors to which one aims to ¢-project is
not necessarily convex, related findings (though not differentiability results
per se) were presented by Jiménez-Gamero et al. (2011, Section 2). When M
is a set of probability vectors derived from a given parametric distribution and
qo is assumed to belong to M, the aforementioned results encompass the well-
known asymptotic properties of minimum ¢-divergence estimators (see, e.g.,
Read and Cressie, 1988; Morales et al., 1995; Basu et al., 2011, and references
therein). As the results of Jiménez-Gamero et al. (2011) were actually
obtained regardless of whether ¢y belongs to M (thus also considering
potential model misspecification), they pave the way for developing various
inference procedures related to goodness-of-fit testing and model selection,
as discussed in Sections 3 and 4 of Jiménez-Gamero et al. (2011) (see also
references therein).

The specific objective of this work is to attempt to unify and extend
the previous results. Building on the approaches of Gietl and Reffel (2013,
2017), we consider finite measures on finite spaces, not just probability
measures on finite spaces. With a slight strengthening of the main condition
from Jiménez-Gamero et al. (2011) and a crucial additional assumption
missing from that reference (see Remark 5.3.8 in Section 5.3.2), we first
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5 — On the Differentiability of ¢-projections in the Discrete Finite Case

present a general result on the differentiability of ¢-projections. Under an
additional assumption of convexity of the set M, we demonstrate that the
aforementioned conditions are implied by simpler ones that are particularly
easy to verify. For instance, we find that for many common choices of
¢-divergences, ¢-projections are automatically continuously differentiable
when M is a subset defined by linear equalities. Our proofs draw on results
from Gietl and Reffel (2017) and Riischendorf (1987), as well as on the
fact that ¢-divergences constructed from strongly convex functions ¢ (in a
specific sense) are strongly convex in their first argument.

This chapter is structured as follows. In the first section, we define ¢-di-
vergences for finite measures on finite spaces, recall their main properties
as stated in Gietl and Reffel (2017), provide conditions under which they
are strongly convex in their first argument, and define ¢-projections. Sub-
sequently, we present conditions under which ¢-projections are continuous
and continuously differentiable, and demonstrate that these can be replaced
by considerably simpler conditions when the set M onto which one wishes
to ¢-project is convex. Finally, we illustrate how the derived results can be
utilised to determine the asymptotics of minimum ¢-divergence estimators
when projecting onto parametric sets of probability vectors, sets of probabil-
ity vectors generated from distributions with specific moments fixed, and
Fréchet classes of bivariate probability arrays. The latter example concerns
essentially the same result that was given in Section 4.2.4 of the previous
chapter. Nevertheless, as shall be explained, it sheds more light on the
different technique employed therein and eventually opens up the path to
an useful alternative point of view. For a smoother reading, all the proofs
are found in a series of appendices.

5.2 Preliminaries on ¢-divergences and ¢-projections

5.2.1 Notation

Let me€NT be fixed and let X ={x1,...,7,,} be a set of interest. We will
examine ¢-divergences and ¢-projections for finite measures on (X,2%).
Obviously, any finite measure p on (X,27%) is discrete and can be represented
by a collection of m point masses since

M(A>: Z M({xl})a AC{xl,...,CCm}.

T, €EA
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As will become evident in the following subsections, the forthcoming de-
velopments depend only on m=|X| and the values that finite measures
on X take on subsets of X, that is, on the singletons {z1}, ..., {zn}.
Therefore, in the remainder of this chapter, a finite measure py on X
will be simply represented by a vector s € [0,00)™ defined by s; = u({z;}),
ie{l,...,m}. We will use the letters s,t for denoting such point mass vec-
tors in the case of general finite measures, and reserve the letters p,q for
point mass vectors of probability measures, that is, whose components sum
up to one — these will be simply referred to as probability vectors in the
rest of this chapter. We define the support of any vector s€[0,00)™ as
supp(s)={i€{1,...,m}:s;>0}. Finally, for any set S C[0,00)™ and any
Zc{l,....,m}, St={se€S:supp(s)CZ}. For example, given t€[0,00)™,
[0,00)Gapp(r) denotes the set {s€[0,00)™ :supp(s) Csupp(t)}, which is the

supp
set of nonnegative vectors whose support is included in that of ¢.

5.2.2 ¢-divergences, for Finite Measures on Finite Spaces

Let ¢:]0,00) — R be a convex function that is continuous at 0. Then, let
f:]0,00)2 < RU{oo} be the function defined by

wgb(i}) if ve[0,00),w e (0,00),

F@w) =44 1im 28 it e 0,00), w=0. (5.1)

T— 00 €T

0 if v=0,w=0.

Note that, by Proposition A.24 of Liese and Vajda (1987), lim,_,o ¢(x)/x
exists in RU{oo} and that, by Proposition A.35 in the same reference, the
function f is lower semicontinuous on [0,00)%. Following Gietl and Reffel
(2017, Section 2), it can be confirmed that, for any fixed v>0, f(v,-) is
continuous.

We next state a trivial lemma which shows that, for any M € (0,00), the
restriction of f to [0, M]* can be immediately recovered from its restriction
to [0,1]2.

Lemma 5.2.1. Let M €(0,00). Then, for any v,we[0,M)?, f(v,w)=
M f(v/M,w/M).

The following additional condition on ¢ is commonly found in the litera-

ture.
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Condition 5.2.2 (Strict convexity of ¢). The function ¢ is strictly convez.

It is simple to show that, for any fixed w >0, f(-,w) is strictly convex if
and only if Condition 5.2.2 holds.

Definition 5.2.3 (¢-divergence). For any s,t€[0,00)™, the ¢-divergence
of s relative to t is defined by

m

Dy(s|t)=2_f(si,ts). (5.2)

1=1

It can verified from (5.1) that, if supp(s) Csupp(t), Dg(s|t) <oo. Note
that since s and ¢ are not necessarily probability vectors, Dy(s|t) may be
negative (take for instance ¢(z)=zlog(x), x € (0,00), »(0)=0 and s; <t;,
ie{l,...,m}, with at least one s; <t;). Moreover, the following properties
(see Gietl and Reffel, 2017, Theorem 2.1) hold as a consequence of the
properties of the function f in (5.1) discussed above.

Proposition 5.2.4. The following assertions hold:
(1) The function Dy is lower semicontinuous on [0,00)™ x [0,00)™.
(71) For fized s € [0,00)™, Dg(s|-) is continuous on [0,00)™.

(iii) For fized 1 €[0,00)™, t#0gm, Dy(-[t) is strictly convex on [0,00)5,
if and only if Condition 5.2.2 holds.

We additionally state an immediate corollary of Lemma 5.2.1 which shows
that, for any M € (0,00), the restriction of Dy to [0,M]™ x [0, M]™ can be
immediately recovered from its restriction to [0,1]" x [0,1]™.

Lemma 5.2.5. Let M €(0,00). Then, for any s,t€[0,M]™, Dy(s|t)=
MDy(s/M|t/M).

5.2.3 Existence of ¢-projections on Compact Subsets

Definition 5.2.6 (¢-projection). Let t €[0,00)™ and let M C[0,00)™, M #
0. A ¢-projection of t on M, if it exists, is an element s* € M satisfying

Dy(s™|t) :slellj\fAD¢(8 1t).

The next result (see Gietl and Reffel, 2017, Lemma 3.1 (i)) shows that
¢-projections exist as soon as the set M on which one wishes to ¢-project is
compact.
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Proposition 5.2.7 (Existence of ¢-projection). Let t € [0,00)™ and let M
be a nonempty compact subset of [0,00)™. Then, there exists a ¢-projection

of t on M.

We end this subsection by noting that, if one wishes to ¢-project only on
compact sets of nonnegative vectors, without loss of generality, it suffices to
study ¢-projections of vectors of [0,1]™ on compact subsets of [0,1]™. We
briefly explain why. Let ¢ € [0,00)™ and let M be a nonempty compact subset
of [0,00)™. Hence, there exists M € (0,00) such t € [0, M]™ and M C [0, M]™.
Let t'=t/M €[0,1]™ and let M'={s/M:se M} C[0,1]". Clearly, M’ is
also compact. Moreover,

1 1
arginf Dy(s' |t') = —arginf Dy(s/M | t') = — arginf Dy (s |t),
s'eM’ M sem M sem

where the second equality holds from Lemma 5.2.5. Hence, as we shall only
be interested in ¢-projecting on compact sets of nonnegative vectors, without
loss of generality, we shall only consider vectors in [0,1]™ in the remainder
of this work.

5.2.4 Unicity of ¢-projections on Compact and Convex Sets
Another condition on ¢ commonly appearing in the literature is the following.
Condition 5.2.8. The function ¢ satisfies lim,_, o @ =00.

As a direct corollary of Lemma 3.1 of Gietl and Reffel (2017) (with a
slight modification of statement (ii) coming from its proof), we have:

Proposition 5.2.9 (Unicity of ¢-projection). Let ¢t €[0,1]™ and M be a
nonempty closed and convex subset of [0,1]™. Then, under Condition 5.2.2:

(i) If M 015 p)s the ¢-projection of t on M is unique.

(ii) If MO[0,1]50 00 7 O and Condition 5.2.8 holds, the ¢-projection of t on

supp
m

M is unique and coincides with the ¢-projection of t on MN [0,1]Supp(t).

In the previous proposition, Condition 5.2.2 is crucial, as the next example
shows (see Example 3.2 of Gietl and Reffel, 2017).

Example 5.2.10. If ¢ is convexr but not strictly convex, unicity of ¢-
projections on compact and convex sets may not be guaranteed. Indeed,
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consider ¢ defined by ¢(x)=|x—1| for x in [0,00). The corresponding ¢-
divergence is commonly known as the total variation, since for any s,t in

[0,1]™ we have

Dy(s|t)=)_|si—til.

i=1
Let t=(1,1)€1[0,1]* and let the convex and compact set M be defined by

M:{SE [0,1]2281—|—82:1}.
For all se M, we have
D¢(S|t):|81—t1|+|82—t2|=t1—81—|—t2—82=1.

Hence all elements of M are ¢p-projections of t on M.

5.2.5 ¢-divergences Strongly Convex in Their First Argument

We conclude this section by presenting conditions under which ¢-divergences
are strongly convex in their first argument. Let )) be a convex subset of RY
(d€NT) and recall that a function H from ) to R is strongly convex if and
only if there exists a constant ky € (0,00) such that, for any =,y €) and
ael0,1],

H(ax+(1-a)y) <aH(z)+(1-a)H(y) - ’Z{a(l—a)ﬂm—yH%-
When H is twice continuously differentiable on JO/, the interior of ), it is
known (see, e.g., Nesterov, 2004, Theorem 2.1.11) that H is strongly convex
on Y if and only if, for any z €Y, H(x)—ryly is positive semi-definite,
where H(x) is the Hessian matrix of H at x and [ is the d x d identity
matrix. We will utilise this equivalent characterisation in Section 5.3.3.

The following condition on ¢ will be essential in the subsequent develop-
ments.

Condition 5.2.11 (Strong convexity of ¢). For any w € (0,00), the restric-
tion of ¢ to [0,1/w] is strongly convex.

Note that many functions ¢ involved in the definition of classical ¢-di-
vergences satisfy this condition. The equivalent characterization of strong
convexity mentioned above allows for the straightforward verification of
Condition 5.2.11 for those functions ¢ satisfying:
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Table 5.2.1: The function ¢ of several classical ¢-divergences satisfying Conditions 5.2.11
and 5.2.12 and the associated strong convexity constant.

Divergence o(x) Kep(w)
Kullback—Leibler zlogz w
Pearson’s x? (r—1)2 2

Squared Hellinger 2(1—+/x) é
Reverse relative entropy —logx w?
Vincze-Le Cam (3;111) : 8(++1) -
Jensen—Shannon (x+1)log %H +zlogx wwjl
Neyman’s x? i -1 2uw3

4(1—95”7&

1—a?

—a

a-divergence ) ,a<3,a#+1 w'z

Condition 5.2.12 (Differentiability of ¢). The function ¢ is twice continu-
ously differentiable on (0,00).

Indeed, Condition 5.2.11 is then equivalent to ¢"(z) > kg(w) for all z €
(0,1/w), where kg(w) is the strong convexity constant of the restriction
of ¢ to [0,1/w]. Note that Melbourne (2020) considered ¢-divergences
constructed from such functions ¢, but did not investigate their strong
convexity in their first argument. Table 5.2.1 shows the function ¢ and
the associated strong convexity constant for several classical ¢-divergences
satisfying Condition 5.2.12.

The following result is proven in Section 5.A.

Proposition 5.2.13. Under Condition 5.2.11, the function Dy(-|t) is

strongly convex on [0,1]5 4y for all t€[0,1]™, ¢ Ogm.

We end this subsection with the statement of a short lemma, proven in
Section 5.A, that we shall use in Section 5.3.3.

Lemma 5.2.14. Condition 5.2.11 implies Condition 5.2.2.
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5.3 On the Continuous Differentiability of ¢-projections

5.3.1 Framework

Let to€[0,1]™ be the nonnegative vector to be ¢-projected on a nonempty
subset M of [0,1]™. Since we are interested in stating differentiability results
at o, it is natural impose that ¢y € (0,1)™. The goal of this section is to
present conditions under which the function

S*(t)=arginf Dy(s|1) (5.3)
seM

is well-defined over an open neighborhood N (ty) C (0,1)™ of ¢ and continu-
ously differentiable at t.
As we continue, we shall assume that the set M is constructed as follows.

Condition 5.3.1 (Construction of M). There exists a bounded subset ©
of R* for some strictly positive integer k <m with © +0 and a continuous
injective function S from © to [0,1]™ that is twice continuously differentiable

on © such that M =8(0) and S(O) C (0,1)™

Remark 5.3.2. Assuming O is bounded in Condition 5.3.1 is not restrictive,
as an unbounded parameter space can always be reparametrised using a
suitable bijection into a bounded subset of R”. Additionally, we do not
define © as a closed set as we find it more explicit to write © when necessary.
Assuming S injective is particularly natural in a statistical framework as it
ensures the identifiability of the “parametric” model S(0©)={S(0):0 € O}.
Furthermore, note that Condition 5.3.1 implies that M =8(0) is compact
(since © is compact and S is continuous) and nonempty (because © ).
Hence, by Proposition 5.2.7, for any ¢ € [0,1]™, a ¢-projection of ¢ on M
exists (but may not be unique). Finally, the assumption that S(©)c (0,1)™
is necessary, on the one hand, so that, for any ¢ € (0,1)™, the function
Dy(S(-) |t) is twice continuously differentiable on ©, and, on the other hand,
to guarantee that MN(0,1)™#( (which are both needed to obtain the
desired differentiability results as we shall see in the next subsections). [

The previous setting is very general. To see this, consider for a moment
that the vectors of interest in [0,1]"™ are probability vectors. Then, for
some k<m, M=8§ ((:)) could represent a parametric family of probability
vectors. For example, the first application in Section 5.4 considers the
class of probability vectors obtained from the binomial distributions with
parameters m —1 and 0 € © = [0,1]. Upon reflection, it becomes clear that
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most families of discrete distributions with finite support could indeed be
considered. Note, however, that M is typically not convex in such parametric
situations. As shall be illustrated in the second and third application in
Section 5.4, Condition 5.3.1 can also be tailored to scenarios in which one
wishes to ¢-project on a set M of probability vectors defined by linear
equalities, a common situation in applications implying the convexity of M.
In such convex cases, the key conditions necessary for the differentiability
of ¢-projections are substantially simpler and automatically verified for a
rather large class of ¢-divergences. This will be established in Section 5.3.3.
Before that, Section 5.3.2 will first state general conditions under which S*
in (5.3) is well-defined and continuously differentiable at ¢y. In what follows,
Conditions 5.2.2, 5.2.12 and 5.3.1 will always be assumed to hold.

5.3.2 The General Case of M Compact

We will first examine the differentiability of the function S* in (5.3) at
to € (0,1)™ without assuming that the set M=8(0) is convex. More in
detail, we consider the following (nested) conditions.

Condition 5.3.3 (¢-projections in a neighborhood of ty I). There exists
an open neighborhood N (to) C (0,1)™ of to such that, for any te N (ty), the

¢-projection s* of t on M =8(0) (exists and) is unique.

Condition 5.3.4 (¢-projections in a neighborhood of ¢y II). Condition 5.5.3
holds and, for any t€N (ty), the unique ¢-projection s*=S8*(t) satisfies
s*=8(0%) for some (unique) 0* € ©.

Clearly, Condition 5.3.4 is a strengthening of Condition 5.3.3, as it requires
0* to belong to the interior of ©. Also, when restricted to probability vectors,
Condition 5.3.4 is a slight strengthening of Assumption 3 of Jiménez-Gamero
et al. (2011) which is recovered by setting N (tg) ={to}. The cited reference
notes that this type of condition is common in the literature (see, e.g., White,
1982; Lindsay, 1994; Broniatowski and Keziou, 2009).
We shall first determine additional conditions under which the function
9 : N (tg) — © defined by
V*(t) =arginf Dy (S(0) | 1) (5.4)
0co
is continuously differentiable at ¢y. Note that, under Condition 5.3.4, (5.4)
can be equivalently expressed as
U*(t) =arginf Dy(S(0) | 1), teN(to), (5.5)
0cO
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implying that it is then a function from N (¢y) to ©. As S* in (5.3) can be
expressed as

S* ()=S0 (1)), teN(to), (5.6)

we see that conditions under which &* is continuously differentiable at ¢y will
follow from conditions under which J* in (5.5) is continuously differentiable
at to.

The following continuity result is proven in Section 5.B.

Proposition 5.3.5 (Continuity of v* at ty). Under Condition 5.3.3, the
function ¥* in (5.4) is continuous at tg.

The next corollary is an immediate consequence of the previous proposi-
tion, the continuity of S on © and (5.6).

Corollary 5.3.6 (Continuity of S* at ty). Under Condition 5.5.3, the
function §* in (5.3) is continuous at t.

As shall be verified in the proof of Lemma 5.3.9 (given in Section 5.B),
the differentiability assumptions made on ¢ and S from Section 5.3 onwards
imply that, for any ¢ € (0,1)™, the function Dy4(S(+)|?) is twice continuously
differentiable on ©. The continuous differentiability of the function ¥*
in (5.4) will be shown under Condition 5.3.4 and the following additional
condition.

Condition 5.3.7 (Invertibility condition). Under Condition 5.3.4, the k x k
matrixz whose elements are
0Dy (S(0) [to)
00,00, 0=0"(to)

i,je{l,....k},

is positive definite.

Note that the matrix appearing in the previous condition is well-defined
as, under Condition 5.3.4, (5.5) implies that ¥*(¢y) € ©.

Remark 5.3.8. The matrix defined in Condition 5.3.7 corresponds to the
matrix given in Eq. (3) of Jiménez-Gamero et al. (2011). In that reference,
it is claimed that, when restricted to probability vectors, Condition 5.3.4
with N (to) ={to} (which corresponds to their Assumption 3) implies Condi-
tion 5.3.7. However, Condition 5.3.4 with N (tg) = {to} is equivalent to saying
that the function Dy (S(-) | o) has a unique minimum at 6y = 9*(to) € © which,
from second order necessary optimality conditions, only implies the positive
semi-definiteness of the matrix in Condition 5.3.7.
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We provide here a simple counterexample, illustrating that Condition 5.3.7
cannot be dispensed with. Let ¢(x) = (z—1)%, 2 €[0,00). The function ¢ is
strictly convex on its domain and twice continuously differentiable on (0,00).
We restrict our attention to probability vectors. Let go=(1/3,1/3,1/3) be
the element to be ¢-projected on the subset of probability vectors M =8 (C:))
where © = (0,1/2) and S(0) = (0,0,1—20), # € ©. The function S is clearly
twice continuously differentiable on ©=0. Let h be the function from © to
R defined by

W)= Do(SO) ), 0O,

It is then easy to verify that

1 1 1 _
h(&):5(30—1)4+§(39—1)4+§(3(1—29)—1)4, 0co,
and that h attains its unique minimum at 6y =1/3 € ©. Standard calculations

show that
h"(0) =36(30—1)2+36(30 —1)2+144[3(1—20) —1]*,  0€O,
and that h”(6y) =" (9*(q0)) =0. O

Before stating one of the main results of this work, let us show how to
express the matrix defined in Condition 5.3.7 under the elegant form given in
Eq. (3) of Jiménez-Gamero et al. (2011). To achieve that, further definitions
are needed to be able to properly deal with the differentiability of matrix-
valued functions. Let a,b,c,d € N*. For any function ¢: U — R where U
is an open subset of R?, we shall denote by ¢, ;, i€{1,...,b}, j€{1,...,¢},
its bc component functions. Furthermore, we shall say that g is r-times
continuously differentiable on U, r>1, if, for any i € {1,...,b}, j€{1,...,c},
the r-order partial derivatives of g; ; exist and are continuous on U. Next,
consider the (column-major) vectorization operator which maps any function
g:R* >R to its vectorized version g:R®— R whose be components
functions gy,...,gy. are defined by g, ;_1,=9ij, (i,5) €{1,...,0} x{1,...,c}.
For any continuously differentiable function ¢:U —R"¢, where U is an
open subset of R?, we then define its Jacobian matrix at y € U CR" as the
Jacobian matrix J[g](y) of the vectorized version g of g at y. In other words,

97, (z) Jg, (x)
oxr1 2=y 0Zq r=y
Jlgl(y)=J[gl(y) = : : . yeUCR".
agbc(‘r) 8§bc(1’)
61‘1 =y 89@ =y
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Note that J[g] = J[g] is a function from U to R"*“. If ¢ is twice continuously
differentiable on U, then, for any y € U, we define J5[g](y) to be the Jaco-
bian of the function J[g] at y, that is, J2[g](y) = J[J[g]](y), y€U. A little
reflection reveals that, given the previous definitions, it makes no difference
in terms of Jacobian whether a given function is regarded as taking its
values in R®*!, R or R®. Similarly, we adhere to the common convention
that vectors, when appearing in matrix expressions, are treated as 1-column
matrices.

The following lemma, proven in Section 5.B, can be used to obtain an
explicit expression of the matrix appearing in Condition 5.3.7.

Lemma 5.3.9. For any t€(0,1)™ and 6 €O, we have that

J2[Dy(S() [1)](0) =
J1S](0) diag <1¢” (31(9)> t?lnqb (8’"@» J1S1(6)

t1 t1 tm
' (m (¢(57). (ngf)))) LISIO), (5.7)

where S1,...,5, are the m component functions of S and the symbol ®
denotes the Kronecker product.

We are now ready to state one of our main results. Its proof is given in
Section 5.B.

Theorem 5.3.1 (Differentiability of 0* at ty). Under Conditions 5.5.4 and
5.8.7, 9 in (5.5) is continuously differentiable at to=(to1,...,tom) € (0,1)™
with Jacobian matrix at ty given by

J[0")(t0) = J2[Dy(S () [£0)] (0" (o)) "' I[S](9" (o)) " Alty),  (5.8)

where the matriz-valued function Jo[Dy(S(-) |to)] is as in (5.7) with t=tg
and

S1(0" (1)) (8109*@0)))

A(ty) =dia
( 0) g( tal t071

ey

S (07 (¢ S (U*(t
0,m 0,m
The following corollary is a direct consequence of (5.6), Theorem 5.3.1
and the chain rule.
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Corollary 5.3.10 (Differentiability of S* at tg). Assume that Conditions 5.5.4
and 5.3.7 hold. Then, the function 8* in (5.3) is continuously differentiable
at to € (0,1)™ with Jacobian matriz at ty given by

J[S71(t0) = JIS)(V" (t0)) T[97] (to), (5.10)
where J[9*|(to) is given in (5.8).

Remark 5.3.11. When ¢, is known, one can attempt to verify the conditions
of Theorem 5.3.1 or Corollary 5.3.10 analytically, or at least empirically. For
Condition 5.3.4, one could choose a few vectors ¢ in a “neighborhood” of ¢,
and attempt to verify (at least numerically) that the function Dy(S(-) |t) has
a unique minimum on O CR*. When ke {1,2} in particular, the preceding
verification could be graphical (see Section 5.4.1). As to Condition 5.3.7, one
could simply compute the matrix J5[Dg(S(+) |t0)](V*(to)) and attempt to
invert it. In a statistical context, ¢( is typically unknown, though. Naturally,
one can simply replace ty by a consistent estimator ¢, in the previous
strategies. However, when the set M is convex, there is typically no need
for such approximate checks as Conditions 5.3.4 and 5.3.7 are automatically
verified for a rather large class of ¢-divergences and many situations of
practical interest, as exposed in Section 5.3.3. 0

Remark 5.3.12. Under Conditions 5.3.4 and 5.3.7, Theorem 5.3.1 and
Corollary 5.3.10 imply that the functions J[9*] and J[S*] are continuous
at tg. In statistical applications, given a consistent estimator ¢, of (the
unknown) ¢y, we thus immediately obtain from the continuous mapping
theorem that J[9*|(¢y) (resp. J[S*](to)) is consistently estimated by J[9*|(¢,)
(resp. J[S*|(tn)). O

We conclude this subsection by stating two simple conditions which imply
Condition 5.3.4 when combined with Condition 5.3.3.

Condition 5.3.13 (Interior). The function S in Condition 5.5.1 satisfies
S(O)=Mn(0,1)™.

Condition 5.3.14 (Same support). For any t< (0,1)™, all ¢-projections
of t on M =8(0) belong to (0,1)™.

Condition 5.3.13 is satisfied in many applications (see Section 5.4) while
the verification of Condition 5.3.14 is discussed in the forthcoming subsection.
The proof of the next result is given in Section 5.B.

Lemma 5.3.15. Conditions 5.5.3, 5.3.13 and 5.3.14 imply Condition 5.3.4.
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5.3.3 The Case of M Convex

Recall that Conditions 5.2.2, 5.2.12 and 5.3.1 are assumed to hold. Below,
using results of Gietl and Reffel (2017), we first demonstrate (see Section 5.C)
that Condition 5.3.3 is automatically satisfied under an additional assumption
of convexity of the set M on which we wish to ¢-project the vector ¢y € (0,1)™.

Proposition 5.3.16. Assume that M =8(0)C[0,1]™ is convex. Then, for

any t€(0,1)™, the ¢-projection s* of t on M=8(0O) (exists and) is unique,
which implies that Condition 5.3.3 holds.

Since Condition 5.3.3 holds when M is convex, from Lemma 5.3.15, it
suffices to verify Conditions 5.3.13 and 5.3.14 to obtain Condition 5.3.4.

Remark 5.3.17. Restricting attention to probability vectors, Condition 5.3.14
holds for the Kullback—Leibler divergence (that is, for I-projections) since

— o

M =S8(0) contains probability vectors in (0,1)" by construction, as S(©) C
Mn(0,1)™ and S(©) =0 by Condition 5.3.1. Indeed, when one wishes to
I-project a probability vector ¢y on a closed convex subset containing at least
one probability vector with the same support as ¢q, it is known from Csiszar
(1975, Theorem 2.1, Theorem 2.2 and Corollary 3.3) that the support of the

unique I-projection will be equal to that of qq. 0

Let us now turn to Condition 5.3.7, the other key condition in Theo-
rem 5.3.1. To verify it when ?; is unknown (see Remark 5.3.11), one could
rely on more general conditions that imply Condition 5.3.7. One such
condition is as follows.

Condition 5.3.18 (Strong convexity of Dy(S(-)|t)). The set © is convex
and, for any te (0,1)™, the function Dy(S(:)|t) from © to R is strongly
convez.

The next proposition is proven in Section 5.C.

Proposition 5.3.19. Condition 5.5.18 implies that, for any t € (0,1)™ and
0 €0, the kxk matriz Jo[Dy(S(+)|1)](0) is positive definite, and thus that
Condition 5.3.7 holds.

We have (from Proposition 5.2.13 and Table 5.2.1) that, for many ¢-diver-
gences and any t € (0,1)™, the function Dy(-|?) is strongly convex on [0,1]™.
Thus, Proposition 5.3.19 suggests to consider conditions on & and © under
which Condition 5.3.18 holds. A simple such condition is as follows.

211



Condition 5.3.20 (S is affine). The set O is convex and the function S
from © to [0,1]™ is affine, that is, there exists an m x k matriz A and v € R™
such that S(0)=A0+~, 0 €0O.

The following lemma is proven in Section 5.C.

Lemma 5.3.21 (Strong convexity of Dy(S(+)|t)). Conditions 5.2.11 and 5.5.20
imply that Condition 5.5.18 holds.

Note that, from Lemma 5.2.14, Condition 5.2.11 can be viewed as a
strengthening of Condition 5.2.2. The previous derivations lead to the
following result, proven in Section 5.C.

Corollary 5.3.22 (Differentiability of ¢* and S* at tg). Assume that
M=S8(0) is convex and that Conditions 5.2.11, 5.3.13, 5.3.1/ and 5.3.20
hold. Then, the function 9* in (5.5) is continuously differentiable at to=
(t01s---»tom) € (0,1)™ with Jacobian matriz at ty given by

31(19*(150))> .

o1

1 ¢,,<Sm(19*(t0))>>A]_lATA(tO), (5.11)

e
tO,m tO,m

167 (t0) = [ AT ding (o

o1

where A(ty) is defined in (5.9), and the function S* in (5.3) is continuously
differentiable at ty with Jacobian matrixz at ty given by J[S*|(tg) = AJ[0*](to).

Figure 5.3.1 summarises the various implications of conditions leading to
Corollary 5.3.22. The only condition in that result that may not be easily
verifiable is Condition 5.3.14. Its verification would obviously be immediate
if ty was known and its ¢-projection on M could be computed. However,
as discussed in Remark 5.3.11, this is usually not the case in a statistical
context. From Remark 5.3.17, though, we know that Condition 5.3.14 is
automatically verified for the Kullback—Leibler divergence when we restrict
attention to probability vectors. Using results of Riischendorf (1987), we can
prove (see Section 5.C) that this may also be the case for other ¢-divergences
provided that Condition 5.3.20 holds and © is defined by linear inequalities.

Proposition 5.3.23. Assume that Condition 5.5.20 holds, lim, o+ ¢'(z) =
—00, O CR” is defined by linear inequalities and M=S8(0)C [0,1]™ is a
conver subset of probability vectors. Then, for any probability vector q €
(0,1)™, the (unique) $-projection p* of ¢ on M =S8(0) belongs to (0,1)™.
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Condition 5.3.14 Condition 5.3.4
(same support) ———— (uniqueness of ¢-projection)

/

Condition 5.3.13 Theorem 5.3.1
(interior condition) (differentiability)

Condition 5.3.18 Condition 5.3.7

(strong convexity of Dg(S(+)|t)) — (invertibility condition)

Condition 5211\ Condition 5.3.20
(strong convexity of ¢) (S affine)

Figure 5.3.1: Diagram summarizing the various implications of conditions for differentiability
when the set M of interest is convex.

Remark 5.3.24. For the ¢-divergences listed in Table 5.2.1, lim, ¢+ ¢'(x) =
—oo holds for the Kullback—Leibler divergence, the squared Hellinger diver-
gence, the reverse relative entropy, the Jensen—Shannon divergence, Ney-

man’s x? divergence and a-divergences with or < 1.
0]

The previous proposition leads to the following corollary, of importance
for a large class of applications. It is proven in Section 5.C.

Corollary 5.3.25. Assume that Conditions 5.2.11, 5.53.13 and 5.3.20 hold,
lim, o+ ¢/ (2) = —00, © is defined by linear inequalities and M=S8(0)C
[0,1]™ is a convex subset of probability vectors. Then, for any probability
vector q € (0,1)™, the function ¥U* in (5.5) is continuously differentiable at q
with Jacobian matriz at q given by (5.11) with ty=q, and the function S*
in (5.3) is continuously differentiable at q with Jacobian matriz at q given

by JIS*](q) = AJ[9"](q).

5.3.4 The Case of M Defined By Linear Equalities

Many applications involve ¢-projections on sets defined by linear equalities
(see Sections 5.4.2 and 5.4.3). The proposition below, which states that in
such cases Conditions 5.3.1, 5.3.13 and 5.3.20 are automatically verified, is
therefore of great interest. It is proven in Section 5.C.
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Proposition 5.3.26. Assume that the set M s defined by linear equal-
ities, that is, that there evist dEN', a=(ay,...,qq) eR? and d functions
fi,fo,- s fa on {1,...,m} such that

M={56[O,l]m:isifj(i)zaj,je{l,...,d}}.

Moreover, suppose that MM (0,1)™ is nonempty and M is not reduced to a
singleton. Then Conditions 5.3.1, 5.3.13 and 5.3.20 hold.

Note that the previous result does not directly provide the expression of
the function S in Condition 5.3.1 which is necessary to compute the Jacobians
in Corollaries 5.3.22 and 5.3.25. It merely guarantees that, whenever M is
defined by linear equalities, the framework for studying the differentiability of
¢-projections set up in Section 5.3.1 applies with S affine and Condition 5.3.13
additionally satisfied.

5.4 Applications To Minimum ¢-Divergence Estima-
tors

This section illustrates the application of the results of Section 5.3 to the
derivation of the limiting distributions of properly scaled ¢-projection esti-
mators in three different situations. To indicate that the element of (0,1)™
to be ¢-projected is a probability vector, it will be denoted by qy. In all three
applications, after defining the function § in Condition 5.3.1 and verifying
the conditions of Corollary 5.3.10, Corollary 5.3.22 or Corollary 5.3.25, we
shall compute the Jacobian matrix of the function §* in (5.3) at g, that
is, in the notation of Section 5.3, J[S*](qp). Given an estimator g, of o,
S*(qn) is the ¢-projection and/or minimum ¢-divergence estimator of g
(that is, the estimator of S*(qo)) and, if \/n(g, —qo) converges weakly as n
tends to infinity, it follows immediately with the delta method (see, e.g., van
der Vaart, 1998, Theorem 3.1) that

V(8 (gn) = S™(90)) = TS (90) V(g — q0) + 0 (1). (5.12)

For illustration purposes, we shall specifically consider a random vari-
able X taking its values in a set X ={z1,...,z,,} of interest such that
P{X=ux})=qu, i€{1,...,m}, and we shall assume that we have at hand
n independent copies Xi,..., X, of X. A natural estimator of ¢y is then the
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probability vector ¢, whose components are
1 .
QH,i:ﬁzl(Xj:xi), i€{l,...,m},
=1

where 1 denotes the indicator function. The multivariate central limit the-
orem establishes that, as n tends to infinity, v/n(g, —qo) converges weakly
to an m-dimensional centered normal distribution with covariance matrix
Y4 =diag(qo) — qoqg - As a result, we obtain from (5.12) that, as n tends to
infinity, \/n(S*(¢,) —S*(qo)) converges weakly to an m-dimensional centered
normal distribution with covariance matrix ¥ = J[5*](q0)X4,J[S*](q0)". To
empirically verify the correctness of the asymptotic covariance matrix 3,
in all three applications, we shall finally compare it with X, x, the sam-
ple covariance matrix computed from N =5000 independent replicates of
v/nS*(qy,) for n=>5000.

The first application below is prototypical of the use of minimum ¢-di-
vergence estimators for parametric inference: it is about ¢-projecting a
probability vector gy on the set M of probability vectors generated from
binomial distributions whose first parameter is fixed to m—1. As the set
M is not convex in this case, we will have to rely on the general results
of Section 5.3.2, and on Corollary 5.3.10 in particular. In the second and
third scenarios, the set M is defined by linear equalities (and is thus convex)
which allows using the results of Sections 5.3.3 and 5.3.4. Specifically, in
the second (resp. third) application, M is the set of probability vectors
generated from distributions with certain moments fixed (resp. the Fréchet
class of all bivariate probability arrays with given univariate margins).

5.4.1 ¢-projection on the Set of Binomial Probability Vectors

We first consider a parametric inference scenario in which one wishes to
¢-project a probability vector gy € (0,1)™ of interest on a given parametric
model. As an example, for m > 1, we consider the set of probability vectors
generated from binomial distributions whose first parameter is fixed to m — 1.
Specifically, for any ¢ €Ny and i € {0,...,¢}, let

4

pei(0) = (Z) 0i(1—0)"  6el0,1],

and let M={(pn-1000),...,pm-1m-1(0)):6€[0,1]}. The set O in Condi-
tion 5.3.1 is thus [0,1] and the ith component function S;, i €{1,...,m}, of
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Figure 5.4.1: For Pearson’s x? divergence (left), the squared Hellinger divergence (middle)
and the Kullback-Leibler divergence (right), graphs of the functions Dy(S(-)|t) for 10
vectors t € (0,1)3 of the form t=qo+ (21,...,2m), where (21,...,2,) is drawn from the m-
dimensional centered normal distribution with covariance matrix 0.01%21,,. In each plot,
the vertical dashed line marks the value 6y at which the function Dy(S(-)|qo) reaches its
minimum and the top insert contains the (strictly positive) value of Jo[Dy(S(+)]|q0)](6o)-

the function S is pp—1,-1. Furthermore, for any (€N, i€{0,...,¢} and
0e(0,1),

phi(6) = (‘?

Z) {1(2 > O)’L@Z—l(1 — 9)5—1' _ l(Z < g)ez(g_ l)(l . 9)(—2‘—1}
=/ [1<Z > 1)p€—1,i—1(9) — 1(i </-— 1)p€—1,i(9)] ’

and

PZZ(Q) =/ {1(2 > 1)p2—1,¢—1(9> - 1(i <{— l)plé—l,i(e)} .

From the above, we obtain that, for any 6 € (0,1),

JI81(0) = (Phn-10(0), - i —1m-1(0))

and
Jo[S1(0) = (Prm-1,0(0)- . Pr—1m—1(0)).

As an illustration, we take m=3 and gy =(0.1,0.2,0.7) ¢ M =S(0). As
¢-divergence, we consider Pearson’s y? divergence, the squared Hellinger
divergence and the Kullback—Leibler divergence (see Table 5.2.1). To be able
to apply Corollary 5.3.10 and compute J[S*](qo) given in (5.10) (to eventually
compute X =J[8*](q0)X4,J[S*](q) "), we need to verify Conditions 5.3.4
and 5.3.7. We proceed as suggested in Remark 5.3.11. To empirically verify
Condition 5.3.4, we plot the function Dy(S(+)|t) for 10 vectors ¢t € (0,1)? in
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a “neighborhood” of ¢y. Specifically, we consider vectors ¢ of the form t =
qo+(21,-.-,2m), where (z1,...,2y,) is drawn from the m-dimensional centered
normal distribution with covariance matrix 0.0121,,. Figure 5.4.1 reveals
that Condition 5.3.4 seems to hold for all three divergences. In all three cases,
the value 6y at which Dy(S(-)|qo) reaches its minimum is found numerically
using the optim() function of the R statistical environment (R Core Team,
2024) and its rounded value is reported in the lower left corner of each
plot. The rounded value of J2[Dy(S(-)|q0)](6o) is also provided in each
plot of Figure 5.4.1 and confirms that Condition 5.3.7 is likely to hold as
well. For all three ¢-divergences, the asymptotic covariance matrix ¥ of
vVn(S8*(gn) —S*(qo)) and its approximation 3, y show very good agreement.
We print their rounded versions below for Pearson’s x? divergence:

0.010 0.049 —0.059 0.010 0.049 —0.059
X=10.049 0.246 —0.295(, Yan=10.049 0.248 —0.297].
—0.059 —-0.295 0.353 —0.059 —0.297 0.356

5.4.2 ¢-projection on the Set Of Probability Vectors Generated
from Distributions with Certain Moments Fixed

Let X be a random variable whose support is X ={x1,z9,...,2,,} with z1 <
- <y and let go € (0,1)™ be defined by qo,=P{X =x;}), i€{1,...,m}.
Assume that the aim is to ¢-project gy on the set M of probability vectors
obtained from distributions on X whose r <m —1 first raw (non-centered)
moments are fixed to some known values p1,..., ., that is,

M= {pe [071]m . sz:17zx‘zplzl’b]7] S {L--wr}}' (513)
1=1 1=1

For the previous problem to be well-defined, it is further necessary to assume
that M is nonempty. Note that the above setting is strongly related to the
so-called moment problem. In the current finite discrete setting, Tagliani
(2000, 2001) proposed to address it using the maximum entropy principle
(Jaynes, 1957). It appears that his approach is a particular case of the
considered ¢-projection approach when Dy in (5.2) is the Kullback-Leibler
divergence and ¢ is the uniform distribution on X.

The set M in (5.13) is clearly convex. To illustrate the usefulness of
the differentiability results stated in Section 5.3.3, we shall further assume
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that MN(0,1)™ is nonempty. Since M is defined by linear equalities,
Proposition 5.3.26 guarantees that Conditions 5.3.1 and 5.3.13 hold for
some set © and some affine function S to be determined. Moreover, let
p=(1,p1,...,pr) ER" and, for any £ € {1,...,m}, let Uy be the £ x m matrix

whose ith row is (z¢!,..., 2", i€ {1,...,¢}. With the above notation,

M={pe[0,1]™:U,;1p=p}. Next, take an element p of M and denote
by 61,...,0,m—r—1 the corresponding raw (non-centered) moments of order
r+1,...,m—1, respectively. Then,

Unp = (11,0),

where = (61,...,0p_,—1) ER™ "1 and

(M,e): (17/1'17"'7“7"7(917-'-;em—r—l) eR™.

Since Uy, is a Vandermonde matrix with x; #x; for i,j€{1,...,m}, i#7, it
is invertible (see, e.g., Golub and Loan, 2013, p 203) and we have

p=U," (11,0

confirming that any p.m.f. on X is perfectly defined by its m — 1 raw moments.
As a consequence, any p € M can be parametrised by a vector § € R™ "1
(of raw moments) in

= {9 S Rm—r—l IORW S Unfll(u,ﬁ) S ].Rm}
and the function S from © =0 to [0,1]™ such that M =S(0) is given by
S)=U,,"(u.0), 0€oO.

o

Some thought reveals that S(©)=MnN(0,1)™, that is, Condition 5.3.13
holds as expected.

Let Vi, (resp. Wy,) be the mx (r+41) (resp. mx (m—r—1)) matrix
obtained from U,! by keeping its first r+1 (resp. last m —r—1) columns.
Then, note that © and S can be equivalently expressed as

O={0€R™ " Vi Wy < g — Vit } (5.14)
and B
S(O) =W 0+ Vi,  0€0, (5.15)

respectively. From the previous expressions, we have that © is convex, S is
affine (that is, Condition 5.3.20 holds) and the Jacobian matrix of S at any
0 € © is constant and equal to W,,.
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Figure 5.4.2: Lines representing the linear inequalities appearing in the definition of ©
in (5.14). The symbol ‘%" represents the point (8.896,24.8704) € © corresponding to the
probability vector of the binomial distribution with parameters m—1 and 0.4. For the
squared Hellinger divergence, the vector 6y at which Dy(S(+)|qo) reaches its minimum is
represented by the symbol ‘0. The small oblique cloud of points around ‘o’ consists of
realizations of the value 6,, at which the function Dy(S(-)|gn) reaches its minimum.

As an illustration, we take m =5, X ={0,...,m—1},r=2and p=(1,1.6,3.52).
The linear inequalities appearing in the definition of © in (5.14) are then
represented in Figure 5.4.2. Note that M =&(0) is nonempty as S(O)
contains the probability vector of the binomial distribution with parameters
m—1 and 0.4 (whose raw moments of order 1, 2, 3 and 4 are 1.6, 3.52, 8.896
and 24.8704, respectively). This also implies that (8.896,24.8704) € ©. The
latter point is represented by the symbol ‘*” in Figure 5.4.2. For ¢y, we take
(0.35,0.3,0.15,0.1,0.1). Note that gy does not belong to M as the correspond-
ing raw moments of order 1, 2, 3 and 4 are 1.3, 3.4, 10.6 and 36.4, respectively.
As in the previous application, as ¢-divergence, we consider Pearson’s y?
divergence, the squared Hellinger divergence and the Kullback—Leibler di-
vergence. In all three cases, we use the constrOptim() function of the R
statistical environment to find the vector 6y at which Dyg(S(+) | qo) reaches
its minimum. For Pearson’s y? divergence (resp. the squared Hellinger
divergence, the Kullback—Leibler divergence), after rounding to two decimal
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places, we obtain (9.18,26.84) (resp. (9.01,25.84), (9.07,26.19)). For the
squared Hellinger divergence, 6, is represented by the symbol ‘0’ in Fig-
ure 5.4.2. Additional calculations show that, in all three cases, S(6y) € (0,1)™,
which implies that Condition 5.3.14 holds. Note that, from Table 5.2.1,

Condition 5.2.11 holds for all three divergences under consideration and that,
from (5.14) and (5.15), Condition 5.3.20 holds as well. Proposition 5.3.23
and Remark 5.3.24 then imply that Condition 5.3.14 automatically holds for
the Kullback—Leibler and the squared Hellinger divergences. For Pearson’s
x? divergence, however, the additional calculations mentioned above cannot
be dispensed with.

For the x? divergence (resp. the Kullback-Leibler divergence and the
squared Hellinger divergence), we can apply Corollary 5.3.22 (resp. Corol-
lary 5.3.25) and compute J[S*](go) as given therein as well as ¥ = J[S*](¢0) S,/ [S*] (q0) -
Again, for all three ¢-divergences, the asymptotic covariance matrix ¥ of
Vn(S*(qn) —S*(qo)) and its approximation ¥, y showed very good agree-
ment. We print their rounded versions below for the squared Hellinger
divergence:

[ 0.021  —0.058 0.048 —0.005 —0.005]
—0.058 0.168 —0.154 0.037  0.007
X=10.048 —0.154 0.176 —0.080 0.011 |,
—0.005 0.037 —0.080 0.070 —0.022
—0.005  0.007  0.011 —0.022 0.009

[ 0.021  —0.059 0.048 —0.006 —0.005]
—0.059 0.169 —0.156 0.039  0.007
YpoN=1]0.048 —0.156 0.179 —0.083 0.011
—0.006 0.039 —0.083 0.072 —0.022
—0.005  0.007  0.011 —0.022 0.009

5.4.3 ¢-projection on a Fréchet Class of Bivariate Probability
Arrays

In this last application we essentially generalise the setting of the previous
chapter, albeit with a slightly different notation which is more congenial
to the present framework. Let 7,5 € N*. The initial form of the probability
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vector to be ¢-projected is a r x s matrix g,. We further assume that all
its elements are strictly positive, that is, g, € (0,1)"*. Let a€(0,1)" and
be (0,1)® be two fixed probability vectors. This last illustration is about ¢-
projecting the bivariate probability array g, on the Fréchet class M C [0,1]7*#
of bivariate probability arrays with univariate margins a and b, which, after
the strong suggestion in Geenens (2020), we have used as the main building
block of the models presented in the previous chapter. The slight differences
of the latter with the approach here delineated will be discussed in Remark
5.4.1. Furthermore, it is a problem which arises in many areas of probability
and statistics (see, e.g., Csiszar, 1975; Little and Wu, 1991; Vajda and van
der Meulen, 2005). To be able to exploit the results of Section 5.3.3, we will
need to consider a vectorised version of this problem.
Let us first define the set M in the spirit of Condition 5.3.1. Let

r—1
@: {86 [071](r_1)X(S_1) . ZQ’LJ S b]a.] S {17"'73_ 1}7
i=1

s—1
0;:<a;ie{l,....r—1}p.
> 0ij<a;

J=1

Note that © is closed and convex. Some thought reveals that the function &
from © to [0,1]"** defined by

011 01,51 a1 —Zj;wlj
S(0)=
Or—1,1 Or_1,6-1 Q1 —Zj;% Or—1,5
_bl 3010 .. by =0T Ois 1 ar+bs—1+3071 Zj;%eij_

then generates the Fréchet class M C [0,1]"*% of bivariate probability arrays
with univariate margins a and b, that is, M =8 (@) Furthermore, some
thought reveals that Q(Q):MH(O,I)MS and M is not empty as Q(Q)
contains the bivariate probability array ab’. Finally, M is compact (since
S is continuous and © is compact) and convex.

For ¢,deNT, let vec.q be the vectorization operator, which, given a
matrix in R™?, returns its column-major vectorization in R* and let Vec;Cll
denote the inverse operator. Next, let © =vec,_; ,_1(©) and let S be the
function from O to [0,1]"* defined by

S(0) =vec, 0§ovec;_11,s_1(9), 6eco.
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Some thought then reveals that
8(9) :A6+S(OR(T—1)(S—1)), e,

where A is the rs x (r—1)(s—1) matrix given by

_Q 0 ... 0] (1 0

0o Q@ ... 0 0

I Do | withQ=1]: .. | eRrROTD
0 0 .. @ 0 0 .. 1

-Q —Q@ ... —Q] 1 1 ... —1]

Hence, Condition 5.3.1 holds with m=rs and k=(r—1)(s—1), and the
resulting set M =8(0) is simply vec, ((M). Since S(6)=MnN(0,1)"*,
Condition 5.3.13 is also satisfied. Finally, Condition 5.3.20 holds as well
since ©=0 is convex and S is affine. We shall thus be able to apply
Corollary 5.3.22 provided Conditions 5.2.11 and 5.3.14 hold. Alternatively,
since © is defined by linear inequalities, we could also rely on Corollary 5.3.25
provided Condition 5.2.11 and lim,_,o+ ¢'(2) = —oc hold.

Let us now ¢-project g, on M or, equivalently, qq :vecr,s(go) on M. As
an example, we take r=s=3, a=(0.2,0.3,0.5), b=(0.5,0.25,0.25) and

0.04 0.11 0.13
4,=10.10 0.07 0.08|.
0.14 0.12 0.21

To simplify computations, we shall only use the Kullback—Leibler divergence
here, as the I-projection of a bivariate probability array on a Fréchet class
can be conveniently carried out in practice using the iterative proportional
fitting procedure (IPFP), also known as Sinkhorn’s algorithm or matrix
scaling in the literature (see, e.g., Pukelsheim, 2014; Idel, 2016; Brossard
and Leuridan, 2018). Specifically, we use the function Ipfp() of the R
package mipfp (Barthélemy and Suesse, 2018). The I-projection of ¢, on
M., rounded to two decimal places, is found to be

0.06 0.08 0.06
p,=10.18 0.07 0.06],
0.27 0.10 0.13
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so that the vector 6y (rounded to two decimal places) at which Dy(S(-)|qo)
reaches its minimum on O is (0.06,0.18,0.08,0.07). Since Condition 5.2.11
and lim, g+ ¢'(z) = —o0 hold for the Kullback—Leibler divergence (see Ta-
ble 5.2.1), we can directly apply Corollary 5.3.25 and compute J[S*|(qo) as

well as the asymptotic covariance matrix ¥ = J[5*](¢0) S, /[S*](q0)". The
rounded version of the latter as well as of its approximation ¥, y are:

[ 0.041  —0.013 —0.028 —0.026 0.009 0.017 —0.014 0.004  0.011 ]
—-0.013 0.059 —0.047 0.009 —0.037 0.028 0.003 —0.023 0.019
—-0.028 —-0.047 0.075  0.017  0.028 —0.045 0.011 0.019 —0.030
—-0.026 0.009 0.017 0.034 —-0.011 -0.023 —-0.007 0.002  0.006
¥=10.009 -0.037 0.028 —0.011 0.039 —0.028 0.002 —0.002 0.001 |,
0.017  0.028 —0.045 -0.023 -0.028 0.051  0.006  0.001 —0.006
-0.014 0.003 0.011 —-0.007 0.002  0.005 0.022 —0.005 -0.017
0.004 —-0.023 0.019 0.002 -0.002 0.001 —-0.005 0.025 —0.020
| 0.011  0.019 -—0.030 0.006 0.001 -0.006 -—0.017 -0.020 0.036 |

[ 0.040 —0.013 —0.027 —0.025 0.009 0.016 —0.015 0.004  0.011 |
-0.013 0.059 —-0.046 0.010 —-0.037 0.027  0.003 —0.022 0.019
-0.027 -0.046 0.073  0.016  0.028 —-0.043 0.012 0.018 —0.030
-0.025 0.010 0.016 0.033 —0.011 -0.022 -0.007 0.001 0.006
YpNv=1 0009 —0.037 0.028 —0.011 0.039 —0.028 0.002 —0.002 0.000 |,
0.016  0.027 —0.043 -0.022 -0.028 0.050 0.006  0.001 —0.006
-0.015 0.003 0.012 —0.007 0.002 0.006 0.022 —-0.005 -0.017
0.004 —-0.022 0.018 0.001 -0.002 0.001 -0.006 0.024 -0.019
| 0.011  0.019 —-0.030 0.006  0.000 —0.006 -—0.017 -0.019 0.036 |

showing again very good agreement.

Remark 5.4.1. Let us briefly explain the slight difference that exists between
the above application of Corollary 5.3.22 to I-projections on Fréchet classes
and what we have presented in the last chapter. Essentially, instead of
obtaining differentiability results for the function §* in (5.3) at go, in Section
4.2.4 of Chapter 4 we have provided differentiability results for the function

rs—1
((117---7(_1rs—1)'_>8* (QIa---aqu—lal_ Z QZ)
=1

at qo. By the chain rule, the Jacobian of the latter function at ¢ is simply
J[S*](q0) R, where J[S*](qo) is given in Corollary 5.3.22 and R is the rs x
(rs—1) matrix obtained by adding a row of -1’s below the identity matrix
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I.s_1. In other words, in Section 4.2.4 of Chapter 4 we have somehow
bypassed the parametrisation aspect individuated by the definition of ©
and the continuous injection S, as instead done in this chapter, and we
have proceeded in a more direct way. However, the results of the previous
chapter acted as the starting point for the developments we have presented
here. Furthermore, the use of the vectorisation operator as a tool to employ
the results of this chapter for the problem of the Frechet class of pmfs,
which is naturally usually stated using matrices, is particularly enlightening
when aiming to generalise the methodology delineated in Chapter 4 to the
multivariate case, as shall be explained in the future work section of this
thesis. U

This chapter concludes the treatment of the line of our research that
started by the development of copula-like models for finite discrete bivariate
random vectors, of which some results prompted us to study the general-
isations presented here. Clearly, the latter investigations have not been
conducted in a context that directly connects with the hydrological under-
pinnings of this thesis, which, for instance, initially led us to consider the
problem of copulas in the case of discrete margins. In the following chapter
we shall briefly return to a hydrological motivation behind the study of
another theoretical and applicable tool.
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Appendix

5.A Proofs of the results of Section 5.2

Proof of Proposition 5.2.13. First, notice that the set [0,1]% ) is in-

deed convex since any convex combination of elements of [O,l]gflpp(t) is in
[0,1]™ and has support included in supp(t). Next, recall the definition of
fin (5.1) and let us first show that Condition 5.2.11 implies that, for any
w € (0,00), f(-,w) is strongly convex on [0,1]. Fix w € (0,00) and let k4(w)
be the strong convexity constant of the restriction of ¢ to [0,1/w]. Then, for

any v,v' €[0,1] and « €[0,1],

Flav+(1—a),w)=wé (aZZJr (1 —a)g)

\V]

/

<was (L) +ult-a)o( ) ~u"a(1—a)

Kp(w)

=af(v,w)+(1—a)f(v,w)— a(l—a)lv—o'|%

Hence, for any w € (0,00), f(-,w) is strongly convex on [0,1] with strong
convexity constant kg(w)/w.

Now, let t €[0,1]™, t # Ogm, and notice that, for any s € [O,l];fjpp(t), all the
summands in the expression of Dy(s|t) in (5.2) corresponding to the t;’s
that are not strictly positive are zero because of the definition of f in (5.1).
As a consequence, without loss of generality, we can assume that ¢ € (0,1]™.
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Hence, for any ¢ € (0,1]™, s,s' €[0,1]™ and « € [0,1],

m

<a§:1f(sl,t)+(1— )if(s £) i 1, — 12
<aDy(s 1)+ (1-a)Dy(s'| 1) — (1 —a) s — /|2 e{qggm}“‘gg").

Hence, for any ¢ € (0,1]™, the function Dy(-|?) is strongly convex on [0,1]™
with strong convexity constant min;eqy, . myrg(ti) /L. O

Proof of Lemma 5.2.14. Let z,y in [0,00) such that z#y. Notice that
any w<1/max{z,y} is such that x and y are in [0,1/w]. Fix one such w
and let x4(w) be the strong convexity constant of the restriction of ¢ to
[0,1/w]. Then, for any « € (0,1),

1

dlaz+(1-a)y) <ad@)+(1-a)¢(y) - ro(w)a(l —a)lz—yl’

<ap(x)+(1—a)p(y),

since 5kg(w)a(l—a)|z—y[*>0. As z,y are arbitrary in [0,00), this estab-
lishes the strict convexity of ¢. ]

5.B Proofs of the results of Section 5.3.2

Proof of Proposition 5.3.5. The proof is an adaption of the proof of
Theorem 3.3 (iii) in Gietl and Reffel (2017). Let (¢,,) be a sequence in [0,1]™
such that lim, . t,=to. For n large enough, 6,=1*(t,) is well-defined
via (5.4) and s, =S(6,,) is the ¢-projection of t,, on M =S(0). Since O is a
compact subset of Rk, by the Bolzano—Weierstrass theorem, the sequence
(6,) in © has a convergent subsequence which converges to an element of ©.
Let (6,,) be such a subsequence and let lim,,_,6,, =6**. By continuity of
S, we immediately obtain that lim, . S(6,,) =S (0**) Then, using the fact
that every subsequence of (t,) converges to tg and the lower semicontinuity
of Dy (see Proposition 5.2.4 (i)), we obtain that, for any 6 e O,

Dy(S(0%) [10) = D Jizy S(0y,)] Jim 1) = Dy Jim S(0,,) | Jimy 1)
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where we have used the fact that, for n large enough, Dy(S(0,,)|t,,) <

Dy(S(0) |t,,) since 8, =0*(t,,). Finally, using the continuity of Dy with

respect to its second argument (see Proposition 5.2.4 (ii)), we obtain
lminf Dy(S(6) 1) = Jim Do(S(0)|1,)=Do(S(6) | o).

n—00

In other words, we have shown that, for any 6 € ©, Dg(S(6°) | o) < Dy(S(6) |
to), which, since S(¥*(to)) is the unique ¢-projection of ty on M =8(0) by
Condition 5.3.3, implies that S(0**) =S(9¥*(t)), and, by the injectivity of S,
that 0" =v*(ty). Hence, lim, 0, =lim, V" (t,,) =0U"(ty). Reasoning

by contraposition, this implies that ¥* is continuous at . o

Proof of Lemma 5.3.9. Let us first state a formula that we will need later
in the proof. Having in mind the definitions given above Lemma 5.3.9,
let g:U =R and h:U — R, where U is an open subset of R%, be
continuously differentiable on U. Then, the product function gh given by
(gh)(z)=g(z)h(z), x€ U, is well-defined and, using for instance Theorem
T4.3 in Table IV of Brewer (1978), we have

Jlghl(@) = (h(z)" @ 1) J[g)(x) + (La@ g(x)) J[h](x),  x€U.  (5.16)
1

We shall now proceed with the proof. From (5.1) and (5.2), for any
t€(0,1)™ and any s € [0,1)™,

D¢(8|t)=§:1ti¢ <Z>

implying that, under Condition 5.2.12, for any ¢ € (0,1)™, Dy(-|?) is twice
continuously differentiable on (0,1)™. Then, since S is assumed to be twice
continuously differentiable on © and S (@) C (0,1)™ by Condition 5.3.1, for
any t € (0,1)™, Dy(S(-)|t) is twice continuously differentiable on ©. Next,
fix ¢ € (0,1)"™ and consider the function from (0,1)"™ to R™ defined by

¥(5) =D [0 = (¢ (7)o (32)). sea,
Then, by the chain rule, for any 6 € (:),
DS ()| 0)(6) = TIDs(- | 1)(S(6))TLS)(6) = E(S(©) T IS)6).

Note in passing that

@)= R{D | )(s) =ding (o (5] o (3], se0a

tl E o ,tm tm
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Finally, from (5.16) and the chain rule, for any 6 € é,

Ja[Do(S() [4)1(0) =T | T[De(S(-) [)]](8) = T [@(S()) T J[S]] (6)

= (J[81(0)T @ 1) J[DUS ()] (0) + (L @ D}(S(9)) ") Jo[S)(6)
=J[S)(6) " T[®}](S(6))][S](0) + (Ik®<I>’ (6))") J2[S](6)
s (50) . o (510) v

o5 (50

Proof of Theorem 5.3.1. As verified in the proof of Lemma 5.3.9, under
the conditions considered from Section 5.3 onwards, we have that, for any
t€(0,1)™, the function Dy(S(-)|t) is twice continuously differentiable on

©. Next, let F be the function from (0,1)™ x © to R defined by F(t,0) =
J[Dy(S(-)|1)](8), te(0,1)™, 6 €©O. From the chain rule, we have that, for
any t € (0,1)™ and 0 €O,

F(t.0) =D 1150 1810) = (o (22 .o (T2 >))TJ[81<9>,

31 tm
(5.17)
implying that F is continuously differentiable on the open subset (0,1)™ x ©
of R™.
From Condition 5.3.4, for any t € N'(tp), the function Dy(S(+)|¢) from

O to R reaches its unique minimum at 9*(t) € ©, where the function 9* is
defined in (5.5). First order necessary optimality conditions then imply that

J[Dy(S(-) | )](0*(t)) = F(t,9%(t)) =0gr for all t€ N(tp). (5.18)
Since F'(to,V*(tp)) =0gx by (5.18) and
Jo[Dg(S(-) [10)](0*(t0)) = J[F (Lo, )] (9" (t0))

is invertible by Condition 5.3.7, we can apply the implicit function theorem
(see, e.g., Fitzpatrick, 2009, Theorem 17.6, p 450) to obtain that there
exists r € (0,00), an open ball BC (0,1)™ of radius r centered at t; and a
continuously differentiable function ¢: B — R* such that

]

F(t,g(t)) = Ok for all t € B,
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and, whenever ||t —to| <7, ||0—1*(to)|| <r and F(¢,0)=0, then 0=g(t).
Moreover,
TF (g1 + TN 9(0)T )0 =0 for all tEB.

Now, under Condition 5.3.4, Proposition 5.3.5 states that the function v*
in (5.5) is continuous at ty. Hence, there exists an open neighborhood
B’ C B of ty such that, for any t € B', ||[0*(t) —9*(t9)|| <r. Besides, by (5.18),
F(t,0%(t)) =0p« for all te B'NN(ty). Therefore, by the implicit function
theorem, for any t€B' NN (ty), 9*(t)=g(t) and thus ¥* is continuously
differentiable at ¢, with Jacobian matrix at ¢y given by

T19°](t) = = J[F (to, )] (9" ()~ J[F (-, 9" (t0)) o).

Consider the continuously differentiable function from (0,1)™ to R™ defined

b
' )= (o (SOLD) g (S@D)) e gy

t tm
and note that J[W'](ty) is equal to —A(tg), where A(ty) is given in (5.9).
The expression in (5.8) finally follows from the fact that J[F'(to,-)](9*(tg)) =
Jo[Dy(S(+) |t0)](¥*(t9)) and the fact that, by (5.16) and (5.17),

J[F (-9 (to)](to) = J [ () "I [S](9*(0))] (to) = (J[S](9* (to)) T @ 1) J[¥'](to).
[]

Proof of Lemma 5.3.15. From Conditions 5.3.3 and 5.3.14, there exists
an open neighborhood N (ty) C (0,1)™ of g such that, for any t € N'(¢), the ¢-
projection s* of t on M exists, is unique and belongs to (0,1)™. Furthermore,
Condition 5.3.1 implies that the function S is a bijection between © and M.
Under Condition 5.3.13, we immediately obtain that it is also a bijection
between © and M N (0,1)™. Hence, for any t € N(tg), the unique ¢-projection
s* =8*(t) e MN(0,1)™ satisfies s* =S(6*) for some (unique) 6* € O. O

5.C Proofs of the results of Section 5.3.3

Proof of Proposition 5.3.16. First recall that, by continuity of S and
compactness of ©, M=S8(0) is a compact subset of [0,1]™. Note also
that, for any t € (0,1)™, [O,l]gflpp(t) =1[0,1]™. Then, by Proposition 5.2.7 and,
since Condition 5.2.2 holds, by Proposition 5.2.9 (i), for any ¢ € (0,1)™, the
¢-projection s* of t on M =8(0) exists and is unique (which implies that
Condition 5.3.3 holds). O
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Proof of Proposition 5.3.19. Fix t€(0,1)". As already verified in the
proof of Lemma 5.3.9, the function Dy4(S(+)|t) is twice continuously differ-
entiable on ©. From Theorem 2.1.11 in Nesterov (2004), we have that the
strong convexity of the function Dy(S(+)|t) from © to R is equivalent to the
fact that, for any 0 €0, J [Dy(S(-) |1)](8) — k(t)I) is positive semi-definite,
where x(t) is the strong convexity constant of the function Dy(S(-)|t). This
then immediately implies that, for any ¢ € (0,1)" and 0 € ©, Jo[Dy(S(-) | £)](6)
is positive definite. Since, under Condition 5.3.4, ¥* can be expressed as
n (5.5), we immediately obtain Jao[Dy(S(-)|t0)](¥*(t0)) is positive definite,

that is, that Condition 5.3.7 holds. ]
Proof of Lemma 5.3.21. From Condition 5.3.20, for any 6,6’ €© and a €
[0,1],

S(af+(1—a)f)=A(abd+(1—a)f)+7=aS(0)+ (1—a)S(¥).

Next, since Condition 5.2.11 holds, from Proposition 5.2.13, for any 0,0’ € ©,
t€(0,1)™ and a €10,1],

Dy(S(ab +(1—a)f) [t) = Dy(aS(0) + (1 —)S(6") [ 1)

<aDy(S(0) 1)+ (1 =) Do(S(O') |1) = "2 (1) S(0) - S(0') I}
= aDy(S(0) [1)+(1 =) Do(S(0') |1) = =25 (1= ) [ 40— )]
<aDy(S(0) 1)+ (1 =) Do(S(0') |£) = “25 a1 )ell— 1,

where xp, (|, is the strong convexity constant of the function Dy(-[t) and c

is a constant that depends on A such that, for any = € R”, ||Az||2> c||z|)3.
To prove that, for any ¢ € (0,1)™, the function Dy(S(:)|t) from O to R is
strongly convex, it remains to show that the constant ¢ can be chosen strictly
positive. Let Sk '—{zeR":||z||y=1} be the unit sphere in R* and let
c=mingcgr1 ||Az||3. Then ¢>0 and, as expected, for any = € R,

2

2 Ai
]2l
To prove that ¢ >0, we proceed by contradiction. Assume that ¢=0. Then,
there would exist € S¥~! such that Az =0. Since S is assumed to be affine
and injective, x+— Az is a linear injective function and Az =0 implies that
2 =0g+. This is a contradiction since O ¢ S*~!. Hence, for any ¢ € (0,1)™,
the function Dy(S()|t) from © to R is strongly convex. O

1Az])5= > cf|l3-
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Proof of Corollary 5.3.22. To show the result, it suffices to verify that the
conditions of Theorem 5.3.1 and Corollary 5.3.10, namely Conditions 5.3.4
and 5.3.7, are satisfied. From Proposition 5.3.16, we know that Condi-
tion 5.3.3 holds. Lemma 5.3.15 then implies that Condition 5.3.4 holds since
Conditions 5.3.13 and 5.3.14 are assumed to be satisfied. From Lemma 5.3.21,
we have that Conditions 5.2.11 and 5.3.20 imply Condition 5.3.18, which
implies Condition 5.3.7 by Proposition 5.3.19. ]

Proof of Proposition 5.3.23. Recall that the fact that, for any proba-
bility vector g€ (0,1)™, the ¢-projection p* of ¢ on M =S5(0) exists and
is unique follows from Proposition 5.3.16. Note also that the function S
defined in Condition 5.3.1 is a bijection between © and M =S(6©). When
it is affine (that is, under Condition 5.3.20), an expression of its inverse is
given by Lemma 5.C.1 below. Specifically, we then have that

SHp)=(A"TA)TAT(p—v), peM.

This implies that the set M can be equivalently expressed as

M= {pE [0,1]™: ipi: 1,(ATA)_1AT(p—fy) € @},

i=1

and, since O is defined by linear inequalities, that M is defined by linear
inequalities. Some thought then reveals that there existsa deNT, a,..., a4 €
R and d functions g¢1,9s,...,94 from {1,...,;m} to R such that

M= {pe 0,1]™ sz—lzngg i)>aj,j€{1,.. d}}

Setting f;(i)=g;(i) —a; for ie{l,...,m} and je{l,...,d}, it is easy to
verify that M can be equivalently rewritten as

M= {pEOl Zpl 1Zplfj )>0,7€{1,.. d}}.

Theorem 2 (c) of Riischendorf (1987) and the remark following it then imply
that, for any probability vector ¢ € (0,1)™, there exist ¢=(cy,...,cq) € R¥H!
such that, for any i € {1,...,m},

p =q;Q (CO+ZC]fJ )
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where p*=8%(q) is the ¢-projection of ¢ on M. If lim, .o+ ¢'(z)=—00,
¢'~1(x) >0 for all € (0,00) and the previous centered display immediately
implies that S*(¢) € (0,1)™ whenever ¢ € (0,1)™. O

The following lemma is necessary for proving Proposition 5.3.23.

Lemma 5.C.1. Under Condition 5.5.20, the inverse S~! of S:© — M can
be expressed as

Ss)=(ATA AT (s—7), seM. (5.19)

Proof. Since A is of full rank because of the injectivity of S, we know, for
instance from Ben-Israel and Greville (2003, Theorem 5, p 48), that AT A
is invertible. Moreover, for instance from expression (6.13) in Trefethen
and Bau IIT (1997), we have that the orthogonal projection of x € R™ on
Im(A)={yeR™:y= Az z€R"} can be computed as A(A"A)~'ATz. This
implies that

A(ATA) ATy =y, for all y € Im(A). (5.20)

We shall use these facts to prove that (5.19) provides an expression of the
inverse of the function S:0 — M. Let §# € ©. From the invertibility of AT A,
we have that

STHS(0) =S (A0 +7)=(ATA) AT A0=0.
Next, let s € M. Then, using (5.20),
S(ETH)=S(ATA) A (s =) =A(ATA)TA (s =) +y=(s =)+ =
since s —y belongs to Im(A). O

Proof of Corollary 5.3.25. To show the result, we shall check that the
conditions of Corollary 5.3.22 are satisfied. It thus just remains to verify
Condition 5.3.14. The latter follows from Proposition 5.3.23 since attention
is restricted to probability vectors. ]

Proof of Proposition 5.3.26. The fact that M is defined by linear con-
straints is equivalent to the existence of a dxm matrix B such that
M={s€]0,1]": Bs=a}. Because M is convex and not reduced to a sin-
gleton, it contains an infinity of elements. Since MN(0,1)™ is nonempty,
we can choose sp € MN(0,1)™. Then, for any s€ M, s— sy €ker(B), where
ker (B) ={z €R™: Bx=0ga}. Since ker(B)# {Ogm}, there exists a strictly
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positive integer k <m and 6y,...,0, € R™ that form a basis of ker(B). Let
A be the matrix whose column vectors are d1,...,0; and let

O={0€R": 0pn <59+ A < 1pn }. (5.21)

Since, for any s € M (resp. MN(0,1)™), s —sg € ker (B), there exists a unique
0 eR" such that s—sy=Af and, as s=so+Af belongs to [0,1]™ (resp.
(0,1)™), 6 necessarily belongs to © (resp. ©). In other words,

VseM (resp. MN(0,1)™), there exists a unique €O (resp. O)
s.t. s=s9+Af. (5.22)

To complete the proof, we shall show that Conditions 5.3.1, 5.3.13
and 5.3.20 are satisfied for © in (5.21) and the function S defined by
S(0) = Af+ sy, #€0O. Condition 5.3.20 clearly holds since © is convex and
S has the right form with y=sy. Let us next verify that Condition 5.3.1
is satisfied. Note that © is clearly bounded. Furthermore, from (5.21),
the fact that so € MN(0,1)™ is equivalent to Ogm < 59+ AOpx < 1gm implies
that Ok € © and thus that @#@ The fact that S is a bijection between ©
and M follows, on one hand, from the fact that, for any # €O, S(#) € M
(since B(A0+ s¢) = BAO+ Bsy=0ga+a) and, on the other hand, from (5.22)
(since, for any s € M, there exists a unique § € © such that S(f)=s). In a

similar way, Condition 5.3.13 is a consequence of the fact that, for any 6 € (:),
S(0)e MN(0,1)™ and (5.22). O
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Chapter 6

First Passage Time Density
Approximation

This chapter is based on Di Nardo et al. (2023)

Di Nardo, E., G. D’Onofrio, and T. Martini (2023), Approximating
the first passage time density from data using generalised Laguerre

polynomials, Communications in Nonlinear Science and Numerical
Sitmulation 118, 106991,

and on Di Nardo et al. (2024)

Di Nardo, E., G. D’Onofrio, and T. Martini (2024), Orthogonal gamma-
based expansion for the cir’s first passage time distribution, Applied
Mathematics and Computation 480, 128911.

In the context of stochastic modelling of hydrological processes, one may
consider a stochastic process representing the concentration of a tracer or
the presence of water particles in a hydrological system. Then, it could be of
interest to investigate the first time at which a particle, or a set of particles,
first reaches a certain threshold after being introduced into the system. This
threshold could represent various hydrological events, such as the arrival of
water at a river outlet, the appearance of a contaminant at a monitoring
well, or the time when the water table reaches a critical level. For example,
Stechmann and Neelin (2014) recalls that in models for precipitation and
column vapour, precipitation events commence when water vapor attains
a specific threshold value and conclude when it drops to a slightly lower
threshold, as supported by recent observational and modelling studies. In
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addition to the previously mentioned hydrological applications, this same
problem also arises in a wide array of fields, including finance, engineering,
computational neuroscience, mathematical biology, and reliability theory
(see Redner (2001) for a thorough exposition). The dynamics of a noisy
system in these contexts are often modelled by a stochastic process {Y (t) }+>0
evolving in the presence of a threshold S(¢) for ¢>0. The mathematical
study of the FPT problem consists in finding the probability density function
(pdf) g[S(t),tly-,7]=4P(T <t) of the random variable (rv) T, defined by

_ {inftzT{Y(t) >S5}, Y(r)=y-<5(7),
inf>{Y (t) <S(t)}, Y(7)=y->5(7),

representing the time it takes for the process {Y (¢)}+>0 to cross the threshold
S(t) for the first time. As we continue, the pdf of interest g[S(t),t|y,,7]
will be denoted by ¢ for notational convenience. Despite the problem’s
classical nature and its seemingly straightforward formulation, a closed-form
solution exists only in very limited cases, dependent on the characteristics
of both {Y(¢)}+>0 and S(t). Various strategies have been developed to
tackle this problem, as comprehensively reviewed in Ricciardi et al. (1999).
For instance, Doob’s representation formula (Doob, 1949) has been used,
or, as another example, Siegert’s equation (Siegert, 1951). It consists in
a partial differential equation involving either the moments of T' or its
Laplace transform. Albeit rarely, closed-form expressions can emerge (see,
e.g., Buonocore et al., 2015). Asymptotic expressions of g can be studied
using the Volterra integral equations (Giorno et al., 1990; Nobile et al.,
1985), Laplace transform techniques (Martin et al., 2019) or Large Deviation
estimates (Baldi et al., 2020; D’Onofrio et al., 2018). However, since in
general the latter techniques may not work, in practice numerical evaluations
of g can come in handy. For instance, g can be approximated by exploiting
the fact that it is the solution of a non-singular second kind Volterra integral
equation (Buonocore et al., 1987; Ricciardi et al., 1984; Giorno et al., 1989;
Gutiérrez-Jaimez et al., 1995; Di Nardo et al., 2001) or by using a Sturm-
Liouville series expansion with (Linetsky, 2004; Alili et al., 2005; Kent, 1980).
It is clear that all these techniques rely on the knowledge of the nature of the
stochastic process {Y(¢)};>0. More precisely, they exploit the availability of
some computable objects regarding {Y (¢)}:>0. In this context, as already
mentioned in the introduction, by starting from the FPT problem with
constant boundary S(t)=5>0 for the CIR process, which is notoriously
tricky, the authors of Di Nardo and D’Onofrio (2021) introduced a series
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expansion of g as a tool to approximate it. In the particular case of the
CIR, the feasibillity of the expansion was based on novel way to compute
the cumulants of T". Then, more precisely, the FPT pdf has been expanded
in series of generalised Laguerre polynomials, involving moments computed
from cumulants and weighted by a gamma pdf. The idea of approximating
a pdf by truncating a suitable series expansion is not new. Indeed, such an
expansion when Hermite polynomials are used instead of the Laguerre, and a
normal pdf instead of the gamma, is known as Gram-Charlier type-A series.
We refer the reader to Provost and Ha (2016) and Asmussen et al. (2019) for
two interesting papers where the more general methodology of approximating
a pdf based on the knowledge of its moments is introduced, using the product
of a weight function, usually called parent or reference distribution, and a
family of associated orthogonal polynomials. Nevertheless, Section 6.1 of
this chapter will provide the necessary preliminaries on this subject.

Before proceeding, we would like to discuss an issue, that, as far as our
knowledge goes, is seldom treated in the literature. That is, this type of
approximation is not guaranteed to be always positive. Two main approaches
can be found scattered in the literature. The first one involves finding
constrained regions on the values of the moments (or cumulants) such that
the resulting approximation will provide a non-negative pdf, and, due to
the complexity of this approach, it is applied when the approximation is
built with a low truncation order. For instance, this technique was used
when approximating the FPT pdf of an Ornstein-Uhlenbeck process in
Smith (1991). Similarly, some restrictions on the first four moments that
guarantee the non-negativity of the approximated density are discussed
in Lung (1998). More recently, in the case of a normal reference density
and for arbitrary even order, the valid region of cumulants has been found
numerically through a semi-definite algorithm by Lin and Zhang (2022).
It must be noted that, with the low truncation order employed in these
references, the approximated density may fail to be close to the desired
one, especially for objective densities that are not sufficiently close to the
reference density. A second way of tackling this issue consists in replacing
values of a suitable positive function to the negative ones assumed by the
approximated pdf. For instance, Wilson and Wragg (1973) suggests a second-
degree polynomial as an interpolating function for pdfs with support (0,00),
when the negativity happens in a right-handed neighborhood of the origin.
In this thesis, this second approach is developed along a different direction
and for the first time within the FPT framework, as shall be seen in Section
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6.4.5. We mention that, as will become clearer in Section 6.4.4, this issue can
also be tackled by producing a correct approximation of the FPT cumulative
distribution function (cdf).

The issues highlighted thus far are not the sole concerns related to the
application of this approximation. Additional factors, such as the selection
of gamma pdf parameters and the series truncation order, may also influence
the approximation’s accuracy. These topics, which are only briefly mentioned
in Provost and Ha (2016), are explored comprehensively in this chapter. For
instance, the critical importance of the coefficient of variation in determining
the gamma pdf parameters is discussed, and the truncation order is managed
through suitable stopping criteria.

The efficiency of the proposed approximation will be tested on two diffusion
processes: the geometric brownian motion and the First passage time, also
known as Cox-Ingersoll-Ross (CIR). While the former has been selected for
its mathematical tractability, which leads to the possibility of computing a
closed form of the FPT pdf with almost all the techniques mentioned in the
beginning, the latter was considered precisely because its FPT problem is
historically difficult to address and in such a context our tool finds its most
useful application.

Having a reliable approximation of the FPT pdf which can be conve-
niently corrected to a bonafide pdf opens up the path to three interesting
applications.

The first one is the proposal of an acceptance-rejection-like method that
hinges upon the particular form of the series expansion. This approach
enables the generation of FPT data even when its distribution is unknown.
Although acceptance-rejection methods have previously been employed in
the FPT context, as seen in Herrmann and Zucca (2019) and Mijatovié
et al. (2015), they have not been applied to the CIR process. The novelty of
our proposed approximation strategy lies in its innovative exploitation of a
series representation of the unknown density. This method is particularly
advantageous given the lack of exact simulation techniques for CIR sample
paths. Existing methods, which rely on discretization or transition densities,
incur substantial computational costs when the fixed time step is small.

The second one exploits an additional benefit of the Laguerre-Gamma
series representation. Indeed, it enables the generation of density esti-
mates derived from sample moments. In situations where the FPT mo-
ments/cumulants are unknown, this method can be used to construct an
estimator of the FPT pdf from a sample of FPT data. This technique is

238



6 — First Passage Time Density Approximation

known in the literature. More in general, when dealing with a series expan-
sion with respect to an arbitrary family of orthogonal polynomials, these
estimators are referred to in the literature as orthogonal series estimators.
The Laguerre-Gamma series itself can be highly competitive compared to
traditional density estimators like the kernel density estimator (KDE) or
the histogram when the distribution generating the data is supported on
(0,00), as noted by Hall (1980).

Finally, in the third application, we will set forth an example of how
the Laguerre-Gamma series expansion could be used to perform parameter
estimation of the underlying diffusion through an approximated maximum
likelihood, in the case where a sample of FPT data is available, and, unlike
in the previous scenario, the moments are known.

This chapter is organized as follows.

In Section 6.1 we describe in general a procedure for obtaining approxi-
mations of unknown pdfs by truncating series representations with respect
to a family of orthogonal polynomials and a known reference density. The
choice of the latter is then treated in the context of the FPT problem.

Next, in Section 6.2, after briefly recalling the framework in which we
shall give our proposals, we provide the theoretical results fundamental for
applying the procedure outlined in the previous section to a FPT density g
and FPT cdf G, such as a study of the order of convergence.

Given the framework set up in Section 6.1 and 6.2, in Section 6.3 we
define the approximant function, we delineate some of its properties and we
introduce the issues discussed above.

Section 6.4 is then written with the aim of providing ways to solve these
issues. More in general, it provides elucidations on how to actually compute
the given approximant. For instance, corrections for positivity, an iterative
algorithm and related stopping criteria are introduced. The method for
approximating the cdf is developed as well. We stress that this approach,
new in the FPT context, has some numerical advantages and allows an easier
approximation of quantiles.

In Section 6.5 we recall the FPT problem for the GBM and the CIR
process resuming the known results useful for carrying out the proposed
approximation.

Numerical examples are given in Section 6.6 for both the GBM and the
CIR process aiming to discuss the strengths and weaknesses of the proposed
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approach. We set three different choices of the CIR process (resp. GBM)
parameters and boundaries that corresponds to different forms and statistical
properties of the FPT pdf and cdf.

The last section presents the three applications introduced above. Con-
cluding remarks then end the chapter.

6.1 Moment Based Probability Density Function Ex-
pansions

Let X be a real valued absolutely continuous rv and let g be its density.
Suppose g is not available in a closed form, but the moments y; (or cumulants
k;) of X are known. We denote the support of g by supp(g)={zreR:
g(z)>0}. Furthermore, suppose that additional information on g, such
as knowledge of the support or of some dispersion measures, is available
such that it is possible to identify a well known "reference" distribution f
resembling g. It is clear that we must have supp(f) Csupp(g). For example,
knowing that g is supported on the real line and that g is symmetric would
suggest us to select f as the normal pdf. Let v be a measure having density
f and consider the weighted Hilbert space L2 defined as

ng{h:R—HM (/h2du)1/2: </O:oh2(:c)f(x)d:c>1/2<oo}

and equipped with the usual inner product < h,l>,= [hldv and the corre-
sponding norm ||h||? =< h,h >, for h,l€ L2.

To have a tractable form of g, as it has been proposed in a variety of
contexts in the literature, one could exploit a series expansion of g based on
the moments (or cumulants) of X and on a set of polynomials { P }r>0, with

Py=1, which is orthonormal with respect to some measure having density
f. That is

<Pnapm>1/:(5mn7 manEN-

If for all j €N the moments [, (s 27 f(z)dz of f are finite, classical results
(see, e.g., Szegd, 1975, Section 2.2) shows the existence of the desired family
{Ps}r>0, which can then be computed with the classical Gram-Smidth
orthogonalization procedure. That is why, in the rest of this chapter, when
discussing a reference density whose moments are known to be finite we will
often refer to its associated family of orthonormal polynomials. The aim is
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being able to meaningfully write

g oo
7:Zak(:u1>"'nu’k)P]€7 (61)
[z

where ag(fi1,.. ., k) are coefficients depending on the first £ moments. Series

representations of this type are also known as generalised Fourier series.
Let meN. Equation (6.1) remains a formal writing until a definition of
the convergence as m goes to infinity of the partial sums 37", a; P; to % is
precisely given. Usually, as shall become clearer in the forthcoming discussion,
conditions on g, f and { P }1>o are found such that the convergence in L? is
guaranteed. Indeed, a common assumption is that the orthonormal sequence

{ Py} >0 is complete in L2, that is (see, e.g., Sansone, 1991).

Definition 6.1.1. The orthonormal sequence {P;};>o is said complete in
L2 if any of the following equivalent conditions hold:

1. for all k>0, if g€ L? and <g,P,>,=0 then g=0;
2. h=js0<f,Px>, Py, Yh€ L? (Series Representation);
8. ||k =Zis0| <h, P>, |?, Vh € L% (Parseval Identity).

In other words, the sequence { P; };>¢ is complete if it forms an orthonormal
basis of L2. Thus, if {Py}x>0 is proven to be complete and assuming
furthermore that %E L2, from 2. in Definition 6.1.1, we have that

I N < f P>y Po=Y < f, P>, Py = Z/Oo I p (@) f(2) da Py

? k>0 k>0 k>07 " f(z)
k
=> E[P(X)|Pe=1+ > E[P:(X)]Pe=1+)_ (Z bL;CE[Xi]) P
k>0 k>1 k>1 \i=0
k
=1 + Z (Z bi,k,ui) Pk
k>1 \i=0

where b, for i€{1,....k} are the coefficients of P;. Thus, by setting
ag(p1,- .., k) =E[Pr(X)] we recover the desired expression (6.1). Note that
the latter, without additional assumptions, holds only as a serie represen-
tation in L? in the following sense: we have ||X7_oE[Py(X)] P — %HQ goes
to zero as n tends to infinity. From now on, we will assume that {Py}xr>0
is complete and that %E L? and, for simplicity of notation, we will write
ar =E[P(X)]. Before proceeding, we stress out that pointwise and uniform
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convergence of >}'_jap Py to % are usually harder to prove and must be

investigated case by case, especially in the case of an unbounded supp (g),
such as supp (¢) =(0,00) in our forthcoming application to the FPT problem.

After having obtained a series expansion of %, an approximation of g is
readily computed by truncating the series to an order n. That is, we define
our approximant g, of g as

Gn() = F(z)(1+ kz axPy(r)), = €supp(g), (6.2)

recalling that
k
ar, =E[P(X)]= (Z bi,kﬂi) : (6.3)
i=0

Throughout this chapter, n in g, shall be referred to as the truncation
order or approrimation order. Usually, it is possible to rearrange the above
expression by putting together elements multiplying the same power of x to
obtain

where

Pn = ZAkxk, (6.5)
k=1

for some other coefficients Ay to be determined. In the following proposition
we collect some well known and useful properties of the approximant g,.
Recall that py, =E[X*] for k>0, where uo=1.

Proposition 6.1.2. Let any n>0 and let X; be the mv having density f.
We have that

1. gn(x)dz=1;
/SUPp(g)g (@)
2. / 2 G (v)dz=pj, j€{0,...,n};
supp (g)
3. let je{l,...,n}. [fIEl[XJ’?]:,u;C forke{l,...,j}, then ap=0 in (6.3) for

ke{l,....,5}.
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Proof. All the three statements follow from the orthonormality of the se-
quence { Py }r>0. To prove 1., simply observe that

/supp (9) gn(l')dl' B /supp(g) f(l’)dl' + /Supp (9) f(x) lglakpk (l')dx
:1‘1‘2”:6%/ f(x)P(z)dx
k=1

supp (g)

n
:1+Zak<1,Pk>V
k=1

=1+ Zak<Po,Pk >, =1.
k=1

Now let us consider point 2. We shall proceed by induction. For 7 =0 the
the statement has been proven in 1. above. Suppose the statement holds for

j=n—1 and let us then prove it for n. For the remainder of the proof, let
bix for i€ {1,...,k} be the coefficients of P;. We have that

Loy o= [ P [ )3 auP (o) o)

supp(g)

=<1,P,>,+> ar<P,,P,>,
k=1

=< Py, P,>,+a,
=an =) binpi.
i=0

Hence, since by the induction hypothesis

[ Pu@)gn(@)de=Ybin [ 2'ga()
supp (g) i—0

supp(g)

n—1
=D bintti+bnn / 2" g (),
1=0

supp (g)

the statement follows. Finally, note that under the assumption of statement
3. for ke{1,...,5} we have

ak—E[Pk sz kE

=1

k

=Y BE[X}H =B, [P (X)) =< 1,P; >,

=1
< Py, P,>,=0,
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where [E, denotes the expected value with respect to v.
]

Unfortunately, g, is not guaranteed to be a bonafide pdf since it could be
negative. This problem, along with the choice of the order n of approximation,
will be more thoroughly discussed in Sections 6.4.2 and 6.4.5, when applying
the above density approximation to the FPT problem. The next subsection
is devoted to the choice of the reference density f for our problem.

6.1.1 Choice of a Reference Density

To be able to employ the method described in Section 6.1, a first step to be
taken is the choice of a reference density f. In this context we can rely on
the fact that the FPT density ¢ is supported on (0,00). Some well known
probability densities whose domain is (0,00) are

1. the log-normal pdf fﬂyg with parameters p and o;
2. the inverse Gaussian pdf fu, A with parameters p and A;
3. the gamma pdf f, g with parameters a and g.

To be able to obtain the desired approximation, it is crucial to investigate
the associated sequence of orthonormal polynomials. For the log-normal pdf
fu,m the associated sequence {Pj}r>0 seems not to be classically known. It
has been computed for =0 and o0 =1 in Ernst et al. (2012) and for arbitrary
pand o in Asmussen et al. (2019) and Zheng et al. (2012). However, { Py }r>0
is not a complete sequence (see, e.g., Asmussen et al., 2019, Proposition
1.1). The latter result is deeply connected to the fact that the log-normal
distribution is not determined by its moments (Heyde, 1963). Therefore,
Jn, might converge to a density different from g, but sharing the same
moments as ¢ (this result is well known, see for example (Ernst et al., 2012,
Proposition 4.1) for a non trivial example of a family of densities for which
the convergence fails).

As will be explained in Section 6.5.2, it is known that the GBM FPT rv has
an inverse Gaussian distribution. Therefore, as a proof of concept, one could
choose the inverse Gaussian pdf f,i, A as a reference density in the GBM case.
However, Nishii (1996) shows that a standard method of differentiating the
density f,» does not lead to an orthogonal polynomial system {Pj}r>0. At
the same time, when using the Gram—Schmidt orthogonalisation procedure,
the resulting polynomials are not easy to work with (see also Goffard and
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Laub, 2020). In Hassairi and Zarai (2004) the authors propose another
procedure which hinges upon the so-called bi-orthogonality property, but
they do not discuss whether this construction leads to a basis. Therefore,
with the aim of providing a simple and practical method, we decided not to
opt for the inverse Gaussian pdf fu, A as a reference density.

As we continue, we consider the gamma density f, s defined as

e Pt
C(a+1)
with scale parameter a+1 >0 and shape parameter 5 >0. The gamma pdf
fap for B=1 has already been suggested in Wilson and Wragg (1973) as
reference density to approximate a pdf over (0,00). All moments of the

gamma distribution are finite and its moment generating function uniquely
determines the distribution. In the case of f, 1, the associated orthonormal

Jap(t)=pB(Bt)" t>0, (6.6)

sequence is the generalised Laguerre polynomial sequence {Qéa)}kzo defined
for a>—1 by

NI

Q=1 and Q) (1)=(-1)* (F<a+1+k>>

KI'(a+1)

where

k i
L#)=1 and LY®H)=% (’Z*j‘) (_Z,,t) , te0,00).  (6.8)
i=0 -
A summary of their properties which are used in this chapter is given in
Section 6.A of the appendix. It is well known that this polynomial sequence
is complete (classical results can be found, for instance, in Sansone, 1991).
To be able to exploit the additional parameter 3, we consider the general
gamma density f, g for > —1 and 8>0. With a slight abuse of notation,
we let Lfcaﬁ be

2 :{h:R—ﬂm (/_O:Oh2(9:)fa,5(x) dx)m <oo} (6.9)

and the associated inner product will hence be denoted by <h,l > , for
h,l in L?ca ,- In this case, the associated family of orthogonal polynomials is

(LN, defined for a>—1 and 8> 0 as

L (1) =L (), >0, (6.10)
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and the orthonormal polynomials are {Q,(Ca’ﬁ )}k20> defined for > —1 and
5>0 as
Q) =Qi" (5t), t>0. (6.11)
At the best of our knowledge, the latter seems to not have been thoroughly
investigated in the literature. However, an application similar to ours can
be found in Oakley (1990) where they are referred to as eztended Laguerre
polynomials. It is clear that when =1 they reduce to the generalised
Laguerre polynomials. In the upcoming proposition we collect some of their
properties (two of which have already been mentioned above) which will be
fundamental in the following. They are almost a direct consequence of the

properties of {Q;a)}kzo and {L,(ca)}kzo.
Proposition 6.1.3. Consider {L,(Ca’ﬁ)}kzo and {Q,(f’m}kzo. We have that

1. <L) Leh) >, = 1;(,%?;:3) if m=n and zero otherwise, with m,n €
N;

2. <QP QWA > =8, mmneN;

3. the set {Qéa’ﬁ)}kzo is complete in L?caﬂ.
Proof. Consider the operator B': Li’ P L?ca, . defined as
B(h):h%, with h%(t):h(t/ﬁ), t>0.
Furthermore, note that
B(h)=0 if and only if h=0. (6.12)
Then, as for any ¢t >0 we have f,1(t) :%faﬁ(%), by using the change of
variable a:n—>% it can be shown that for all A and [ in L?‘m , we have
<h,0>y ,=<B(h),B(l)>y,,. (6.13)

Then, 1. and 2. follow by applying (6.13) and the well known properties
of the generalised Laguerre polynomials in (6.7) and (6.8) (see Section 6.A
in the appendix). Statement 3. is proven by using (6.12), (6.13) and the

completeness of {Q,(f)}kzo to obtain 1. in Definition 6.1.1. O

For the reasons detailed in the preceding paragraphs, in the following we
consider the gamma pdf as reference density. In the next subsection, we
elaborate further on this and we provide the desired approximation for a
FPT pdf g and cdf G of a one dimensional diffusion process.
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6.2 The FPT Pdf and Cdf Series Representations

Before proceeding, we specify the setting in which the upcoming results shall
be given. Consider a one dimensional diffusion process {Y (¢)};>0 whose
state space is any type of interval I of the real line, with endpoints [ <r.
We also allow the possibilities [ =—o0 and/or r=+o00. In the following, we
shall naturally deal only with regular diffusion processes. More precisely, let
7 >0 and suppose Y (1) =y, y € I. Define

inf;>, {Y (¢ , Y(r)=
p [t Y (0>2) V() =y<: 61
inf,> {Y(t) <z}, Y(r)=y>=z
where z is in the interior of I. The rv T, describes the first time the process
attains the value z. We call the process reqular if

P(T, <Y (0)=y) >0

whenever [ <y,z <r. A reqular process is such that starting from any point
in the interior of I, the process can reach any other point in the interior of [
with positive probability. The FPT rv with respect to a constant boundary
S we are considering is defined as an instance of (6.14) with 7=0, that is

_ {inftzo{Yz >S5}, iy <S, (6.15)

inftzo{Y;f<S}, if y0>S,

where yo=Y(0) is the so called starting position. We are interested in
applying the contents of Sections 6.1 and 6.1.1 to provide a series expansion
for the FPT cdf and pdf, whose definitions we respectively recall as

and dP(T <Y =1p)
<tlYo=
9(S,tlyo) = ==,

In the remainder of this chapter, unless explicitly specified otherwise, for
ease of notation, we will refer to the latter two always with simply G and g¢
and as functions of ¢ only, since we will consider fixed S, 19 and the eventual
parameters of the underlying diffusion {Y (¢)};>0. Note that, by definition,

g(0)=0. We shall now state some further definitions, in order to provide
a condition which will come in handy later. Let ¢ >0. For all 0 <7 <t and

te0,00).
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x,y € I we define the transition cdf and transition pdf of {Y (t)}i>0 to be,
respectively

F(z,tly, ) =PY(t)<z|Y(T)=y) (6.16)
and
f(x,t|y,7'):a(1F(x,t|y,T). (6.17)

Condition 6.2.1. The diffusion {(Y;)}+>0 admits a stationary distribution.
That is, there exist a pdf V such that

Jim f(z,tlyo,to) =V (x) (6.18)
independently of the time and the initial conditions.

The latter is used in the following proposition where we collect two useful
implications.
Proposition 6.2.2. Assume Condition 6.2.1 holds for {Y (t)}+>0. Then we
have that

1. the FPT pdf g is unimodal,

2. the FPT pdf g has exponential long-time behavior with parameter the
inverse mean FPT, that is

1 ¢
g(t)~

ET)

e ED . ast— o0,

Proof. The proof of 1. can be found in Rosler (1980). For 2. see, for instance,
Nobile et al. (1985). O

Recall that we consider the gamma pdf f, s in the following form
« e_ﬁt

fo,5(t)=B(5t) Tlat1)

with scale parameter a+1 >0 and shape parameter 5 >0. The following

simple proposition provides the integral condition that g must satisfy in order
to have the desired series representation of the type described in Section 6.1.

Proposition 6.2.3. Let o\ =E[Q\*"(T)] for k>0 with Q" as in
(6.11). We have the following series representation

N cle ) (6.20)
a8 k>0

>0, (6.19)

if and only if
/0 t=ePlg(t)? dt < oo,
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Proof. From 3. in Proposition 6.1.3, we have that {Q,ga’ﬂ)}kzo form an
orthonormal basis of L?ca - Thus, to obtain (6.21) it suffices to show that

7€ L3 .. Then the result follows from (6.9). O
a, B

Remark 6.2.4. A starting point of a detailed study of the pointwise con-
vergence of the series representation in (6.21) could be, for instance, the
note by Hille (1926). A similar approach has been taken in Theorem 2 of
Di Nardo and D’Onofrio (2021). However, such an investigation is out of
scope for this thesis. O

Additionally assuming Condition 6.2.1, the next result provides simple
sufficient conditions on «, § and on the FPT pdf g so that g admits the
series expansion (6.21).

Proposition 6.2.5. Assume Condition 6.2.1. Suppose <2/E[T] and

g(t) :0(t5) with 0 > 5. Then fj,ﬁ € Liﬁ and we have

= o), (6.21)
a8 k>0

where a,(f"ﬁ) :E[Q,(f’ﬁ) (T)] for k>0 with Q,(Ca’ﬁ) as in (6.11).

Proof. From Proposition 6.2.3, it suffices to show
00 1 00
/0 OBty (t)? dt:/o $oeBlg(t)? oht+/1 tePlg(t)? dt =1, + I < cc.

Since Condition 6.2.1 holds, from 2. in Proposition 6.2.2 we have that the
FPT pdf ¢g has exponential long-time behaviour with parameter the inverse
mean FPT, i.e.

|
E(T)

e BT ast— o0.

Hence, it is necessary and sufficient to have g — ﬁ <0 for I to be finite.

Under the assumption g¢(t) :0(t5) with § > 5, we see that the integrand in
I is bounded and we get the desired result. ]

Some algebra allows us to rewrite expression (6.21) as

L=y B, (6.22)
f a,B k>0
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with coefficients B(()a’ﬁ =1 and

~1/2
_ Dlat DR @) s (K (CB)VE[TY]
= ot T Ay Lk (T”‘”E@ ey Y

depending on the moments of 7" as expected. For j €N, with (a+7j); we
denote the falling (or descending) factorial, which for « €R is defined as
(a+j);= F(Fcz;rﬂ)l). The coefficients {B,(CO"B )}kzo satisfy the following useful

recurrence relation.
Proposition 6.2.6. For all k>1 we have

k k k
zg() 7B m. (6.25)

Proof. By plugging (6.24) into Bk;j for j=1,...,k we get

ko (k : ko (k T (k=) (=B)E[T"]
(1B =B 3 (] (1) l1+ | . ]

(6.26)
Moreover, by expanding the inner sum in the rhs of (6.26) and grouping

with respect to the j-th moment E[T”] we have

bR\, T (R g\ (CBYET] R (CBYEITI[E(R (ki
j;(j)(‘” [Z( j ) (a+i), ]‘Z (at)), [Z( b ()( j )]

s () ()= ()5 (7 )er=-()

and >F_, (’;) —1)7 =0 which gives Z ( )(—1)7 =—1, from (6.26) we get
in (k) (-1’8 =B -1 —kf (k> (ZBVEIT] (6.27)
)

a\d) (a+i);

Plugging (6.24) into B,(fa’ﬁ ) after some algebraic manipulation, we get

_B\VER[TR K
T —
from which (6.25) follows. O
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Using (6.22), a series representation of the FPT cdf G is given in the
following statement. Consider ®(a,b,z)=1F;(a;b;2), the confluent hyperge-

ometric function of the first kind, and define ®(=%)(a,b,-) as 2+ ®(a,b
for z€[0,00).

7_6'2)

Proposition 6.2.7. Suppose ﬁEL}aﬁ. Then the FPT cdf G has the

following series representation

Ia+k+1)

G=hapY B oD (atk+1,a+2,),  (6.29)
k>0 k!
where ho g is defined as t— (Fﬂ(g):;
Proof. Note that G(t f fa,g x)dz, with t € (0,00). For n€N, let

now pn(t) = i_o B L @()and

t
)= [ fap(@)pa(e)dz, te(0,00).
Then, it is easily shown that
: 2
A 16 = Gally, , =0

Indeed, we have that

I6-Gulls, = |, g(”“"l foop()d— /Otfaﬁ(x)pn(x)dx]Qfaﬁ(t)dt:

0 fa
=" [/ ( fa; pn<x>)fa,ﬁ(wd:crfa,a(t)dts

/ Jap(t) |

7_pn

—p
fozﬁ "

Y

foz,B

foz/B

which goes to zero as n goes to infinity by the assumption of S € L

Hence, by making use of the formula (Wolfram Research, Inc. 2024)

t D (a+k+1) ®(a+k+1;a+2;—t)
o, —T (04) o ) )
/OT e "L (r)dr= k! T(a+2) !

to simplify G,,, we obtain that G has the desired L%a , series representation.
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6.3 The FPT Approximation

As explained in Section 6.1, an approximation of the FPT pdf g can be then
recovered from (6.21) by using a truncation of the series (6.21) up to an
order n € N. Then, let the latter be fixed. We define our approximant g, as

o o _BBO T I (w) H(a)
gn(t) = a, Q" (), t>0, 6.30
(t)= F(@H)kgok () (6.30)
or, equivalently from (6.22), a

R BBE)* e I h) (@)
gn(t) = F(a+1 kZOB L

(t), t>0. (6.31)

From the classical Parseval identity in 2. in Definition 6.1.1, the Lfca ,-error
in replacing g with its approximation g, given in (6.30) is

1/2
= [ > (aﬁf’f”)zl (6.32)

k>n+1

Hg n

where || [|, 5 denotes the norm in L, ,- Thus the error may be estimated

by calculating the rate of decrease of a,ga’ﬂ ) when k — oo. In this regard,

under suitable assumptions on g, we have the following proposition, whose
proof relies on classical results (see, e.g., Shohat 1935, or, for a more recent
treatment, Gottlieb and Orszag 1977).

Theorem 6.3.1. Assume Condition 6.2.1 and that the FPT pdf g € C?[0,+00).

If
5<[2] and g(t)=o(t’) fort—0, With5>g—|—1,
then in (6.32) a\™” = [QW (T)]=0(k™") as k— .
Proof. Observe that ak [Qk o )( T)|= ]E[Q,(f)(ﬁT)] gives, after a suitable

change of variables,

(@8) _ 1 [ (@) - a -t N _g(t/B)
=3 /O Qi (1)gap(®)t* e dt where gas(t)=" "5 (6.33)

As the generalised Laguerre polynomials {nga)} are eigenfunctions of a
Sturm-Liouville problem (see, for instance, Sansone, 1991) with associated
eigenvalues \p =k
d (t‘”l - ')—i—kto‘e y=0 with y=y(t), k>1
dt -
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the same happens for the linearly transformed polynomials {Q,(f‘)} in (6.7).
Therefore in (6.33), replace

Q) gt Id /o
QW ()t e~ with T (t e ty')

Integrating by parts the integral in (6.33) and neglecting the constants, the
rhs of (6.33) reads

1 oo d (@, d. .
Dao [t L W] s (0] dr (6.34)

Indeed we have

d
lim gq5(t) totle—t

(a) o . ~ a+1 —ti () —
i Lo01=0 and Jim gos et S0l 0] =0

(6.35)
The first limit in (6.35) results by the hypothesis g(t) = o(t?) for t —0. The
second limit in (6.35) follows by taking into account that, since Condition
6.2.1 holds, from 2. in Proposition 6.2.2, we have that ¢ is approximately
exponential for t— oo, with parameter E[T]™!. Integrating by parts the
integral in (6.34) and neglecting the constants, the rhs of (6.34) reads

g AW (e ) i (030

where similar considerations done for (6.35) apply for recovering

« — d ~ : « - @ d ~
lim e Q(0) £ 1g0s ()] =0 and Jim "M Qi) (1)  [da,s(1)] =0.

t—0

Now, in (6.36) set

1 g (ta—i-l —t d

h(t):m n n — (G, 5(15)]) with  w(t)=t%"".

Applying the Cauchy-Schwarz inequality to the rhs of (6.36), we get

Ve One o] < ([ wwil wrd) ([ oR )

which is finite and not depending on the order k, if the same is true for
both integrals on the lhs. Observe that the first integral corresponds to the

orthonormality condition of the family {Q](Ca)}kzo and so it is finite and not
depending on k. The second integral does not depend on k£ and is finite if
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the integrand is smooth and the limits for ¢t —0 and ¢t — oo are finite. Note
that

A(t) 0+ 1= ) G0 (0)] + 15 G0 (0)]

w(t) o t—a/20t/2

Thus for t — oo and 8 < 2/E[T] we have

21— (BE[) '] 21— (BE) ]

m —+ hm —— =0
=00 fap = 204/262/2 t—o0 za/2 162/2

using again that g(t) = O(e‘t/(ﬁE[TD). Instead for t — 0 the limit reduces to

h(t
lim 7( ) =lim /20 /21

T+ limet/ 20 =
t—0 w(t) t—0 t—0

if 6> 1+a/2. 0

The request of the existence of the second derivative in Theorem 6.3.1 is
a reasonable assumption for our application in 6.5.1, as shall become clearer
therein. Combining the coefficients of LY (/5t) with the same power of ¢,
expression (6.31) can be rearranged as follows

Gn(t) = fas(t)pn(l), 120, (6.37)
where

ﬁt)k

Zhnk with fp= 3 B (O‘ﬂ), (6.38)

=k

B(()a’ﬁ) =1 and

()é+] 17 .]: kv
— a+1 ) (a+7—1)--(x . 6-39
(j_k,) { O (6.39)
Recall that from 1. in Proposition 6.1.2 we have
/ T ()i =1 (6.40)

for all n >0, and that from 2. in the same proposition the first n moments of
Jn are the same of T. Unfortunately, as already said in the beginning of this
chapter and in the end of Section 6.1, g, is not guaranteed to be a pdf since
negative values can occur. Indeed, the values assumed by the polynomial
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pn in (6.37) are not necessarily non-negative. Before dealing with this issue
more in detail in Section 6.4.5, we provide a simple preliminary result which
might be helpful. Indeed, p, may hold non-negative values on the for high
values of ¢ and in a right-handed neighbourhood of the origin, depending on
the sign of some coefficients in (6.38). These conditions are established in
the following proposition.

Proposition 6.3.1. Suppose p,(t) >0 for allt>0. Then (—1)"hy, >0 and
hpno>0. Conversely, if hyo>0 and (—1)"h,, >0, there exist t; >0 and
to >0 such that p,(t) >0 in (0,t1)U(te,+00), with t1 and ta not necessarily
distinct or finite.

Proof. From (6.38) we have

Pn(0) =hy o and py,(t) ~ (—1)"hn,nt”ﬁ', for t — 0.
n!

Since >0 and p, € C'(0,00), the results follow from the sign permanence
theorem. H

Finally, note that by integrating g, in (6.37) over (0,t), or by truncating
(6.29), brief calculations reveal that an approximation G,, of the FPT cdf G
can be defined as

n (_1\k
G”<t)zr(a1+1),§( l:!) R D(a+k+1)—T(a+k+1,5t)], te[0,00)
(6.41)

where I'(a,t) = [(°7% 1e~7dT is the incomplete Gamma function.

In the following sections we will deal with the actual computation of g,
in (6.37).

6.4 Computational Issues

6.4.1 An Iterative Procedure

In the following we propose a procedure to recover the n-th approximation
gn, which reduces the overall computational time to evaluate (6.37) and can
be implemented iteratively. This procedure relies on a recurrence relation
obtained using nested products. Indeed, thanks to the representation (6.37),
we can exploit the fact that p,(t) can be efficiently evaluated for any ¢ >0
using the recurrence relation

t
dn,i(ﬁ) = hn,i—l — B%dnyﬂ_l(t) for i e {n,n —1,..., 1}, (642)
7
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with the initial condition d,, n11(t) = hn p, since the last value gives d,, 1(t) =
Pa(t).

We stress out that in practice we cannot take n arbitrarily large, due
to numerical errors which may incur in the computation of the coefficients
{B;a’ﬁ )}jzo as in (6.24). Clearly, using infinite precision operations would
avoid this issue. Software tools like Mathematica and R allow for arbitrarily
large but finite precision. This swiftly becomes prohibitively slow. In
some scenarios, resorting to this may be needed to obtain a satisfactory
approximation, as will be seen in the numerical examples of Section 6.6.3.
However, in most of the cases we can rely on the following iterative procedure
to compute ¢, in (6.37).

To this aim, let us first observe that (6.42) can be easily updated to n+1,
returning d,,4+1.1(t) =pp+1(t) from the initial condition dy,41 n+2(t) =Ant1nt1-
Indeed, from the second equation in (6.38), a little thought let us recover
{hpi1 304 from {h, ;37 using

(avﬁ) ) —
hn+1,i:{ B, fori=n+1 (6.43)

P i +B£ﬁ‘£) (?;711:1) for i=0,...,n.
The coefficient B,(;il) can be computed from {Bj(o"ﬁ ) }i—1 as well, using the
recursion formula in Proposition 6.25. Algorithm 2 provides a pseudo-code
explanation of the iterative procedure.

6.4.2 On the Order n of the Approximation

It is clear that the choice of the truncating order n is of upmost importance.
Since in the previous section we have provided an iterative procedure to
compute g, in (6.37), the next step is choosing a stopping criterion for
Algorithm 2. Naturally, one should start by considering a convergence-based
stopping criterion, which is commonly seen in the literature along with
graphical checks (see, e.g., Provost and Ha, 2016). That is, the practitioner
shall run the iterative procedure until the smallest n such that, for a user
chosen tolerance € >0, it holds that

19— gn—1ll 2 <€, (6.44)

where L? is the usual space of square integrable functions. However, for
our two applications in Sections 6.6.2 and 6.6.2, this criterion proved to be
affected by numerical instability. The reason is that condition (6.44) may
be satisfied for large values of n where the corresponding accumulation of
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Algorithm 2: Iterative procedure for computing g,

1: For n=1:
1. Compute E[T]

2. Set B =1 and B" =1- 5 0L

3. Compute ho; and h;; using (6.38), from which p; and §; are computed
2: For n>1:
1. Compute E[T™]
2. Compute Bﬁla’ﬁ ) by the recurrence formula
~(n : (=B)"E[T™]
Bgla,ﬂ) :Z < ) (_1)]-&-187(:)15) Il S|

j:1 j (a+n)n

3. Compute gy,
Set hpp= B,(La’ﬂ)
Update hy,—1,; to hy —l—BT(la’ﬂ) (a +n>
n—i

Run recursion (6.42) and set g, = fo,g3dn 1.
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numerical error has already compromised the approximation. Therefore,
we looked into another way to stop the iteration procedure in the previous
section at a n large enough such that a satisfactory approximation is obtained,
while, at the same time, numerical errors are not yet encountered. Our
choice, which will be detailed below, relies on the subsequent normalization
condition satisfied by the sequence {h,;} in (6.38).

Proposition 6.4.1. For all n>0 we have
—1)¢

1),
2

hn,0+z n,i(a—i_i)i: 1. (645)
=1

Proof. From 1. in Proposition 6.1.2, we have

no(—1) . 0o

Z( , ) 6’hn,i/ t' fop(t)dt=1 for all n>0.
-0 0

The result follows by observing that the integrals in the lhs of (6.101) are

the moments of the gamma rv with pdf f, g, that is

-y CT(at14d)
/O t faﬁ(t)dt—m, 1€N.

]

As a result of an extended number of numerical experiments, some of
which will be reported later in Section 6.6, increasing n in (6.37) as long
as (6.45) is satisfied with a fixed level of tolerance proved to guarantee a
satisfactory approximation. With the more conservative aim of obtaining a
positive approximant, we further propose to join the normalisation condition
(6.45) with an additional condition following from Proposition 6.3.1. This
condition guarantees an order n of approximation such that p,(t) is positive
close to the origin and as t — +o00. Set

(-1)
|

2!

hp=hno+3 B i(a+1);. (6.46)
i=1

For a fixed € >0, the iterative procedure for computing g, in (6.37) is run
as long as

(|Ppi1—1] <e for a fixed £€>0) or (hyo>0 and (—1)"h,,, >0) (6.47)

is fulfilled.
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6.4.3 On the Choice of o and

Using a reference density such as f, g introduces two additional parameters
that can be adjusted to enhance the approximant g,. Denote with X, g
the rv having pdf f, 5 in (6.19). Heuristically, one would like the reference
density f, s to resemble as much as possible the unknown objective pdf g.
Since we suppose that ¢ is unknown while the moments (resp. cumulants) of
T are known, a classical method (see, e.g., Provost and Ha, 2016) consists
in matching the first two moments (resp. cumulants) of X, g with the first
two moments (resp. cumulants) of 7. Let us underline that a range of
possibilities was investigated for a and [ in this regard. However, what
proved to be the more consistent in terms of the resulting approximation
was the following "simpler" choice. That is we set

B AT B E2[T o [T B E[T]
o= C;[T] —1= V(] ~1 and fB= ol T) = VIT] (6.48)
since with these choices we have
E[X, 5] = 04;1 —E[T] and E[X2,]= (ot 1;(2(”2) =E[T7].

As mentioned above, this choice conceptually falls within the classical method
of moments, and, moreover, from 3. in Proposition 6.1.2, also simplifies
the computation of §, since its first two coefficients will be zero, that is
B =B =0 in (6.31).

Remark 6.4.2. Note that, under the choice in (6.48), the conditions on g
involving a and S in Proposition 6.2.5 become conditions involving the first
two moments (or cumulants) of 7', which we assume to be known. U

Different choices are also suggested in Belt and den Brinker (1997) where
results concerning the determination of the two parameters o and [ are
presented. Unfortunately, adopting these choices requires a knowledge of
the FPT pdf not depending on o and (3, which is in general not true.

Now, note that the choices of o and 8 in (6.48) return

[ Xapl=c[T]=

where ¢, denotes the coefficient of variation. In such a case the first equation
in (6.48) reads a+1=(c,[T])~2 Thus an higher coefficient of variation of T
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reduces a4 1 and increases the chance of a vertical asymptote of the gamma
pdf fop in 0. As we know that ¢(0)=0, the occurrence of this vertical
asymptote may cause of numerical issues which are further exacerbated if
the FPT pdf is flat with a large mean value and a heavy right tail with a
large variance. To address this issue, an useful tool is the employment of
a suitable standardization technique. The concept is straightforward and
consists in constructing the approximation g, of the pdf g corresponding to

T=T/or, (6.49)

where op is the standard deviation of 1. The approximated FPT pdf and
cdf can be recovered as

respectively. As co[T]=Var[T]=1, from (6.48) the parameters of the gamma
pdf are

&:=(E[T]))>—1and 3:=E[T]

so that & +1=/%= (e[ Xaa) 2= (cu [T])~2 and Var[X; 5/ =1. The advan-
tage of this strategy is that it should provide an "initial" approximation (the
gamma pdf) with a shape resembling the desired shape of the FPT pdf.
Moreover, the moments E[T™] grow slower than the moments E[T"], leading
to an observed improvement of numerical stability.

Since the pdf g has support (0,00), further information on the shape of
the density can be recovered using some dispersion indices that work as
the coefficient of variation but provide further global statistical information
(Kostal et al., 2011). In particular we consider the relative entropy based
dispersion coefficient

Op 1

Chi= E(T):E(T)exp{/ooog(t)lng(t)dt—l}. (6.50)

The value of o, quantifies how evenly is the pdf over (0,00). Moreover,
in logarithmic scale, ¢ is inversely proportional to the Kullback-Leibler
dinstance of the pdf g from the exponential density with mean E[T]. For
densities resembling the exponential distribution, the coefficients ¢, and ¢y,
are approximately equal to 1.
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6.4.4 On the Monotonicity of G

Fix At > 0. The computation of the FPT c¢df approximant G, as in (6.41)
can benefit from the iterative calculation of the increments

n (_1\k
Aén(t):r(glﬂ)k;)( ]j!) hog[D(a+k+1,6t) —T(a+k+1,5(t+ At))]
(6.51)

where
AG, () =Gn(t+At)—Gp(t), t>0.

Since there could exists ¢ >0 such that §,(t) <0, the corresponding incre-
ments A@n(t) in (6.51) might be negative and, consequently, the approxi-
mated cdf may turn out to be decreasing in these intervals. Furthermore, if
in a right-hand neighborhood of the origin the first increments are already
negative, this might cause negative values of G, itself in the same neighbor-
hood. We propose a simple correction to this last scenario. Set 75=0 or
7o =min{t >0|AG,(t) <0}, depending if AG,,(At) is negative or not, and
7 =min{t > 79|G,(t) > Gy (7)}. Then, iteratively find the intervals [7;,7;41]
such that

Tizmin{t>7¢_1|Aén(t) < 0} and Ti+1 :min{t>n|én(t) > GA’n<Tz)}

in order to replace G, (t) with an increasing line for ¢ € [r;,7;11]. Let us
refer with C?flo”’ to the result of this procedure when applied to G,. We
stress out that for the cases here considered in Section 6.6.3, if present, the
intervals t € [1;,7;41] had a small amplitude and that is why a simple line
has been considered. The usefulness of this procedure is twofold. Firstly,
one obtains an approximated cdf Gf{’”“ which is positive and increasing.
Secondly, carrying out a numerical differentiation of é’f{’” would provide
an approximation to the FPT pdf g which is positive. However, since by
construction G (t) is linear for ¢ € [r;,7i41], the pdf will be constant in
[7;,7i+1]. This construction of a positive approximant for the FPT pdf
g is computationally simple, but it is clear that it might fail to fit some
properties which a FPT pdf should enjoy. The following subsection provides
a numerical procedure which is equally simple but aims to provide a positive
approximant to g that takes more into account the properties of a FPT pdf.

6.4.5 On the Positivity of g,

Although the stopping criteria in (6.47) take into account Proposition 6.3.1,
there is no guarantee that §,(t) is non-negative for ¢ in (0,00) depending on
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the values assumed by p,(t) for t € (¢1,t2) in Proposition 6.3.1. We propose
the following strategy to address this issue.

Suppose then there exists 1 neg,t2neg i (0,00) such that (¢1 neg;t2neg) C
(t1,t2) and §,(t) <0,t € (1 neg,t2neg). In what follows we develop a simple
numerical procedure whose aim is to replace §,(t) with a suitable positive
function p(t), for ¢ in a generic interval (¢7,%5) D (£1 negst2.neg)- As We continue,
we shall further assume Condition 6.2.1. Then, from 1. in Proposition 6.2.2 we
have that ¢ is unimodal and, as will be clear later, the following construction
can be made conceptually easier. Indeed, suppose then m* =max;c g 00) In(t)
be the unique approximated mode of the FPT rv T'. Consequently, g, could
be negative in an interval located to the right or/and to the left of m*. In
both cases, a natural approach would consist in building a fourth-degree
polynomial p interpolating smoothly (¢}, §,(¢})) and (5, §,(t5)), fulfilling
the additional constraints imposed by the conservation of probability mass

[Cptydr= [ gu(t)a (6.52)
t t

as well as positivity and monotonicity. Since such a polynomial is unique,
the last two remaining conditions could only possibly be satisfied by a
computationally heavy choice of ] and t or by selecting an higher degree
polynomial. In both cases, the procedure could become cumbersome to carry
out. Therefore, in the following we propose a different lighter approach both
to determine numerically (#},t5) and to correct g,, taking into account the
conditions required on the FPT pdf g in Theorem 6.3.1.

In accord with the discussion above, two possible scenarios might occur:
a) Gn(t) <0 for t € (t1 neg,t2.neg) With 12 neg <m*
b) gn(t) <0 for te (tl,negat2,neg) with tl,neg >m*.

Therefore, two procedures were developed which take into account the
behavior of the FPT pdf either in a right-handed neighborhood of the origin
- Case a) - and on the tail - Case b) - with the aim of minimizing the number
of parameters involved while streamlining the writing and the procedure.
Note that no conservation of the probability mass (6.52) is required in this
strategy. Empirically, this is justified by the fact that in all the numerical
examples in Section 6.6.3 the negative areas are so small that the mass
involved can be considered negligible.
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Case a)

Since g(0) =0, we set ¢} :=0. To reduce the number of parameters, we assume
p(t)=at® with a>0 and § > 5 +1 according to Theorem 6.3.1. Therefore,
the correction of §,(t) is defined as

gn" ()= (6.53)

at’  0<t<t),
Gn(t) t>th.

In order to achieve a certain level of smoothness, a and ¢ in (6.53) are chosen

such that
d

R d
p(ty) =gn(ty) and ()

= 7?]71 (t)
Ly dt

t=t,
Finally, we set

th :=min {t € (0,m")

/Otf]n(t)dt>0}

to avoid an excessive increment of the probability mass when g, is replaced

by <. Fig. 6.4.1-a) shows an example of negative g, () for t close to the
ACOTT

origin together with its correction g<°"(t), as obtained by the procedure
described above.

Case b)

We assume p(t) =ae®, with a >0 and b< 0, according to 2. in Proposition
6.2.2, since we have assumed Contion 6.2.1. Therefore, the correction of
gn(t) is defined as

gn(t) t<ty
G (t) =S ae <t <t (6.54)
anlt) t>th,

In this case, a and b are chosen such that
p(tll) :gn(tll) and p(té) :gn(t/Q)

In order to fit a decreasing exponential function in the interval (¢},t5), the
endpoints | and ¢, are chosen such that

t’szin{t>t2

d
ggn(t) < 0} and t)y=min{t <ti|g,(t) > gn(th)}.
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Fig. 6.4.1-b) shows an example of negative §,(t) for values of ¢ larger than
the mode together with its correction §5”"(t), as obtained by the procedure
just described.

We end this subsection by stating that a similar procedure could clearly
be followed even when ¢ is not unimodal, albeit with less "automation":
graphical checks of g, could be used to individuate the possible intervals of
negativity and a suitable positive function p could then be built on a case
to case basis.
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o —
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| | | |
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— )
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Figure 6.4.1: In a) plots of the approximation §, and of its correction §&" (6.53) over
the interval (0,#,) are given for n=10 and parameters yo=0, p=3, S=10, ¢=-10,
0=12,7=0.2 (see case C¢;, in Section 6.6.3). In b), plots of the approximation g, and

of its correction g<" (6.54) over the interval (¢},t;) are given for n=9 and parameters
Y0=0.2, n=0.9, S=1, ¢c=0, 0 =1.2,7=2/3 (see case A, in Section 6.6.3).
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6.5 The CIR Process, the GBM and their First Pas-
sage Time Problems

In the following two subsections we briefly recall the definition and some
facts about the FPT problem for the two processes on which we have applied
the above explained approximation method.

6.5.1 The CIR Process

As already mentioned in the introduction, we denote by CIR process the
unique strong solution of the following stochastic differential equation (see,
e.g., Feller, 1951)

dY (t)=(—=7Y(t)+p)dt+oY(t) —cdW(t), t>0, (6.55)

where {W (%) };>0 is a standard Brownian motion, ¢<0, 7>0, u€R, >0
and Yy =yo. The state space of the process is the interval (¢,+00). Depending
on the underlying parameters, the endpoints ¢ and 400 can or cannot be
reached in a finite time. According to the Feller classification of boundaries
(Karlin and Taylor, 1981), ¢ is an entrance boundary if it cannot be reached
by {Y (t)}+>0 in finite time, and there is no probability flow to the outside
of the interval (¢,400). In particular,

cis an entrance boundary if s:=2(pu—cr)/0* > 1.

This will be assumed to hold as we continue.
In the following, we denote with T.;. the FPT rv for the CIR pro-
cess and with g¢.;, (resp. G.,) the corresponding pdf (resp. cdf). The
Laplace transform LT[g.,|(z) of ger is such that LT[gqr](z)=1if yo=95
and LT[geir](2) < +oo for any different yq (see, for example, Masoliver and
Perell6, 2012). A closed form expression of LT[g.|(z) can be found in
D’Onofrio et al. (2018) and reads as
CID(E s QT(yo—C))

77159 0-2

LT(geir](2) = B (2,5 50 2>0 (6.56)

where ®(a,b,z)=1F)(a;b;2) is the confluent hypergeometric function of the
first kind (or Kummer’s function). Except for the case S=0, the Laplace
transform in (6.56) cannot be inverted explicitly, as explained for example
in Martin et al. (2011). As known, information on the moments of T,;,
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could be obtained by direct derivation of LT[g.;], a way which however is
not feasible in general for the CIR process. Fortunately enough, expression
(6.56) has been used in a clever way in Di Nardo and D’Onofrio (2021) to
obtain the cumulants of T,;., which are given in the following. Recall that,
if T has moment generating function E[e*?] < oo for all z in an open interval
about 0, then its cumulants {cx(7)}r>1 are such that

k

< 4
> eu(T) 3 =logEle
k>1 :

for all z in some (possibly smaller) open interval about 0. Using the logarith-
mic polynomials {L£;} as in (2.12), the FPT cumulants of the CIR process
can be expressed as (Di Nardo and D’Onofrio, 2021)

n(Toar) = (=) * e (o) — ch(S)], k=1, (6.57)
where
() = Ly [hl (“Z—)) o (“j‘”—)) ol (“j—))] (658)

with h;(y) =Jj12n>; ? 1,1,%:)”, for j€{1,2,...,k}, l? ] the unsigned Stir-

ling numbers of first type and (-),, the n-th rising factorial.

Then, FPT moments of the CIR process can be obtained from FPT cumu-
lants (Di Nardo and D’Onofrio, 2021) using the complete Bell polynomials
{B} as in (2.5) and {c}.} given in (6.58), that is

E|TE,]

_1\k k
~E S () B e ) s o)) BU(8), o (5] (659

2
TV o\t

for k€ N*. The following well-known (see, e.g., Di Nardo and Senato, 2006)
recursion formula, which can be found in Section 2.A of the Appendix of
Chapter 2, is particularly convenient from a computational point of view

and can be used to recover FPT moments from the knowledge of cumulants.
For k€ NT we have

k—1 _ ‘
E|T*] = cx(T) + ; ( ’Z B 11 ) a(TE[T]. (6.60)
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In the absence of a threshold, the CIR process admits a stationary distribu-
tion which is a shifted gamma distribution with the following shape, scale
and location parameters

1 2
Y, ~Gamma <5,0,c> )
2T

Therefore, Condition 6.2.1 holds and, provided that < 2/E[T] and g(t) =
o(t‘s) with 0 > 5, we can apply Proposition 6.2.5 to obtain that g.; has the
following series representation

k _A\J 7
(@B) 1 (@B « i1, 1) k\ (=B)E[T,]
Geir = fa, <1+ > B L >W1th B =1+)> ()
’ = * s\ (et
(6.61)

Remark 6.5.1. Recall that to be able to enjoy the information on the
approximation error given in Proposition 6.3.1, we should additionally have
geir € C?([0,00)). Following (Pauwels, 1987, Section 3), who has studied
the smoothness of FPT pdfs, we could have alternatively asked that there
exists € >0 such that o/x >¢, for all x in the state space of the process.
This condition implies, in this case, the existence and boundedness of at
least the first two derivatives of an FPT pdf g. In the present context of
the CIR process, to investigate Pauwels’ condition, one could follow Feller’s
classification of the boundaries (Feller, 1952). Using the transition densities
of the CIR process (Masoliver and Perell6, 2012), one has to show that the
flux through the value € is zero or that the capacity of the interval [0,¢)
vanishes (Bertini and Passalacqua, 2008). Proceeding analitically proved to
be a complex task. However, for a fixed and small £ >0 we have observed,
at least numerically, that the capacity of the interval [0,¢) (see formula 19
in Bertini and Passalacqua, 2008) goes to zero as p increases. This means
that for a “large enough” choice of i, the mentioned assumption in Theorem
6.3.1 should be satisfied. 0

6.5.2 The Geometric Brownian Motion

The GBM is a regular diffusion process on (0,+00). It can be obtained
as a transformation of a Brownian motion and for this reason it is also
called exponential Brownian motion (see, for instance Yor, 1992). Indeed,

if X(t)=(u— ";)t—l—JW(t) for t >0 is a drifted Brownian motion, then the
stochastic process
Y (t) =y e TIFWE) — gy X0 with p > %2 (6.62)
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is said GBM with starting point yp € R and with infinitesimal mean and
variance (p— %2)y and o%y?, respectively (see, e.g., Karlin and Taylor, 1981).

The transition pdf of the GBM is known to be a lognormal pdf with
parameters [ — %2 and o+/t. It can be obtained by solving the Fokker-Planck
equation, which in the case of the GBM reduces to the canonical form of
the heat equation. As we continue, we denote with T, the FPT rv for the
GBM and with g4, the corresponding pdf.

The Laplace transform LT'[ggpm](2) of ggom is known and can be found,
for instance, in Borodin and Salminen (2002). We have

LT [gypm](2) = (?)M with k:(z):glz J(u—f>2+202z+ (";— u) |

A little thought reveals that it can be rewritten as

22
rlagnle) et (%) e { S (1- 1 2L o
a
with WS , Lo
P R R (Y7
g w—%
2

From the well known relationship Mr,, (2)= LT [ggm|(—2) between the
moment generating function Mr,, (z)=E[exp(zTypm)] and the laplace trans-
form, (6.63) implies that Ty, has an inverse gaussian distribution /G(a,b)
of parameters a (the shape) and b (the mean), that is

a a(t—0b)?
ggbm(t)zuwexp(— (2b2t) ), t>0. (6.65)

The statistical properties of /G(a,b) have been examined in Tweedie (1957).
Therein, the moments of T, are shown to be

nl (n—1+k)! b exp(a/b)

" AWEL
E[T")=b kz_:okl(n—l—k)!(Za)k_ bz—n KH(b)\/; (6.66)

where IC,,(z) is the modified Bessel function of second type (Gradshteyn and

Ryzhik, 1994)
2
ENT [ v a2
<2>/0 x exp( x 4x>dx (6.67)

N | —

/Cil,(z) =
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under the conditions |argz| < /2 and Rez? > 0. Since 2K, _1(2) — 2K, 1 1(2) =
—2uK,(2) (see, for instance, Gradshteyn and Ryzhik, 1994), the following
recursion formula for the FPT moments can be readily derived:

(2n—1)b?

E[Tg’gjnl]:TE[ ;})m]+b2E[T;§);n1]7 n>1 (6.68)

with E[T,,] =1 and E[Ty,] =b.
A new and alternative expression of the FPT moments for the GBM can
be obtained by using the partition polynomial as in (2.11), that is

Gn(y; 1, x0) = ijnJ(:Izl, ey Tn—jt1) (6.69)
=1

where {B,, ;} are the partial exponential Bell polynomials as in (2.1). The
latter, combined with the relatively simple expression of the cumulants of
Typm that shall be recalled in the proof of the next proposition, provides a
(polynomial) closed-form expression of the moments of Ty, which lets one
avoid the evaluation of IC, in (6.66).

Proposition 6.5.2.

E[T?,] = (-222>n(;n (-Z; @)2 (;)MH) (6.70)

Proof. From the power series expansion of In[M7,, (\)—1] with My, (\)
the moment generating function of Ty, cumulants {c,[Typm]} of Tgpm result
to be (Tweedie, 1957)

2n—1

cnlLgpm) = (2n—3)! forn>1 (6.71)

a

with (2n—3)!l = (2n—3)---5-3- 1. Since (2n—3)!l = (=1)" 12" (}) with (}) =
H}:&(l — j) the lowering factorial, from (6.71) we also have

e[ Tyom] = (—Z) <—2ab2>n (;)n for n>1. (6.72)

As known, moments E[Ty;, .| can be recovered from cumulants through the
partial exponential Bell polynomials (see Section 2.A in the Appendix of
Chapter 2)

E[T")=" Bui(ei[Tm),-- s cn—ji1[Typm))s for n>1, (6.73)
j=1
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with {B, ;} given in (2.1). The result follows replacing (6.72) in (6.73)
and using the well known property By, ;(pqzr1,p¢*Ts,...) =p ¢" By j(21, 29, . ..)
(Comtet, 1970). O

From (6.71), the following recursion holds for the FPT cumulants

(2n—3)b?

Cn [Tgbm] - Cp—1 [Tgbm]

starting with ¢ [Typm] =E[T4pm] =0.

The GBM does not have a stationary distribution, thus we cannot apply
directly Proposition 6.2.5. However, thanks to the fact that in this case
Jgbm is known, we can state a simpler version of Proposition 6.2.3 and an
analogue of Proposition 6.2.5.

Proposition 6.5.3. If

Iz/()oot_(o‘+3)exp<—At—j)dt<oo, (6.74)
with A=% — 3, then
o.f) (—BYE[TS,]
Ggbm = fa <1+ B )wzthb’ J=1+ () .
& 7 kz>:1 Z (a+7);
(6.75)

Proof. The result is immediate after using Proposition 6.2.3, noting that in
this case

2a/b
o Bt 2 ,, al'(a+1)e
/0 Pl g ()% dt = s L

[

Corollary 6.5.4. Condition (6.74) is fulfilled if and only if

1 o2\?

< —(pu——1 . 6.76
o< (n-%) (6.76)
Proof. Note that (6.76) is equivalent to have A:% <u ‘72> — B3>0 in

(6.74). If A>0 from 3.471 no. 9 in Gradshteyn and Ryzhik (1994), we get

24«
- A\ T

/0 #=(@13) oy <—At— ?)dt:Q () Kat2(2VaA) < oo
a
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where IC, is the modified Bessel function of second type. If A=0, by a
suitable change of variable and using 3.478 no. 1 in Gradshteyn and Ryzhik
(1994), we have

/()oot_(o‘+3) exp (— At — j)dt = /Ooox(o‘w)_le_axdx —a I (a+2) < 0.

If A<0, the integrand function in I grows with ¢ and the condition (6.74)
is not fulfilled. O

ggbm_gn

The following theorem provides a more precise bound on 7

a?/g
exploiting the knowledge of ggpm.

2
Theorem 6.5.1. If B < # (,u— ";) and k €N, then there exists a constant
Cr >0 such that

Ggbm — gn

k
Jgbm = In gck(> for all n>k (6.77)
fa,ﬁ

with CY, :O(]{k)
Proof. Set a= 5 and A= o5z — B in order to write

e ~ ~ ~ a/bF 1
M:Dexp <_At_a) t_%_a Wlth D: gw
fa,ﬂ(t) t T 6044—1

According to Theorem 6.2.5 in Funaro (1992), if for a fixed k€N

tm/zdi lggbm(t)
dem fa,ﬁ (t)

then there exists a constant C' >0 such that

< C(\/l_> k 24" [ggbm(t)] ‘
a,p n

dtk faﬁ(t)
By recursion, we have

)

]Eﬁ?cuﬁ(t)(()?oo) for 0<m<k (6.78)

Ggbm — gn
fap

foralln>k.  (6.79)

o,f

D exp (—flt — ?) f2m—j—a Gom(t) for m>0
(6.80)
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where ga,,,(t) is a polynomial of degree 2m such that

2k , N d
Gom(t) =" com it = qom—2(t)[2A? + (4m — 14 2a)t —2a] — 2t &cpm_g(t)
j=0

) (6.81)
with qo(t) =1 and copm2m = (24)™ #0, com,o = (—2a)™.
Now set

Gam (1) = [qgm(t)]Q _ 254m7jtj and I, :/Oootm <(§1;; Ffi”;((;)DQfQﬂ(t)dt

Fix an integer 0 <k <n. Since 24+ = ﬂﬂ — >0 we have I, < oo for all
m >0 and in particular condition (6.78) holds for 0 <m <k. Indeed using
the modified Bessel function of second type (6.67) and the integral 3.471 no.
9 in Gradshteyn and Ryzhik (1994), we have

D? 42173 / o ( 2A+ﬁ)t—) H(=3m=2-a+j)=1 44 (6.82)
Iyp= 22m Cam,j p /
D2 dm _ —-3m—2—a+j
22m 1jz_:c4mjlc3m J+(04+2)< 4a(2A+6)> [ QA—I—ﬁ] < 0Q.
Eq. (6.77) follows from (6.79) setting m =k and
1 _ 1 —3k—2—a+
Cr=ClpxX — 2% ZCMW,CB/@ J+(a+2)< 4a(2A+6)> l 2;14—51
(6.83)

In (6.83), note that 3k—j+a+2>0 for 7=0,...,3k+1 as a+1>0. For
3k+2<j <4k, the order of the modified Bessel function involved in Cj
might be positive, depending on the magnitude of «. Let us first suppose
a>k—2 such that 3k—j+a+2>0 for all j=0,...,4k. As for v — 0o one

has
Ky (2) ~ @ (2,/> (6.84)
then _
Crox Qik ikj 0V 3k 6?kia+2 <3k_je—cta+2>3k_ﬁa+2' (6.85)

When k grows, the dominant term in (6.85) is for j =0, and the result follows.
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If a <k—2, then C} might be splitted in Cj o< Cy 1 +C} 2 with

. . _ —3k—2—a+j
N i SCan 4a(2A =
Cra 22ka_%c4kaﬂlc3k J+(a+2)< af +B)> l 2A+ﬁ]
X i _ a —3k—2—a+j
C _ i it (o 4a(2A =
.2 %% j=§+104m Bk—j+( +2)< a +6)> [ 2A+6]

where £* is such that 3k—k*+a+2>0 and 3k—k*+a+1<0. For a €
(—1,0), we have 3k —j+ (a+2) <0 for 3k+2 <j <4k and Cj 2 includes the
maximum number of terms, that is

1 4k _ a —3k—2—a+j
C = — Cate. il 31— (o 4a(2A+ ) [ ~ ]
k,2 22k ]_§+1 4k,] ) 3k ( +2)< ( /3) 214—1—/6
1 & Cakj j—3k—a—2\ a2
o > — ki = ( . ) : (6.86)
2% SraVI—3k—a—=2\ e(244p3)

The dominant term in (6.86) is for j =4k and the asymptotic behaviour of
C} is still of order k*. O

Observe that for k=2, from (6.77) we recover a similar result to the one
obtained in Theorem 6.3.1.

2

verges if and only if a>m—2. Indeed in such a case 2A+ =0 and I, in
(6.82) reduces to

N\ 2
Remark 6.5.5. Note that if =2 (,u—") the integral I, in (6.82) con-

Im 00 )
In=>" E4k7j/0 exp (—ay) yCmH2ra=i =14y, (6.87)
§=0
The integral on the rhs of (6.87) is convergent if and only if 3m+2+a—7j>0
for all 7=0,...,4m, that is if and only if «>m—2. Therefore (6.77) still
holds with k<a—+2. In such a case we have

1 4k )
Cr = Clpocoy 3 Gy ja®* T2 (3k — j+a+2)
j=0

1 4 . (3k_j)3k—j+a+3/2
oS W;)c%,ja?””“” 7 g (6.88)
]:

as T(z4b) ~2me 22210712 As the leading term in (6.88) is for j=0, we
still have Cyp=O(kF).
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6.6 Numerical Results

In this section, the functions G, in (6.41) and §, in (6.37) are used to
approximate the FPT cdf G, (resp. Gy ) and the FPT pdf geir (resp. ggom)
of a CIR process as in (6.55) (resp. GBM process as in (6.62)) with the
corrections suggested in subsections 6.4.4 and 6.4.5, given the series repre-
sentation of g in (6.61) (resp. of ggpm in (6.75)). In each of the two cases,
we will stress out different strengths and weaknesses of the proposed method.
For instance, while in the GBM case we will try to highlight how differently
shaped reference and objective density may impact the approximation, fo-
cusing on the pdf, in the CIR case we will show how the standardization
explained in the second part of Section 6.4.3 may be an useful tool to deal
with the same issue and we will also deal with the cdf.

Before examining specific numerical examples, in the following subsection
we provide some details on how the goodness of approximation can be
assessed.

6.6.1 Comparisons With Alternative Approximation Methods

GBM Since ggm is known as explained in Section 6.5.2, it was possible
to test the accuracy and efficiency of the approximation by comparing g,
in (6.37) with the true FPT pdf gy, in (6.65) using the following two
approaches:

(a) a graphical approach by simply comparing the plot of g, and ggpm,
(b) a quantitative approach by computing |ggsm(t) — gn(t)| for ¢ >0.

CIR As a closed form of the FPT pdf g, and cdf G, for a CIR process
is in general not available, the validity of proposed approximations needs to
be evaluated by comparing it with other estimates obtained using different
techniques.

As mentioned in the introduction, for one-dimensional diffusion processes,
the FPT pdf through a time-dependent boundary can be recovered as the
solution of a Volterra integral equation of the second kind (Buonocore et al.,
1987). With appropriate numerical methods for approximating the integral,
a discrete numerical evaluation of this solution can be performed to obtain
an approximation of g.,. However, during the implementation of these
methods, we encountered significant challenges. When the coefficient of
variation is large, this procedure was prone to overflow failures, potentially
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leading to highly inaccurate results. This issue is likely exacerbated by the
inevitable propagation of numerical errors, as in this procedure the new
approximated values of the FPT pdf rely on those computed in previous
steps. Nevertheless, even for FPT pdfs with a small coefficient of variation,
we faced several implementation difficulties. Indeed, in any case, the presence
of the Bessel function in the transition pdf of the process complicates the
numerical evaluation of its derivatives. Moreover, similar issues arose when
using the R package fptdApprox (Romén-Romén et al., 2023). Despite
these challenges, the numerical results, excluding these pathological cases,
are comparable to those obtained through classical Monte Carlo methods.
Consequently, we have opted to use Monte Carlo methods as alternative
tools to assess the accuracy of our approximations.

In this context, with Monte Carlo method we refer to simulating sample
paths of the CIR process and look for their FPTs over the given threshold.
Within this procedure, we first implemented the Milstein algorithm (Platen
and Kloeden, 1992) to sample the paths of the CIR process, which generates
a trajectory by a suitable discretisation of the stochastic differential equation
(6.55). As it is well-known, this procedure may easily become time-consuming.
For instance, to get a FPT sample of size N >0, it is clear that at least
N different trajectories of the CIR process must be generated. Indeed, not
all the generated trajectories may reach the threshold in a 'reasonable'
time. This also implies that the FPT pdf can be underestimated if a
finite time interval has been set for the simulation, as usually happens.
Moreover, the fixed time step determines how accurately the dynamics can
be described and the computational time increases as this time step gets
smaller. Therefore, it is necessary to choose a very small step size and
simulate many trajectories of the CIR process to obtain significant results.
This can become computationally intense, especially if the coefficient of
variation of T is large, as a consequence of the likelihood of a large time
span length over which the trajectories must be simulated.

Similar problems may arise when sampling trajectories of the CIR process
using its transition pdf, a non-central chi-square distribution (see, e.g., Feller,
1951). Set At>0. In such a case, starting from Yy =1yjg, an instance of Ya;
is generated from the conditional distribution of Ya;|Yy =1, an instance of
Yoa: from the conditional distribution of Yaa:|Ya; and so on. The results
obtained by the two Monte Carlo methods are comparable. However we
have used the Milstein algorithm, since the computational time is lower in
all the cases examined.
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Once a sample of independent and identically distributed (i.i.d.) FPTs,
denoted by T ={T},...,Tn}, N €N", has been collected, the empirical cdf
(ecdf) can be used to obtain a sufficiently reliable estimate of the cdf shape.
Among the available nonparametric methods for estimating the pdf, the
histogram is the most widely used. However, its limitations, such as the
significant dependence on bandwidth choice, are well-documented in the
literature. Kernel density estimators (KDEs) are often cited as simple
alternatives to histograms. Nevertheless, if the unknown pdf is supported on
the positive half-line and lacks smoothness at the origin, the kernel method
may be inefficient (Hall, 1980). For instance, the KDE might obscure the
mode of the unknown pdf by assigning positive mass to negative values (see
Fig. 6.6.9). To achieve the smoothness characteristic of KDEs while obtaining
an adequate estimated density with support (0,00), an estimator based on an
orthogonal series can be highly competitive (Efromovich, 2010). This latter
approach turns out to be an intriguing application of the approximation g,
itself and thus will be discussed in more detail in Section 6.7.2. Consequently,
to evaluate the effectiveness of these approximations, histograms and classical
KDEs have been employed despite their known shortcomings.

6.6.2 Numerical Examples for the GBM
Recall that for the GBM the FPT pdf is known and we have

a a(t—0b)?
ggbm@):,/wexp(—(%%)), £>0. (6.89)

where InS—1 2 InS—1
P )
o p— 5

We consider three different cases of the GBM defined as in (6.62). Throughout
the whole section we fix the boundary S'=10 and the starting position yy=1.

case Agpm: p=4 and o0 =14,
case Bgyp: =2.2 and 0 =1.4,

case Cgp: p=1.4 and 0 =1.4.

Note that as shown in Fig. 6.6.1, as the parameters change, the FPT pdf
ggbm and the reference pdf f, s can be remarkably different. From now
onward, whenever mentioned, the stopping criteria in (6.47) are employed
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Figure 6.6.1: Plots of the FPT pdf ggum (red dashed line) and the corresponding reference
pdf fa s (black solid line), in a) for case Agpn, with a=2.54 and =4.65, in b) for case
By with a=0.43 and f=0.76 and in c) for case Cyp,, with a=—0.05 and 5 =0.09.

with e =107, Furthermore, for all the three considered cases the parameters

a and § of f,p in (6.37) have been chosen according to Section 6.4.3. In

Figs. 6.6.2, 6.6.3 and 6.6.4 we have plotted the polynomial approximation

Gn (blue solid line) and the true density ggpm (red dashed line) for the three

mentioned cases using four different orders of approximation each time.
By comparing the three figures we can make the following remarks.

(a) In case Agpm, where the reference pdf f, g and the FPT pdf gy, have a
similar behaviour, a low degree n already guarantees a good approxima-
tion,

(b) as p diminishes and the computed « decreases, indicating an increased ¢,
for Ty, as explained in Section 6.4.3, the reference pdf loses its typical
bell shape and deviates further away from the FPT pdf ggum,

(c) in all the considered cases the goodness of the approximation increases
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Figure 6.6.2: Plots of the polynomial approximation §, (blue solid line) and of the true
density ggem (red dashed line) in case Agpm with S=10, yo=1, p=4 and o0 =1.4 for n=3
in a) n=>51in b) n=16 in ¢) and n=30 in d), where the last n is the minimum integer
s.t. conditions (6.47) do not hold.

with n as long as conditions (6.47) are satisfied,

(d) compared with cases Agpy, and Bgpy,, case Cgpy, proves to be the hardest
to tackle; in fact even for n=36 the approximant g, does not match
the peak of ggm. A cause of this could be the fact that, for a <0, the
mode of the reference pdf f, 3 is not well defined and thus the initial
approximation is very different from gg,,. Moreover, for the choice of
parameters 0> = 1.4 and j = 1.4 the stochastic component of the dynamics
prevails over the deterministic one, resulting in a flatter FPT pdf ggp,.
To get a better approximation we should consider even higher values
of n, but this would be prevented by the increasing numerical errors,
unless one employs an increased numerical precision (an example of this
will be given in the CIR scenario).

In Fig. 6.6.5 we have plotted the absolute error between the true FPT pdf
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Figure 6.6.3: Plots of the polynomial approximation §, (blue solid line) and of the true
density ggem (red dashed line) in case By, with S=10, yo=1, p=2.2 and 0 =1.4 for n=3
in a) n=8in b) n=16 in ¢) and n=29 in d), where the last n is the minimum integer
s.t. conditions (6.47) do not hold.

ggbm and the approximated §,, that is the function |ggpm (t) — gn(t)| for ¢t >0,
for the three considered cases and for the smallest n such that conditions
(6.47) do not hold anymore.

6.6.3 Numerical Examples for the CIR

Before proceeding further, note that, unlike for the GBM, in the case of
the CIR process an additional issue arises in computing (6.25). As they are
not available in a closed form, the moments of T,;,. are calculated from its
cumulants (6.57) using the recursion (6.60). Because of the series involved in
(6.57), a truncation order m should be chosen before computing the moments
through (6.60). Here, a standard approach has been used, which involves
computing partial sums of the series as long as their difference exceeds an
input tolerance. To analyse the efficiency and the usefulness of the proposed
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Figure 6.6.4: Plots of the polynomial approximation §, (blue solid line) and of the true
density g (red dashed line) in case C with S=10, yo=1, p=1.4 and 0 =1.4 for n=3 in
a) n=151in b) n=25 in ¢) and n=36 in d), where the last n is the minimum integer
s.t. conditions (6.47) do not hold.

method in the CIR process case we consider three different sets of parameters
for (6.55).

case Aeir: Y90=0.2, u=0.9, S=1, ¢=0,0=1.2 and 7=2/3,
case B yo=0.01, ©n=0.005, S=0.02, c=0, 0=0.1 and 7=0.25,

case Ceir: yo=0, p=3, S=10, c=—10, c=1.2 and 7=0.2.

We stress out again that in these three cases a closed form of the FPT
pdfs g.- and cdfs G, is not available. Nevertheless, by observing plots of
empirical FPT cdfs in Fig. 6.6.6, we can infer that the different considered
parameters result in FPT pdfs g., and cdfs G, with various forms and
statistical properties.

The empirical cdfs have been constructed after using the Milstein method
to simulate a sample of 10* FPTs for each case, as said in Section 6.6.1.
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Figure 6.6.5: Plots of the absolute error |ggpm — §n| between the true FPT pdf g4, and the
approximation g, for the smallest n s.t. conditions (6.47) do not hold in case Ag, with
S=10,y=1, p=4 and 0 =1.4in a), case By, with S=10, yo=1, p=2.2 and 0 =1.4 in
b) and case Cypy, with S=10, y=1, u=14 and c=1.4in ¢).

7’Bcir and 7601'7‘

As we continue, these three samples are denoted by Ty
respectively.

cir?

For each case, as further information on the shape of the unknown FPT
pdf geir, we have computed the FPT dispersion coefficients as given in Section
6.4.3. The coefficient of variation is computed using the theoretical FPT
mean and variance, since they are known from Section 6.5.1. The estimated
relative entropy based dispersion coefficient ¢, is computed with the Vasicek
estimator (Kostal and Pokora, 2012) using the samples Tq4,,,, 5., and Tc,,.
respectively. The results are given in Table 6.6.1.

As in the previous subsection, note that, whenever mentioned, the stopping
criteria in (6.47) are employed with ¢ =107 and recall that parameters

a and 8 in (6.37) have been chosen according to the first part of Section
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Figure 6.6.6: Plots of the empirical (not standardized) FPT cdfs for cases A (in solid
red), B, (in dash green), and C.;, (in dashed purple).

Table 6.6.1: FPT dispersion indexes ¢, and ¢, togheter with mean, standard deviation,
skewness and kurtosis for the cases A, B and C.

Cy én E[T]  +/Var[T] " K1
A 0.855 0.909 1.16 0.984 1.968 5.9862
B 1.231 00916 2.991 1356 2.39 8.118
C 0.765 0.855 3.937 9.084 1.905 5.572

6.4.3. Unlike in the previous section, in this case we have employed the
standardization procedure detailed in the second part of Section 6.4.3. Indeed,
Figs. 6.6.7, 6.6.8, 6.6.9 and 6.6.10 refer to the standardized FPT rv T in
(6.49). In Fig. 6.6.7 we have plotted the empirical cdfs G, corrisponding to
the samples T4, , Tp,, and T¢,, , together with the approximated cdfs G,
as obtained using (6.51) and the corrections described in Section 6.4.4, for
At=107°, normalized by the corresponding standard deviations (see Table
6.6.1). Moreover each figure displays the maximum absolute error defined
as £, =max;>o |G, (t) — Ge(t)|. Figs. 6.6.8, 6.6.9 and 6.6.10, correspond to
cases Agir, Beir and Cy, respectively. To emphasise the differences in density
estimations, as discussed in Section 6.6.1, we have plotted in these figures a
classical KDE and the standardised approximated pdf g,, corrected according
to Section 6.4.5. Since the three considered instances correspond to FPT pdfs
with different shapes, these comparisons should help in providing a further
comprehensive picture of the strengths and weaknesses of the proposed
method in addition to the already treated GBM case. They are discussed in

cir
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Figure 6.6.7: Plots of the approximated G,, (in solid blue) and of the empirical cdf (in
dashed red) together with the corresponding maximum absolute error €,. The plots refer:
to case Aqpr in a) with n=10, «=0.367 and f=1.17; to case B, in b) with n=10,
a=—0.34 and f=0.812; to case C in ¢) with n=9, «=0.7 and f=1.306. Note that
G (t) is obtained using the stopping criteria (6.47) and corrected according to Section 6.4.4
while the empirical cdf is obtained from the standardized samples T4, , 75, and Tc.,,,
respectively.

the following.

- —— approx
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Figure 6.6.8: plot of g, (in solid blue) in case Aq, with n=10, «=0.367 and =1.17,
obtained with the stopping criteria (6.47) and corrected to ensure positivity as in (6.54),
together with a KDE (in dashed red) and a histogram both computed with the standardized
sample Ty

cir®
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Figure 6.6.9: In a), plot of g, (in solid blue) in case B, with n=10, a=-0.34 and
[ =0.812, obtained with the stopping criteria (6.47) together with a KDE (in dashed red)
and a histogram both computed with the standardized sample Tp,,.. In b), a plot of g, (in
solid blue) in case B with n=>55, a=—0.34 and $=0.812, obtained without any stopping
criterion, increasing the numerical precision.

Case A,

Among the three instances taken into consideration, case A.; has the lightest
tail (see Fig. 6.6.6). Intuitively, this should result in an accurate approxi-
mation even with a small value of n. Indeed the maximum absolute error
between the empirical and approximated cdf is low as shown in Fig. 6.6.7-a).
It is assumed at t=0.134. For the pdf, the suggested approach combined
with the stopping criteria (6.47) yield an approximation g, with n =10,
a=0.367 and f=1.17. In this case, g, is negative on a small interval after
the mode, as shown in Fig. 6.4.1. Therefore, the correction outlined in Sec-
tion 6.4.5 has been implemented. This corrected approximation is plotted in
Fig. 6.6.8. An estimated pdf obtained with a classical KDE and a histogram,
both computed on the standardized sample T4 ., are shown on the same

cir)
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Figure 6.6.10: plot of g, (in solid blue) for case C;, with n=9, a=0.7 and =1.306,
obtained with the stopping criteria (6.47) and corrected to ensure positivity as in (6.53),
together with a KDE (in dashed red) and a histogram both computed with the sample
Tc..,, after the latter has been standardized.

figure.

Case B,;,

In this case, different considerations are required. From Table 6.6.1, the
FPT rv T, has a coefficient of variation larger than 1. This makes the
approximation more challenging because the distribution seems to have
a significant tail (see Fig. 6.6.6). The stopping criteria (6.47) yield an
approximated FPT pdf g, with n=10, a=-0.34 and §=0.812, which can
be seen in Fig. 6.6.9 a). When compared with a KDE and a histogram, it
seems that n =10 is not enough to recover g.;-. A relatively low n is caused
by the first conservative stopping criterion in (6.47), proposed to avoid
numerical instability, which, in this trickier case, seems to arise somehow
quickly. To underline that the behavior of g, is significantly influenced by the
numerical precision, Fig. 6.6.9-b) shows the remarkably good approximation
obtained when computing g, with a very high numerical precision, allowing
to push the iterative procedure up to n=>55. The numerical precision has
been raised using the R-package bignum (Hall, 2023). Still, it is worth to
mention that the approximation g, in Fig. 6.6.9-a) yields a satisfactory result
for the tail of §.;. Note that the maximum absolute error between empirical
and approximated cdf, assumed at t=0.042, is higher compared to case A
(see Fig. 6.6.7-b)).
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Case C,;,

In this case, the FPT pdf has a coefficient of variation less than 1 along with
a tail whose heaviness lies between cases A, and B, as can be seen in
Fig. 6.6.6 and Table 6.6.1. As in case A, this value of the coefficient of
variation should intuitively ensure a good approximation. The suggested
approach yields an approximated FPT pdf g, with n=9, «=0.7 and g=
1.306. In this case, g, is negative on a small interval before the mode and
close to the origin (see Fig. 6.4.1). Therefore, also in this case, the correction
of g, described in Section 6.4.5 has been used. The result is shown in
Fig. 6.6.10. Furthemore, as expected, the maximum absolute error between
the empirical and approximated cdfs (see Fig. 6.6.7-c)) is low. It is assumed
at t=1.365.

6.7 Applications

6.7.1 An Acceptance-Rejection Type Algorithm

In this section we delineate an application of the polynomial FPT pdf
approximation described previously. Let n€N. It consists in a modified
acceptance rejection algorithm which exploits the form of the approximant
gn in (6.37).

The acceptance-rejection method is a well known technique for sampling
from a distribution that is unknown or difficult to simulate through the
classical inverse transformation. Under such circumstances, samples are col-
lected from an auxiliary density by making use of a probability of acceptance
(Chib and Greenberg, 1995; Casella et al., 2004).

More in details, let Z be an absolutely continuous rv with pdf 7. Suppose
there exists a constant M >0 and a pdf ¢ such that

q(z)>0 and Zéff)) <M, Vzesupp(m). (6.90)
The acceptance-rejection method exploits the condition in (6.90) to sample
from the support of Z. Clearly, the rv X, having density ¢ should be easy
to sample from. Suppose that, as in the case of the CIR process, the FPT
pdf g is unknown and the moments of T' (or the cumulants of T') are known.
We then assume that % has the L?a, , series representation

g «, «,
=Y Q. (6.91)
fa,ﬁ k>0
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Recall that from the latter we obtain the approximant g, as

n(t)
fa,p(t)

where p,, is given in (6.38). We further assume §, is non-negative for all
t > 0. Note that, in practice, the latter assumption is not restrictive since we
can always provide a positive approximant using the methodology proposed
in Section 6.4.5. Expression (6.92) clearly resembles (6.90). Unfortunately,
since p,, is a polynomial for any n >0, the right hand side of (6.92) is
unbounded on (0,00) and thus condition 6.90 is not satisfiable.

By suitably correcting for the unboundedness of p,,, we provide a modifi-
cation of the standard acceptance-rejection method with the aim of sampling
from the FPT rv T using (6.92). Let T}, be the rv with pdf g, over (0,00).
As we continue, Condition 6.2.1 is assumed to hold, so that we can make
use of statements 1. and 2. of Proposition 6.2.2, as shall become clearer in a
moment. The main steps of the method we propose can be summarized as
follows:

=pu(t), t€(0,00), (6.92)

i) find a constant C'> 0 such that P(7T > (') <e, for a fixed, small ¢ > 0;

it) for t <C apply the classical acceptance-rejection method to a truncated
approximant g, using the ratio

ngIC(t) [[D(Tn S C)
Tty <M vhere M=gre oy g pt) - (693)
and
faﬁ(t) Qn(t)

fam(t):wl(om(t), nglC(t):Wl(O,C](t); (6.94)

iii) for t > C sample from a truncated exponential rv T with pdf
1 t—C
()= —— ———— 1 t). .

Note that the last step takes into account 2. of Proposition 6.2.2, that is, the
FPT pdf’s exponential asymptotic behaviour for one-dimensional diffusion

processes with steady-state distribution (see, for instance, Masoliver and
Perell6, 2014; Nobile et al., 1985).
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Remark 6.7.1. Note that the last step could be implemented whenever we
know that there exists a well known pdf h, whose corresponding rv Xy, should
be easy to sample from, such that

g(t)=h(t), t—oc.

Ezploring this could be subject of future work (see Section 7.2.3 in Chapter
7).

Algorithm 3 outlines the proposed method for constructing an “approxi-
mated” sample S of size N from T

Algorithm 3: Modified acceptance-rejection method

Set the parameters o, >0, n€NT and ¢ > 0.
Initialise
Find a constant C'>0 such that P(T'>C) <e.
Set M as in (6.93).
j+1.
| Se{}.
While j < N
With probability ¢
Generate T' from the truncated exponential pdf in (6.95).
S+ SUT.
| j¢<J+1.
With probability 1—¢
Generate G from the truncated gamma pdf f, ;o in (6.94).
Generate U~ U(0,1).

. 91,1 (G)
While U > T AREE)

Cenerate G from the truncated gamma pdf f, ;. in (6.94).
Generate U ~U(0,1).

S+ SuUG.

L j«Jj+1.

Return S.

In addition to the user-specified input parameters, the constant C' in 7)
must be chosen for the algorithm initialization. The so-called Vysochanskij-
Petunin inequality for one-sided tail bounds (Mercadier and Strobel, 2021)
can be employed to achieve that.

Theorem 6.7.1 (Vysochanskij-Petunin inequality). If >0 and X is a rv
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with unimodal density, finite mean p and finite variance o2, then

4 o2 .
P(X —p>r) <9087 if 3r° 2507, (6.96)
Sl [F S therwise '
30242 3 0 :

Since, under our assumptions, the moments of T" are known and the FPT
rv g is unimodal from 1. in Proposition 6.2.2, the Vysochanskij-Petunin
inequality can be applied. Indeed, to recover a C' such that P(T' > C) <e,
one can proceed as follows. Fix e >0. Setting 46%/[9(c*+r?)] =¢ in the first
inequality (6.96), we recover r=r(c) as a function of € and get the condition
£<1/6 from 3r(¢)?>502. Then set C' = p+r(e) where

{ 12 52 ife<1/6,

do 02 if1/6<e<1.

r(e) = (6.97)

It is clear that the quality of the outcome of Algorithm 3 relies on the
approximation g, and the selection of an exponential distribution for ¢t > C'.
A theoretical justification for it is provided in the following. At first, in
the next result we compute the cdf of the rv Y whose observations are
generated by Algorithm 3, using the classical proof of the validity of the
acceptance-rejection method.

Lemma 6.7.2. If Y denotes the rv sampled at the end of each cycle of
Algorithm 3, then
t—C
P(Y <t)=e|l—exp|—== || + (1 —)P(T,,<t|T,,<C), t>0
E(T)
where C', n and € are given in Algorithm 3, and T}, is the rv with pdf g,.

Proof. According to Algorithm 3, we have
P(Y <t)=P(X =1)P(T <t)+P(X =0)P(G <t|Gaccepted)  (6.98)

where X is a Bernoulli rv of parameter ¢ € (0,1) independent from the rv T,
with truncated exponential pdf gz in (6.95), and the rv G with truncated
gamma pdf f, ;0 in (6.94). Thus from (6.95) and (6.98), we have

P(Y <t)=e¢ ll — exp <_fEITC)’>] +(1—¢)P(G <t|Gaccepted).  (6.99)
For the latter term in (6.99) observe that
P(G <t|G accepted) = MP(G <t,G accepted) (6.100)
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since P(G accepted) =1/M with M given in (6.93). Moreover

P(G' <t,G accepted) = /OOOIP’(G <t,G accepted |G =1) f, s0(x) dz

:/OOOIP’(GSt |G'=2)P(G accepted | G=1) f, 50(2) dz
(6.101)

since (G <t) and (G accepted) are conditionally independent events. For
any x € (0,00), observe that P(G<t|G=xz)=1,<; and

P(G accepted|G:x):IP’(U<gT”C(G))‘G:x)

N M.faﬁ\c(G
_plu< @TZL\C(SU) ) _ ngIC(I) 6.102
( N Mfa,ﬁ\C(x) M fopc() ( )

since U is a rv with uniform distribution over (0,1). Plugging (6.102) in
(6.101) and the resulting integral in (6.100), we get

o0 Anl X i .
P(G/<1|C accepted) =M | 1Mgf<<>) Fone(@)de= [ n,cle)de,
a,B|C

and the result follows from (6.94). O

The following is a technical lemma necessary for the forthcoming proposi-
tion. For any ¢t < (', it provides an upper bound of the error in approximating
the truncated FPT cdf P(T'<t|T <) with the corresponding approxi-
mated P(T,, <t|T, <C) obtained using the Laguerre-Gamma expansion g,
in (6.37).

Lemma 6.7.3. Under the same hypotheses as Lemma 6.7.2, for any t <C
we have

P(Tn§t|Tn§C)—P(T§t|T§0)’

1 ek 1
< BT, <0) S (ay 5))] <1+P<T§C)> (6.103)

k>n+1

where a](ga,ﬁ) :E[Q,(ga”@) (T)] for k>0, with Q,(f”g) as in (6.11).
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Proof. For t <C, let grc(t)=1(0,c)(t)g(t)/P(T <C) be the truncated FPT
pdf and gy, (¢) as in (6.94). We have

gn(t) g(t) |

P(T,<C) P(T<C)

1
<——|Gn(t)—g(t t —
< 525 0~ 901490 5 =~ 5T =
Using the previous inequality, the difference between the truncated FPT cdf
and its approximation by means of the Laguerre-Gamma expansion may be

bounded as follows:

P(T, <t|T,<C)—P(T<t|T<C)| =

§Tn\0(t) —ch(t)‘ =
1 1

/ot [97,10(8) = gric(s)] ds

< [ ) =g < s [ mnfjj,;(g)(sﬂ%ﬁ s

1 1 00
+‘P(Tn§0) TP(T<C) ‘/0 gls)ds
=1
B 1 Jn—g 1 B 1
B0 o |y P20 FEE (G100

where L] is the Hilbert space of the integrable functions with respect to the
measure v having density f, 3. Observe that

A A

gn—9 <99
fa,ﬂ faaﬂ
where the last equality follows from (6.32). Finally, since

1 Lo (H_]P’(TngC))
P(T,<C) P(T<C)|~PT,<C) P(T<C)
with P(T,, <C') <1, plugging (6.106) and (6.105) in (6.104) the result follows.

]

1/2
[ > <a§fﬁ>>2] (6.105)
L? k>n+1

L)

(6.106)

Given the latter lemma, we are able to state the following proposition
which provides a theoretical justification of the proposed acceptance-rejection
Algorithm 3.

Proposition 6.7.4. Under the same hypotheses as Lemma 6.7.2, for every
0 >0, there exist a finite constant Cs and an integer ns €N such that, for
n>ns and C > Cy in Algorithm 3, we have

IP(Y<t)—P(T<t)|<s,  t>0.
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Proof. Fix 9, n>0 and € >0 and let C'>0 be the corresponding quantity
calculated in Algorithm 3. Let any ¢>0. By plugging P(T' <t)=P(T <
OP(T<HT<C)+P(T>C)P(T<t|T>C) in |P(Y <t)—P(T <t)| and us-
ing Lemma 6.7.2, the following bound can be recovered:

IP(Y <t)—P(T<t)|<P+ P
where

P, = |[eP(T<t|T>C)-P(T>C)P(T<t|T>C)|
Py = |(1-e)P(T,<t|T,<C)=P(T<CP(T<t|T<C)|,

T is the truncated exponential rv with pdf in (6.95) and 7T}, is the rv
with pdf g,. Now, let us bound P;. Adding and subtracting the quantity
eP(T<t|T>C)in P, we get

Py = eP(T<t|T>C)-P(T<t|T>C)|

< .
Pl_p171—|—P172 with {Pl,Q = P(T§t|T>C)|€—P(T>C)|

Since P(T'> C) <e by the definition of C' and thanks to the exponential
behaviour of the tails of the FPT pdf which holds by 2. of Proposition 6.2.2,
by eventually decreasing ¢ it is always possible to find Cs; (big enough) such
that Py <% and P o< g. Let us apply the same strategy to P». Adding
and subtracting the quantity (1—e)P(T'<t|T<C) in P;, we get

Py = (1—8)|P(T,<t|T,<C)-P(T<t|T<C)|

P<P1+ Py with {pg’2 = P(T<t|T<O)|le=P(T>C)|.

From Lemma 6.7.3, the quantity P»; can be made sufficiently small by
taking an ns €N large enough since the remainder (6.32) goes to zero as
n increases, as we have assumed (6.109). Similarly as what has been done
for P, above, thanks to the exponential behaviour of the FPT pdf tail, by
eventually decreasing € we can always find Cso and ns such that P <%
and P9 < g. Setting Cs =max(Cjs,1, Cs2) concludes the proof. O

Remark 6.7.5. Note that although Proposition 6.7.4 guarantees that we can

always choose a constant C' and an order n such that the cdf of Y sampled in

each cycle of Algorithm 3 is sufficiently close to the cdf of T, as C' increases

by decreasing €, as seen in (6.97), M =max;c(,c1pn(t) will increase or at

most remain constant. However, the probability of acceptance in Algorithm 3
1

is 57 Therefore, there is a trade-off between increasing C, to achieve better

accuracy, and the running time of the proposed algorithm.
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The ability of Algorithm 3 to generate a satisfactory “approximated"
sample from the FPT rv is shown in Figs. 6.7.1, 6.7.2, and 6.7.3. Since
we have initially assumed Condition 6.2.1, the method has been hereby
applied only to the CIR process. Additionally, in this case, the lack of a
closed form of g.;, and of exact simulation methods are strong motivations
for investigating this procedure. We consider cases A, B and Cg; as
in Section 6.6.3 with the standardisation procedure outlined in Section
6.4.3. Hence in (6.94), instead of §,, we use the approximation g, of the
pdf g corresponding to T:T/ or, where op is the standard deviation
of T'. Moreover, whenever mentioned, n in g, has been computed using
the stopping criteria in (6.47) with e=10"1* and the parameters a and
f in (6.37) have been chosen according to the first part of Section 6.4.3.
Again, case B, requires a special attention for two main reasons. On one
hand, the corresponding o= —0.34 and 3 =0.812 leads to a peaked reference
distribution, which increases the probability of rejection. On the other
hand, a high numerical precision is required to obtain a satisfactory g,, as
already mentioned. However, in our numerical experiments the main source
of a lengthy computational time was the higher order n used for obtaining
Jn, rather than the acceptance-rejection method itself. Despite this, the
overall computational time remained competitive when confronted with the
remaining cases.

6.7.2 Orthogonal Series Estimators

Suppose a sample of i.i.d. FPTs T ={T1,...,Tn} generated by a FPT rv T
having unknown density ¢ is available, arising either from simulations or
from experiments. We additionally assume that not even the moments (or
cumulants) of T" are known. Nevertheless, we can still assume that % has a
L%m , series representation and as usual from the latter we can formally obtain
the approximant g,, even though it cannot be directly computed. However,
it can be still exploited in this context as shown in the following. Indeed,
given the availability of a sample it is intuitive to replace the theoretical
moments appearing in the cofficients {B,(ga’ﬁ )}kzo of §,, as in (6.24) with the
corresponding sample moments computed on 7. Proceeding in this way, a
straightforward calculation shows that replacing FPT moments {E[T]}7_,

with sample moments is equivalent to replacing E[L,(Ca’ﬁ )(T)] in (6.24) with
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sample from truncated exp
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Figure 6.7.1: Plot of rejected draws (in red) and accepted draws (in blue) for the acceptance-
rejection part of Algorithm 3 with N =3000, ¢=0.05 and n=10 applied to case A,
together with the corresponding M f, 5 and §p, c = P(T “o7lo,c) as in (6.94), with C'=
3.97,«=0.367 and $=1.17. Only a portion (10%) of rejected and accepted draws has been
plotted, for easier viewing. On the same plot an histogram computed on the sample of size
N =3000 arising from Algorithm 3 with the aforementioned parameters is shown.

— |
| o rejected
o | o accepted
N | (1)
I _]\Jfa-ﬁ\c(t)
|
e |
-—
rejection sampling I sample from truncated exp
— |
o _| I
o
l I | S |
0 1 2 3 4 5

Figure 6.7.2: Plot of rejected draws (in red) and accepted draws (in blue) for the acceptance-
rejection part of Algorithm 3 with N =3000, e =0.05 and n =55 applied to case B;,, together
with the corresponding Mfa,mc and §Tn|c:%1(0,0} as in (6.94), with C'=3.621,
a=-—0.34 and #=0.812. Only a portion (10%) of rejected and accepted draws has been
plotted, for easier viewing. On the same plot an histogram computed on the sample of size
N =3000 arising from Algorithm 3 with the aforementioned parameters is shown.
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Figure 6.7.3: Plot of rejected draws (in red) and accepted draws (in blue) for the acceptance-
rejection part of Algorithm 3 with N =3000, e =0.015 and n =9 applied to case C;,, together
with the corresponding Mfa,mc and gr,, 0 = %1(07@ asin (6.94), with C'=6.65, a=0.7
and $=1.306. Only a portion (10%) of rejected and accepted draws has been plotted, for
easier viewing. On the same plot an histogram computed on the sample of size N =3000
arising from Algorithm 3 with the aforementioned parameters is shown.

its sample mean estimator

- 1 s
Rl
NiZl g

Then, the FPT pdf ¢ which has generated the sample 7 can estimated for
t€(0,00) and n €N by

_ - , KT (a+1)

()= f, 51 I b(a,B)L(aﬂ) t) th b(ayﬁ):

In(t) fﬂ()( +k§::1/€k: g (1)) with by Flatith)
(6.107)

which is known as an orthogonal series estimator of g (see, e.g., Efromovich,
2010). This observation reveals an additional advantage of using the Laguerre-
Gamma approximation. If the FPT moments/cumulants are not known
but a random sample is available, the Laguerre-Gamma approach offers the
opportunity to recover an approximation of the FPT pdf similarly as an
orthogonal series estimator. In such a case, the estimates carried out by
sample moments or by k-statistics (Di Nardo and Guarino, 2022) replace
the occurrences of FPT moments or cumulants respectively.

Figs 6.7.4 and 6.7.5 respectively show that the results obtained by the
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orthogonal series method on a collected FPT sample are pretty much equiva-
lent to the Laguerre-Gamma approximations in the case of known moments
presented in Section 6.6.3 and 6.6.2 respectively, when the stopping criteria
addressed in Section 6.4.2 are used for both the procedures.

0.25
|

— approx

0.20
|
=]
~]

0.10
|

0.05
|

0.00
|

Figure 6.7.4: Plot of g, (in solid purple) from the sample T¢.. for case Ce with n=7,
a=0.8 and 5=0.49, obtained with the stopping criteria (6.47), together with a KDE (in
dashed red) and a histogram both computed with the sample T¢,,,

In this context, it is natural to ask for a method to choose n in g, which
depends on the sample 7 at hand. We briefly recall the general idea in the
following. Under additional and somehow complicated hypotheses on the
true pdf g, estimations of the convergence order of g, to g are assessable
through the mean integrated squared error (Hall, 1980). By using the
orthogonality of the generalised Laguerre polynomial sequence, for n € N the
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0.4

0.2

0.1

Figure 6.7.5: Plot of g, (in solid purple) from a sample 7Tp,,, of size N = 10* generated
with the Milstein method for case By, with n=34, a=0.39 and 3=0.73, obtained with
the stopping criteria (6.47), together with a plot of ggm (in dashed red).

mean integrated squared error is (Diggle and Hall, 1986)
Gnll) = ‘ Fas( dt] (6.108)

J(n) = E[/O 0

1 & o «, «, o,
= 5 2 Varl L (1) + 3 VRIS (1)
k=1 k>n

with b,(ga’ﬂ ) as in (6.107). Thus increasing the sample size N leads to a
reduction of the error J(n) as expected from the estimation of moments
with sample moments.

The vast majority of the strategies in the literature to choose the degree of
the polynomial approximation n in (6.107) starts from the idea of minimising
(6.108), see for example Diggle and Hall (1986). A discussion on which
strategy is the most effective in our two applications, or, additionally, a
general treatment of this procedure, goes beyond the scope of this thesis.
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6.7.3 Approximated Maximum Likelihood Estimation

As in the previous context, suppose a sample of i.i.d. FPTs T={T1,..., Ty}
generated by a FPT rv T having unknown density ¢ is available, arising
either from simulations or from experiments. The moments (or cumulants) of
T are supposed to be known. As we continue, we will denote g by gy, to make
explicit the fact that it depends on the parameters 6 € © of the underlying
process, considering the starting position and barrier to be fixed and known.
For instance, 6 = (j1,0%) € (—o0,+00) X (0,+00) = O for the GBM. The goal
is to estimate them with a suitably modified maximum likelihood estimation.
In this case, we assume that for any 6 € © the ratio fi—; has a Li’ , series
representation '

B _salsPQ?, gee. (6.109)
fa8 k>0

From the latter we obtain the approximant g, ¢ as

gnﬂ(t)
Ja8(t)

where p,, is given in (6.38). We further assume that for any #€© and
n €N the approximant g, ¢ is non-negative for all £>0. Note that in the
series representation (resp. the approximant) we have that the dependence

on 6 is found in the moments {E[T”]4} ;>0 which appear in the coefficients

a,(fféﬁ ) of the series (resp. the sum). Then, it is intuitive to proceed by using

the approximated density g, ¢ in the likelihood function instead of the true
unknown density gg. Note that n denotes the truncation order and N denotes
the sample size. The approximate MLE (AMLE) of # then is

=pno(t), t€(0,00), 0€O, (6.110)

0. N =argmaxl, y(6), (6.111)
0€O

with I, y(6)=InL, n(0), and

N
Ln(0) = 11 9n(T5)-
i=1

The maximisation problem in (6.111) must be numerically solved. Before
proceeding, we make note to the reader that extensive additional studies
must be set forth to theoretically ground this AMLE. This issue may be
subject of future work and will be discussed in the appropriate section at the
end of this thesis (see Section 7.2.3 in Chapter 7). Nevertheless, we provide
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some numerical experiments in the case of the CIR. Following standard
practices when using this process in the context of neuronal modelling (see,
e.g., Ditlevsen and Lansky, 2006), we have only tackled the estimation of
the parameters p and o in (6.55) and we consider the remaining ones fixed
and known. The true parameters have been selected according to cases
Acir, Beir and Cy in Section 6.6.3. For each of the three combination of
parameters, 1000 instances of the AMLE in (6.111) have been computed
for three simulated samples 7. | 74" and 72 with sample size N €
{500,1000,5000}. In each case, the maximisation problem in (6.111) has
been solved by using a global optimisation algorithm implemented in the
R package nloptr (Johnson, 2024). Additionally, recall that the order of
approximation n, o and £ must be chosen when computing the approximant
Jn. These choices require a few more words. For the former, a maximum 7,4,
is set at the beginning of the numerical optimisation involved in computing
the AMLE for a given sample: whenever §, needs to be evaluated, the
iterative procedure for computing it is stopped if our stopping criteria (6.47)
are met or if n,,,, is reached. For lightening the computational costs, 1,4z
has been set to 10 in all cases considered. For the latter parameters, two
possibilities have been considered. The first one involved fixing o and
at the beginning of the numerical optimisation involved in computing the
AMLE for a given sample, using the choice in Section 6.4.3 employing
sample moments computed from the considered sample instead of theoretical
moments. The second one instead goes as follows. For a given sample,
for each (¢/,0’) in which one wants to evaluate g, during the numerical
optimisation, a couple (o/,) is computed using the choice in Section 6.4.3
with the theoretical moments corresponding to (u',0”). The latter choice
proved to be more well behaved and it is the one chosen for the results
presented here. However, we stress out again that all of these aspetcs must
be further investigated. The bias and MSE resulting from these experiments
are reported in Table 6.7.1. An inspection of the latter reveals satisfactory
values which confirm that the proposed AMLE is a promising technique
worthy of further studies.

6.8 Conclusions

In this chapter we have studied a method for approximating the FPT pdf
and cdf of a one dimensional regular diffusion process that relies on a series
expansion involving the generalised Laguerre polynomials and the gamma,
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Bias MSE
u o % o
200 | 8.86x107%  —7.85x1072 | 4.88x107% 2.05x 1072
{0001 483%107*  —6.15x1072 | 1.30x107% 1.11x 102
20001 —273%x107%  —6.68x107% | 7.97x107* 1.05x 1072
30 | 544x107°  1.36x107' | 6.63x 1077 6.77x 107
30001 3.07x107°  6.56x1077 | 3.23x 1077 1.80x 107!
TR0 1 8.09x107°  3.93x107% | 1.79x 107" 1.93x107*
S0 | —2.71x1072  4.91x107? | 4.97x 1072 3.21x107?
10001 —323%x1072  4.15x107% | 1.04x 1072 1.77x 1073
20001 —3.74%107%  411x107% | 5.77x107%  1.73x107?

Table 6.7.1: For cases Acir, Beir and Cy; in Section 6.6.3, the bias and MSE of the AMLE
in (6.111) for (u,0), estimated from 1000 random samples of size N € {100,500,1000}
generated, as explained in Section 6.6.1, with the Milstein method.

pdf. We began by recalling the more general method of moment based
series representations for pdfs, which hinges upon expanding them with
respect to a family of complete orthonormal polynomials and a reference
density. Then, with this theory at hand, we have explained how it can be
applied to approximating the FPT pdf and cdf, and, under appropriate
assumptions, we have given a result on the approximation error. In the
same spirit, considerations on the choice of the reference pdf parameters
have been made as well and some conditions for the non-negativity of the
approximant in a right hand side of the origin and in the tail have been
given. Furthermore, methods of standardisation according to considerations
on dispersion measures are proposed. Naturally, we have then discussed
the computational aspects. An iterative procedure coupled with stopping
criteria aimed to ensure numerical stability have been established. We have
also considered a strategy to overcome the possible negativity of the resulting
function, a feature that is clearly undesirable in the approximation of a pdf.

The accuracy of the approximation has been tested on the GBM and
on the CIR process. The latter case where the true FPT density is not
known provides a prototypical example for the usefulness of this tool. Three
numerical examples, spanning various shapes of FPT pdfs and cdfs, have
been investigated for both of them.
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As a side result of the practicality of the approximation three applications
have been considered. One is an acceptance-rejection-like method, that
makes a clever use of the form of the approximation function. It allows the
generation of FPT data when its distribution is unknown but the moments
(or cumulants) are known.

When only a sample of FPT data is available, the second application
shows that the structure of the Laguerre-Gamma series expansion can be
used to construct an estimator of the FPT pdf. This technique is known in
the literature as the method of orthogonal series estimators.

Finally, with the third application, we have set forth an example of how
the Laguerre-Gamma series expansion could be used to perform parameter
estimation, in the case where a sample of FPT data is available, and, unlike
in the previous scenario, the moments are known.

Future work will be discussed in the ending section of this thesis.
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Appendix

6.A Generalised Laguerre Polynomials

In the following we recall the definition and some properties of the generalised
Laguerre polynomials L§;¥>. We refer the reader to two classical monographs
Sansone (1991) and Szegé (1975) for more details. They are usually defined
for > —1 and non-negative integers n by Rodrigues’ formula
1 d"

L (z)= e O‘emﬁ (e
From the latter, the closed form expression for the generalised Laguerre
polynomials can be recovered

n o (n+a)(—z)F
L%O‘)(:E):Z(nik)( k;!) , x€]0,00).

k=0

_xx"“‘) , x€|0,00).

For instance, for n € N and z € [0,00) they satisfy the following recurrence
relations

1.
(n+ DL (2)=@2n+a+1-2) L9 (2) = (n+a) LY (). (6.112)
> 2n+a+1 +
o n+a+l—x o n+ao a
L= (T 10 - (5] ) 1@ ey
3. p
L (@)= L) (). (6.114)

The polynomials L§ﬁ> are orthogonal with respect to the weight function
x% " on the interval [0,00), that is
Fn+a+1)

" O (6.115)

/OOO 2% " L) (2) L) (2) da =
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Finally, we also recall that the generalised Laguerre polynomials are eigen-
functions of the following Sturm-Liouville problem

d
&(to‘*le*ty’)—i—ktae*tyzo, with y=y(t), keNT. (6.116)
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Chapter 7

Conclusions and Future Works

7.1 Conclusions

In this thesis we have presented three main lines of research related by the
underlying unifying thread of hydrological data analysis and modelling.

The first part was dedicated to discrete models for interarrival times and
other related rainfall temporal variables, with the broader aim of providing
a description of the rainfall occurrence process. We reviewed the HLZ
distribution and expressed its properties in a more compact way, providing
some new insights. A new result on its convolution was provided. To
expand the range of options for fitting daily rainfall interarrival times data,
we further explored two additional distributions which have never been
considered for such variables and are closely associated to the Lerch family:
the Poisson-stopped HLZ distribution, and a one inflated HLZ distribution.
Subsequently, we introduced other temporal variables linked to daily rainfall
interarrival times, specifically wet and dry spells as well as wet and dry
chains. At the best of our knowledge, the latter have never been deeply
investigated in the literature. We then demonstrated how their distributions
can be derived from the distribution of interarrival times and vice versa.
Hinging upon these relationships, firstly a procedure called direct method
(DM) was presented, where the distribution of wet spells and dry spells
(as well as of the corresponding chains) is derived as a consequence of the
assumption of i.i.d. interarrival times. In other words, the rainfall occurrence
process is described by a renewal process. Note that in this case, the wet
spells will have a geometric distribution. Secondly, the latter assumption
was relaxed in an indirect method (IM) where wet spells and dry spells are
modelled separately, that is, under the assumption of an alternating renewal
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process, hence including the possibility of a non-constant rain probability
inside a rainfall cluster. Then we presented the empirical results obtained on
daily rainfall data arising from measurements at 6 European stations which
span a variety of rainfall regimes. Firstly, the three aforementioned discrete
distributions were fitted and compared on rainfall depths and interarrival
times obtained from the available dataset. On the one hand, the obtained
results confirm the effectiveness and flexibility of the HLZ distribution, on
the other, they showed how the Poisson stopped HLZ distribution may prove
to be superior in some cases, where it is able to match the performance of
the one inflated HLZ distribution. Secondly, we applied the DM and IM
to the same data. Our findings indicate that the geometric distribution
does not consistently replicate the ws frequencies accurately, even in cases
where it frequencies are well modelled by the HLZ distribution. Enhanced
performance is observed when using the IM, suggesting the existence of an
underlying internal structure within multiday rainfall events. It is commonly
assumed that the internal structure observed in sub-daily rainfall records
(e.g., 10-minute intervals) vanishes when data is aggregated at daily levels
(see, e.g., Ridolfi et al., 2011). However, the analysis presented here contest
this assumption for certain studied locations, indicating that the internal
dynamics of rainfall events may persist even at the daily time scale. In
other words, these results highlights the need for more flexible modelling
approaches, such as the IM, to accurately capture these complexities. An
additional enhancement in the fittings is achieved when the datasets are
divided into two periods, indicating that incorporating local seasonality
could improve inferences. Interestingly, in most locations, the DM applied
to seasonal data remains a viable and straightforward approach. The results
of this study may help in scenario simulations of drought and flood events,
considering that probabilistic functions, such as those applied in this work,
are at the base of stochastic climate modelling.

Motivated by the problem of describing the dependence between some of
the variables encountered in the previous chapters and inspired by the ideas
contained in the essay on dependence between random vector Geenens (2020),
in the second part of the thesis we proposed copula-like models for finitely
supported bivariate discrete random vectors. Initially, we reviewed some of
Geenens (2020)’s main ideas and explained how they form the conceptual
building block of our results. Using the fundamental concept of I-projection
(in the sense of Csiszar, 1975) on a Fréchet class of pmfs with fixed arbitrary
(positive) margins, we then were able prove a Sklar-like decomposition for
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a bivariate pmf p into its two margins and a unique copula pmf u, playing
the role of a representative of dependence. Additionally supposing that p
has a rectangular support (that is, p is strictly positive), this decomposition
was then exploited to build a statistical model for p, hinging upon the
possibility of separately specifying the margins and the associated copula
pmf u. Regarding both the nonparametric and parametric estimation of the
latter, inferential and goodness of fit tools were developed and studied both
theoretically and empirically. Indeed, theoretical results were complemented
by finite-sample experiments and a data example. As a result that is both
key for the study of the asymptotics of these inferential procedures and of
independent interest, we proved that I-projections (in the sense of Csiszar,
1975) on a Fréchet class of pmfs with fixed arbitrary (positive) margins are
differentiable in a certain sense. Afterwards, we tackled the generalisation
of this result in the following way. When substituting the Kullback—Leibler
divergence, which underlies I-projections, with the more general class of the
so-called ¢-divergences (see, e.g., Ali and Silvey, 1966; Csiszar, 1967; Liese
and Vajda, 1987; Csiszar and Shields, 2004, and the references therein), one
obtains ¢-projections. We have then established conditions under which
¢-projections are continuously differentiable, in the broader context of finite
measures on finite spaces. When the target set for the ¢-projection is
convex, we demonstrated that the necessary assumptions can be derived
from straightforward and verifiable conditions. These findings were utilized
to determine the asymptotics of ¢-projection estimators (i.e., minimum
¢-divergence estimators) for projections onto parametric sets of probability
vectors, sets of probability vectors with specified fixed moments, and finally
on Fréchet classes of bivariate probability arrays, as done previously, but
with a more general point of view, particularly amenable to multivariate
extensions. In these examples our theoretical findings were empirically tested
with various simulations.

Since the study of the time that some hydrological variables take to reach
certain thresholds holds an important role in applications, the third part
of this thesis dealt with a method for approximating the first passage time
probability density function and cumulative distribution function of some
one dimensional diffusions. This approximation is obtained by truncating
a series expansion involving the generalised Laguerre polynomials and the
gamma probability density, and it relies on the knowledge of the moments, or
equivalently, of the cumulants of the FPT random variable. After reviewing
the more general procedure underlying this tool, sufficient conditions for
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the existence of the series expansion in the FPT case were given and, under
the latter, a result on the approximation error has been provided. We then
naturally considered the computational aspects. In this regard, we provided
an iterative procedure coupled with stopping criteria aimed to ensure nu-
merical stability and we also considered a strategy to overcome the possible
negativity of the resulting function. Furthermore, methods for choosing the
parameters of the gamma density, along with a simple standardisation trick,
were proposed, both developed according to considerations on dispersion
measures. Various numerical experiments on the GBM and on the CIR
process were performed to confirm the efficiency and practicality of the
method. The case of the CIR process, where the true FPT density is not
known, provided a prototypical example for the usefulness of this tool. As a
byproduct of the approximation, we were able to present three applications.
One is an acceptance-rejection-like method, that makes a clever use of the
form of the approximation function. It allows the generation of FPT data
when its distribution is unknown but the moments (or cumulants) are known.
Again, we have shown its effectiveness in the CIR case. The second appli-
cation was used to show that the structure of the Laguerre-Gamma series
expansion can be used to construct an estimator of the FPT probability
density function when only a sample of FPT data is available and not even
the moments of the underlying random variable are known. Finally, with the
third application, we have set forth an approximated maximum likelihood
estimation which enlightens how Laguerre-Gamma series expansion can be
used to perform parameter estimation, in the case where a sample of FPT
data is available, and, unlike in the previous scenario, the moments are
known.

7.2 Future Works

Similar to the previous section, following the conceptual subdivision of this
thesis, the discussion on future works shall be divided in three main parts.

7.2.1 Direct and Indirect Method

The models proposed in this thesis are local. Due to the large distances
between the stations considered in our dataset, we were able to assume
spatio-temporal independence and to proceed with our methodology on each
single station separately. However, when the network of stations at hand
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is dense, spatial dependence of weather events might need to be taken into
account. This problem could be addressed by combining our procedure
with more complex stochastic space-time models. For example, in looking
for spatial patterns, hidden Markov models (Robertson et al., 2004, 2006;
Hughes and Guttorp, 1994) suppose the existence of hidden states as a link
between synoptic atmospheric measurements and the local precipitation
process. In our particular case, tools such as the latter could be employed
to model spatial dependence between parameters.

Additionally, a more in depth statistical analysis of the dependence
between the rainfall amounts and the corresponding wet spell length should
be carried out. For instance, it would be of interest to investigate the
possibility of modelling the rainfall depths conditioned to the length of the
wet spell with the Lerch family. This is currently subject of ongoing research
by us.

7.2.2 Copula Like Models for Discrete Random Vectors

Multivariate Extension We strongly believe that the proposed methodology
can be fully extended to the multivariate case since the key results related
to I-projections (and, more in general, ¢-projections) are not limited to
the bivariate case. A first effort in this context is merely notational, as
to delineate a smoothly reading framework for copula arrays of arbitrary
dimension. Afterwards, a fundamental step is to provide a multivariate
version of the Sklar-like decomposition found in Proposition 4.4.1. To this
aim, it seems that only minor modifications of its proof must be set forth.
Furthermore, a multivariate generalisation of the odds ratios on which we
based our concept of dependence structure should be sought. Fortunately,
multidimensional odds ratios seem to appear in the literature and, naturally,
in addition to them, conditional odds ratios (see, e.g., Rudas, 2018, Section
6.2) should also be taken into consideration, as can be for example inferred
from a careful read of the recent work Perrone et al. (2024). Unsurprisingly,
as hinted in the latter reference, a multivariate version of the IPFP (see
Barthélemy and Suesse, 2018, Section 2.1, for an example) would maintain
the multidimensional and conditional odds ratios constant when used to
compute a copula array. For what concerns the statistical aspects, parametric
models of the form in (4.47) would need to be developed. Considering
multivariate families of classical copulas should do the job. Finally, note
that the results stated in Section 5.3.3 of Chapter 5 could be used to derive
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the limiting distributions of I-Projections on multivariate Fréchet classes.
Indeed, it should suffice to consider an arbitrary dimensional version of
the vectorisation operator to be able to employ those results into the array
scenario, as exemplified by the last application of Chapter 5, modulo the
increased notational effort. Hence, they could be used to investigate the
asymptotics of nonparametric and parametric estimators of copula arrays.

Non Rectangular Supports The assumption of rectangular support could
be replaced by an alternative postulate for the support of p (based for
instance on domain knowledge). We briefly describe the practical challenges
that would need to be addressed to adapt the proposed statistical modelling
methodology. Following a (possibly multivariate version of) Proposition 4.4.1,
one would need to verify the existence of a pmf with uniform margins that
shares the same support as p. In this direction, a multivariate result analo-
gous to Proposition 4.2.3 would be needed. To the best or our knowledge, it
seems that a detailed reading of Csima (1970) should provide the necessary
theory. Then, a suitable smoothed estimator of p, similar to (4.39), would
need to be proposed so that the corresponding empirical copula pmf of the
form in (4.40) could be practically computed via the IPFP. Furthermore,
parametric models of the form in (4.47) with matching support for p would
need to be developed. Finally, the results stated in Section 5.3.3 of Chapter
5, already mentioned in the item above, could also be used to investigate the
asymptotics of nonparametric and parametric estimators of copula arrays
with possibly non rectangular support, albeit with some minor required
modifications.

The extensions to the multivariate and non rectangular support case are
subject of a paper currently under writing.

Smoothing The proposed inference procedures rely on the initial smoothing
in (4.39), which aims to ensure numerical convergence of the IPFP with
"high probability". Our choice of smoothing is arbitrary, and alternative
smoothing strategies should be empirically investigated.

Additional Simulations From a statistical practice perspective, the asymp-
totic results in Section 4.5 could be used to derive asymptotic confidence
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intervals for various nonparametric and parametric estimates. With addi-
tional implementation effort, fitting and goodness-of-fit testing could be
extended to multiparameter parametric families J in (4.47). This is reserved
for a future project. Our focus on families J built via (4.48) was purely for
practical convenience due to the available functionalities in R. Other classes
of parametric families J were discussed in Section 7 of Geenens (2020).

Countably Infinite Supports Finally, the theoretical extension to the count-
ably infinite support case could be tackled. In (Geenens, 2020, Section 8)
we can find the following suggestion, based on a truncation and limiting
argument. Let p be the pmf of a bivariate random vector (X,Y’) supported
on Nx N and denote by py a suitable truncation of p (see the construction
in Geenens, 2020, Section 8.1), which is a pmf with rectangular support
[N] x [N], where N € NT. Let uj y and ug y be uniform univariate pmfs on
[N]. According to Proposition 4.2.1, since py has a rectangular support,
un =2y, vy (pn) exists for all NeNT and, according to the initial Def-
inition 4.1.2, it is the pmf of a bivariate random vector (Uy,Vx) having
uniform margins on {N}:{ﬁﬁ"'7NLH}' It is easy to see that Uy and
Vv both converge in distribution to a U(0,1) as N goes to infinity. Ideally
then, we should expect that (Uy,Vy) converges in law to a bona fide con-
tinuous copula C on [0,1]?. Geenens (2020) affirms that such convergence
is guaranteed by Theorem 3.1.8 in Durante and Sempi (2015). However,
it does not seem that the main condition appearing in that theorem is
straightforwardly satisfied by the sequence of discrete copulas associated to
the sequence of copula pmfs {Z, v, v(Pn)}n>1. Therefore, a more careful
investigation of this convergence is needed. Supposing for a moment that it
holds, we should then provide an explanation of how C would play the role
of the representative of the dependence of (X,Y’). Again, one could argue
that it follows from the fact that C itself can be seen as a representation
of the infinite odds ratios w;; for (4,7) in N7\{1} x N"\{1} of p. Finally,
the biggest issue to face in this scenario seems to be, even conceptually,
the obtainment of a Sklar-like decomposition between p and its margins: a
uniform distribution on the integers does not exist.

An Initial Application To a Simple Daily Rainfall Generator ~As mentioned in
the introduction, it may happen that rainfall records are too brief to conduct
reliable and meaningful analyses. Hence, stochastic models are commonly
used to simulate synthetic series and to generate longer alternative rainfall
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scenarios that are statistically consistent with observed data. In this context,
such tools are known as rainfall generators. One known and straightforward
method of building a daily scale rainfall generator is by describing the
alternation between rainy and non rainy days with a reliable pmf p,,s of the
wet spells ws and pgs of the dry spells ds, usually under their independence.
Moreover, a distribution for the rainfall depths on the rainy days h, usually
independent from ws, is also used, to generate the positive rainfall when
needed. According to the setup seen in Chapter 2 and Chapter 3, we consider
h as discrete and therefore we let p;, be the associated pmf. Then, very
simply, instances of ws and ds are alternatively (independently) generated
according to py,s and pgs (Wilks, 1999b). Given a wet spell of length m € N*
and a dry spell of length m’ € N*, m rainfall depths are generated according
to py, for the wet days and m’ zeroes are stored for the dry days.

However, if signs of associations between the aforementioned variables are
present in the available data, one could use the methodology proposed in
Chapter 4 to construct a more reliable rainfall generator. Let us delineate,
with some degree of informality, how that could be achieved. We describe
first the involved statistical model and the related fitting, then we explain
the very simple algorithm.

Since ws, ds and h are theoretically supported on the integers, some sort
of truncation would need be employed. However, note that, in practice,
everything should work, as the support is forcibly limited to a finite number
when implementing the procedure. For example, a multiple of the maximum
value found in the available data. With this in mind, pardoning some lack
of rigor, we can consider the bivariate pmf pys 45 (resp. pysn) associated to
the bivariate discrete random vector (ws,ds)(resp. (ws,h), as constructed
at the end of Section 3.1.1). Naturally, both these pmfs have a rectangular
support, since, a priori, no values of the underlying random values have a
reason to be excluded. Then, a three steps statistical model of the type in
Section 4.5 could be postulated for pys.ds (resp. pws,n) and fitted to available
(ws,ds)(resp. (ws,h)) data arising from a series of daily rainfall records
h. Furthermore, the fitting could be seasonal. For instance, let seas in
{51,52}, where the latter are defined as in Chapter 3. Then, more in details,
as described in Section 4.5, one could proceed as follows.

1. Estimate the univariate margins p,s, pis and pp parametrically; let

[n] = i : : :
pgﬁgeas], p&%‘“é} and pgym“’] be the resulting estimates. For instance, fol-

lowing the first two chapters, we could assume that ws, ds and h belong
to the HLZ family of discrete distributions.
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[6™]

ws,ds and

2. Estimate the copula pmfs s 45 and u,s  parametrically; let

[n]
ngsh], be the resulting estimate. In this case, to chose an appropriate

parametric discrete copula pmf, one could proceed with simple graphical
checks or compare the values of the log-likelihood at the estimates, as
hinted at the end of Section 4.7, as ad-hoc model selection procedures
still need to be developed.

3. Form a final parametric estimate of pysq4s and pysp as in (4.31) via an
I-projection as

[agré]as’ E;Lsﬁgz]as] _ [Q[Jélrm]

ws,ds =1 NI N (u )
pu)s s

and
[alths b mbehs] b
DPuosh =7 m [n] (u[”“ }).
) laseas]  [Vseas

Pws Py,

Then, in the following, we propose a simple generalisation of the above briefly
described algorithm for the rainfall generator, whose aim is to incorporate
dependence between the variables involved (we omit the season for notational
simplicity). For instance, fix a preceding dry spell ds;_; =1, with i,/ € N*.
Then

1. generate a ws; according to ws|ds =1, whose pmf is easily obtained from

(] _[n] gln]
fsd’g "1 and Pas. Suppose ws; =m, with m e NT;

(a) generate and store m instances of h|ws=m, whose pmf is easily

[ad™] Al gl
ws,h

obtained from p and pp;

2. generate a ds; according to ds|ws=m, whose pmf is easily obtained
[al"] A1) i)
ws,ds

from p and pus. Suppose ds; =m’, with m’ e N*;
(a) store m' zeroes;

3. repeat the previous steps until the preset number of generated rainfalls
has been reached.
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7.2.3 FPT Density Orthogonal Approximation

As explained in the beginning sections of Chapter 6, the outlined approxima-
tion method is a particular case of the more general procedure of orthogonal
approximations of probability density functions. With this in mind, it should
become clear that two of the presented applications could be extended to
a more general setup, as in the following. Consider a rv X with unknown
density g and known moments, such that a suitable reference density f is
known, to which we can associate a complete family of orthonormal poly-
nomials {P;};>0. Then, assume that $ € L% so that we have $=%30a;P;.
The approximant g, for n € N is defined as

gn<x>:f<x>§o a;Pi(x), = esupp(X),

where we set supp(X)={zr€R:g(x) >0} and we recall that a; =E[P;(X)].
The following two extensions should be considered. We shall report some
more details for ease of explanation.

Approximated Acceptance Rejection Method Further suppose that the ap-
proximant g, is positive. Recall that it clearly satisfies

gn() _
f(z)

Since p,, is a polynomial for any n >0, the right hand side of (6.92) is
unbounded if supp (X) is. In the latter case, we have provided in Section 6.7
a suitable modification of the standard acceptance-rejection method with
the aim of "approximately' sampling from X using (7.1). In the following,
suppose X, be the rv with pdf g, over supp (X ). A key step in the procedure
was to exploit the known behaviour for large ¢ of the FPT pdf. Assuming
a similar knowledge for X, by only slightly modifying the last step we can
summarise a "more general" procedure in the following way:

i:oajpj(a:):pn(x), x € supp(X). (7.1)

i) find a constant C' such that P(X > (') <g, for a fixed, small € > 0;

it) for t < C apply the classical acceptance-rejection method using the ratio

MSM where M =

P(X,<C)
gG\C(x) max pn(x) (7.2)

X, <
P(G<C) z€)0,C]
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and

foes) = g 2 toale). fuels) =5 tgam: (73

ii) for t>C sample from a truncated rv X whose behaviour should be
arbitrarily close to the behaviour of X in its tails, as € decreases and C
increases.

Obviously, the first fundamental step in this extension would be a clarification
and subsequent formalisation of the statement in step iii) above. Then,
seemingly minor adjustments to the proofs at the end of Section 6.7 are
needed.

Remark 7.2.1. Suppose supp (X) is bounded, without loss of generality we

can take supp (X)=(a,b) with a and b in R. In this case, we can just apply

step ii) of the above procedure. That is, for t € (a,b), apply the classical
acceptance-rejection method using the ratio

fra@)

- <M, € (a,b), wh M= t). 7.4

(@) = x € (a,b), where tg%%pn( ) (7.4)

4

Approximated Maximum Likelihood Estimation In Section 6.7.3 we have
presented simulation experiments of an approximated maximum likelihood
procedure. In the following, we try to explain the steps needed to ground
theoretically the proposed method, using the present broader setup. Suppose
that the density of X has a parametric form g(+;0) (unknown as well), where
0 €0 and O is an open subset of R™ for a positive integer m. Let 0, €©
be the true unknown parameter, that is such that g(-)=g(-;0). Now, as
usual in classical statistics, suppose to be in possession of n independent
copies X1,Xo,..., X, of X. Notice that, in the following, n is now the sample
size, unlike in the previous paragraph. Our goal is to estimate 6, through
maximum likelihood, by overcoming the fact that ¢ is not known in a closed
form through the orthogonal series expansion we have described. From now
on, we shall make a discussion taking inspiration from Ait-Sahalia (2002),
which provided a similar construction in a more complex scenario. Define
the classical log-likelihood as

£(01%) = 3" logg(X::0)

i=1
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and the relative classical maximum likelihood estimator as

A

0, =argsupl, (0| X).
USC)

Since g(+;0) is not available, we consider its approximant g as in the following

gj<x;e>=f<x>iOE[a-(X)]aa(x), v esupp(X).

where J in N7 is the truncation parameter. Note that we removed the
hat from the approximation of g to avoid confusion with the maximum
likelihood estimator and, for similar reasons, that we shall refer to the
truncation parameter with J. The subscript 6 in the writing E[P;(X)]y
denotes that the dependence of g; on 6 is found in the known moments
E[X]y for ieN. Indeed, E[P;(X)]o=>7_b;;E[X"]ys, where b;; are the
coefficients of P;. Then, define the approximated log likelihood as

0 (01X) =3 "loggs(X;0)
i=1

and the relative approximated maximum likelihood estimator as
07 =argsupl? (0| X).
0cO

To proceed, it is necessary to prove that as J tends to infinity, é;{ will
converge (in a suitable way) to the classical estimator 6, (which is not
computable) and then that it is possible to find a sequence J,, tending to
infinity, as the sample size grows to infinity, such that HA;{" will converge (in
a suitable way) to the true parameter . Let us make a series of (maybe
too strict) assumptions, both on the convergence of the partial sums g;(+;6)
and on the regularity of g(-;0). They are based on a series of assumptions
found in Ait-Sahalia (2002).

Assumption 1 (convergence of the partial sums). The convergence of
gs(x;0) to g(x;0) is uniform in x over supp(X) and uniform in 6 over ©.

Assumption 2 (regularity). The true unknown density g satisfies the usual
reqularity conditions for the consistency and asymptotic normality of the
classical MLE.
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Assumption 3 (positivity of the partial sums). The roots of the polynomials
{P;} are such that, for any J >0, the approximant gy is positive on at least
a finite number of intervals contained in supp(X).

Assumption 4 (tightness). For every e >0 there exist a compact K. CR
such that P(X € K) >1—e.

Then, we should be able to state the following theorem, whose proof is
currently under writing. The arrow — indicates convergence in probability.

Theorem 7.2.1. Let Py, be the probability measure having density g(-) =
g(+;00). Then, under Assumptions 1, 2 and j:

1. Fizx the sample size n. Then, as J— o0, we have that HA;{&HA% under
Py,.

2. As n— 00, a sequence J, tending to infinity can be found such to deliver
any convergence rate of 9‘]” to0,. In particular, there exists J, tending to

infinity such that 9;{" and 0,, will share the same asymptotic distribution.

A next important step would need to provide a data-dependent choice
of the truncation parameter .J. Indeed, our stopping criteria are aimed at
preserving numerical stability, and, in the current scenario where a sample
is available, do not take into account the fact that a too large J would
probably increase the variance of the approximated estimator 9% . Finally,
extensive numerical experiments would be needed to investigate the finite
sample size behaviour of this procedure.
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