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Abstract. Virtual reality applications are extensively used in the space
exploration domain to support different tasks that vary from astronaut
training to mission planning, to system design and engineering. A key role
is played by the interactive visualization of scientifically-accurate data
related to outer space elements, such as, among others, stars, galaxies
and planets. In the current work, we propose a method for the 3D visu-
alization of data related to terrain surfaces of different celestial bodies,
and the integration of the terrain models into a space-exploration virtual
reality application. In particular, we provide insights into the pipeline we
used to import and process the terrain data, coming in the form of Dig-
ital Elevation Models, and the techniques to visualize and geo-reference
them inside the application. The proposed methodology showed accuracy
in the visual outcome of the reconstructed surfaces, as well as positive
results in terms of software performance of the real-time application.

1 Introduction

Virtual Reality (VR) applications have been widespread for years in the space
industry, which took great advantages by adopting these solutions; in many cases
they have become the de facto standard, as they are able to bring a great reduc-
tion in costs, manpower, and required skill levels [1]. Numerous tasks are being
successfully carried out using VR applications. It is worth mentioning, among
others: I) astronaut training and operational assessments [2]; II) remote oper-
ations using safe, virtual environments that help in enhancing the operators’
responsiveness and focus [3]; III) system design and manufacturing tools that
relieve companies of investing large amounts of economic and human resources
[4]; IV) diagnostics and analysis using collaborative frameworks that interface in
real-time with the monitored systems [5,6]. Moreover, VR applications can also
be used for scientific research and outreach [7]. With this regard, virtual simu-
lations of the universe are built to explore huge amounts of data that are being
collected by spacecraft, such as the star catalogues provided by the European
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Space Agency (ESA)’s Gaia mission [8] or the archive of exoplanets provided
by the National Aeronautics and Space Administration (NASA) [9]. Scientific
data can also be used to face the need of precise information for accurate and
realistic simulations when planning new missions [5]. The goal of the current
work is to present a methodology to introduce new kinds of data into VR space
simulations. In particular we focused on the representation of terrain surfaces of
celestial bodies, given in the form of Digital Elevation Models (DEM), with the
objective of visualizing terrains as similarly to their real counterparts as possible,
without compromising the performance of the system. The possibility to recreate
surfaces of celestial bodies would indeed allow the system to offer better mission
planning capabilities, as well as simulations of rovers and other spacecraft. In
this scenario we defined our research question as follows: How can we integrate
new data related to celestial body terrains, into a VR system primarily designed
for visualizing star catalogues?

2 Related Work

Several Virtual Reality tools for the visualization of scientific data have been
developed. These tools rely on a series of techniques for exploring the simulation
in real-time while processing large amounts of data. A notable example is Gaia
Sky [10], an open-source tool used for visualizing and analyzing the entirety of
the Gaia star catalogue. Another virtuous example is OpenSpace [11], an open-
source framework for representing in details planets, stars and galaxies, on-going
missions and more. OpenSpace aims to provide a versatile system that can be
efficiently used in astronomy research, mission planning, and data communica-
tion. Other similar examples exist, however they with provide smaller amounts
of data resulting in an overall limited usage for scientific purposes. Some example
are Celestia! and Space Engine?. Elevation models also have their importance
for a number of tasks. Detailed representations of extraterrestrial surfaces can be
used for mission planning and simulation endeavours [12]. Moreover, their capa-
bilities of accurately representing real surfaces have been used in frameworks
that can help in testing autonomous navigation algorithms [13], and they have
been even employed for training deep learning models which, given the lack of
real terrain images, rely on pictures taken from virtual environments [14]. In
this scenario, Astra Data Navigator, the application discussed in the current
paper, is a system focused primarily on the scientific side of the simulation. The
software gives support for the visualization of different star catalogues and the
interaction with the datasets directly inside the scene.

3 Astra Data Navigator System

Astra Data Navigator (ADN) is a VR application developed by ALTEC S.p.A.3,
a company active in a number of space exploration missions. ADN allows for real-
! https://celestiaproject.space/.

2 https://spaceengine.org/.

3 https://www.altecspace.it /.
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time visualization and navigation of star catalogues and other celestial objects.
ADN was developed using Unity3D?* LTS 2022.3.7f1, and provides several fea-
tures.

1. The visualization and representation of data coming from different star cata-
logues such as Hipparcos [15], Tycho-2 [16] and Gaia DR2 [17]. Indexed struc-
tures for efficient data retrieval, along with a custom shader for lightweight
rendering of the stars, are used; the rendering is performed according to the
scientific parameters of the stars, such as radius and surface temperature.

2. A time simulation that calculates rotation around the axis and revolution
around the Sun for the celestial objects in the Solar system, such as planets,
satellites and spacecraft. The position of an entity at a specific time can be
retrieved in ADN via the use of SPICE kernels®, calculation tools developed
by NASA to give extremely precise information for several celestial objects.

ADN allows the free and seamless navigation of the universe by using the
‘floating origin’ approach [18], which consists in moving the entire scene while
keeping the camera fixed at the origin and thus avoiding approximation errors
over large scales. ADN also offers different visualization modes and tools manip-
ulating the representation of the loaded dataset; these features, along with the
wide compatibility given by the use of the Unity engine, make ADN suitable for
being an effective framework that can be used for scientific data visualization,
and that can be further expanded for dealing with more kinds of data. ADN, at
the current state, runs on desktop computers (both Windows and MacOS oper-
ating systems were tested), with additional support for stereoscopic displays and
a port for Head-Mounted Displays in development.

4 Digital Elevation Models in Astra Data Navigator

This section describes the work done to integrate elevation data inside Astra
Data Navigator. Figure2 provides a visual representation of the application’s
general workflow, describing a pipeline for importing and visualizing the data
on the celestial bodies’ surfaces.

4.1 Simulation Re-scaling

Before the inclusion of elevation data inside ADN, a critical part of the develop-
ment consisted in re-scaling the entire simulation to the meters. Indeed, previ-
ously ADN had been scaled in a way such that every unit of the virtual environ-
ment would correspond to 1km inside the simulation; this would however not
fit the purposes of the new functionalities, whose main goal was to represent
data accurate to single meters. The simulation underwent therefore a work of
re-scaling, which concerned all the parameters related to positions and veloci-
ties, aimed at bringing each unit of the virtual environment to correspond to
1m inside the simulation.

* https://unity.com/.

5 https:/ /naif.jpl.nasa.gov/naif/.
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4.2 Retrieval and Preprocessing of DEM Raw Files

Digital Elevation Models (DEMs) are digital raster images representing sur-
face terrains of a particular celestial body, made up of pixels which typically
store signed 16-bits integer or 32-bit floating-point values; each pixel contains a
value that represents an altitude. DEMs, which can also be thought of as maps,
come accompanied by a series of metadata, such as coordinates (latitude, longi-
tude), coordinate system specifications and map resolution (typically expressed
in meters per pixel), that allow to uniquely identify the portion of the celestial
body covered by the surface data provided by the DEM. DEMs may range in
size from a handful of Megabytes to even Gigabytes, depending on their resolu-
tion and the area they cover: they can be either global, where the model covers
the entirety of the body’s surface and usually have a resolution in the order of
hundreds of meters per pixel, or local, where only a specific area is covered in
more details, with a resolution that can arrive to less than a meter per pixel,;
Fig. 1 shows a local DEM from Mars.
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Fig. 1. Local DEM from Mars, viewed as a colormap (a) and as a 3D surface (b).

Numerous DEM data sources exist, mostly covering Earth but also Mars,
thanks to the HiRISE orbiter camera [19], and the Moon, thanks to the LROC
orbiter camera [20]. DEMs may come in different file formats and metadata
specifications; the first part of the pipeline consisted therefore in creating a
preprocessing phase, that could bring all the different files to a common interface
that would be recognizable by ADN. Using Python (3.10) we developed a library
to operate on datasets of DEM files. The preprocessing converts all the files to
GeoTIFF, a common format for maps, and read by ADN using the LibTIFF
library®, as well as extrapolating the most useful metadata and storing it into
JSON files. It is noteworthy to point out how, during preprocessing, the original
raster data is left untouched, and therefore retains all the raw information. The

5 https://bitmiracle.com/libtiff/.


https://bitmiracle.com/libtiff/

Integrating DEMs in a Space Simulation 225

scripts heavily rely on GDAL?, a library that allows to operate with ease on
geospatial datasets and maps and is able to perform a series of coordinates
transformations, as well as converting files from one format to another. During
development, GDAL 3.7.1 was used.

4.3 DEM Geo-Referencing

When ADN is started, DEMs metadata are loaded so that the simulation
becomes aware of their presence and starts keeping track of their position. A
critical aspect resides in geo-referencing the DEM on a celestial body’s surface;
that is, identifying the correct area covered by the DEM on the surface. This
is needed because, instead of creating a static model of the DEM beforehand
that is loaded separately, the solution adopted consists in importing the raw
DEM data directly into ADN, using that data to dynamically deform the celes-
tial body’s mesh at runtime. Celestial bodies are mostly treated as spheres in
ADN; this approximation, despite producing some representation errors, allows
to treat latitude and longitude coordinates as Euler angles that, along with the
map’s size and resolution, correctly identify the region of a specific local DEM.
This procedure is enough to identify the correct region for most of the DEMs,
projected to the image plane such that the north is always headed towards the
top of the raster; particular attention needs however to be paid for those areas
close to the poles, whose DEMs are obtained using a different map projection.
The geo-referencing phase takes into account such cases by applying a further
rotation, equal to the longitude value, so that the north is always pointing in
the right direction.

4.4 Landing Mode and Dynamic Memory Management

The new version of ADN allows the user to ‘land’ onto celestial bodies and
remain stationary on the surface. Upon entering landing mode, the data of the
global DEM for that particular entity is loaded into memory; moreover, as the
user is navigating the surface of a celestial body, ADN constantly monitors the
camera position with respect to the available DEMs. When approaching a par-
ticular local DEM its data is fully loaded into memory, so that it can be always
available for being sampled; when leaving the data is deallocated, preventing the
system memory from being saturated by entire chunks of DEM data. Memory
deallocation does not affect the monitoring of the DEM’s status by ADN and, if
the conditions are met again, will try to load the DEM data again.

5 Evaluation and Results

The new functionalities added in ADN have introduced the possibility to han-
dle a new type of data. A qualitative overview of the reconstruction results is

" https://gdal.org/.
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Fig. 2. Pipeline for visualizing elevation data inside Astra Data Navigator. 1) DEM files
are downloaded from online repositories and stored locally. 2) DEMs are preprocessed
for metadata extraction. 3) DEMs metadata are loaded in the application runtime
(blue is global DEM, yellow are local DEMs). 4) When landing on a celestial body,
the global DEM data is loaded. 5) When getting close to the location of specific local
DEMs, their data is also loaded. (Color figure online)

provided by Fig. 3, by comparing pictures portraying regional sites of interest
and their respective result inside ADN. The images show that ADN is capa-
ble of recreating the surfaces up to the highest details available via the DEM

] (d)

Fig. 3. Comparisons between real images (left) and the corresponding reconstructions
in ADN (right). Figures 3a and 3b are from the Giordano Bruno crater on the Moon,
whereas Figs. 3c and 3d are from the Victoria crater on Mars.
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Fig. 4. System memory usage during a test run of the new version of ADN.
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Fig. 5. FPS distribution during a test run of the new version of ADN.

data, demonstrating the effectiveness of the preprocessing stage (Sect.4.2) and
the accuracy in geo-referencing and mesh deforming (Sect. 4.3). With regard to
performance analysis, one first critical aspect we evaluated is the usage of sys-
tem memory (as described in Sect.4.4): DEM datasets can grow very rapidly
in size, therefore it was necessary to verify whether the implementation would
prevent the system from being saturated. Figure 4 shows that, over different the
total overhead remains overall constant at around 300 MB, suggesting that the
implementation could scale depending on the dataset size. Another performance
metric we evaluated is the distribution of frames-per-second (FPS) obtained dur-
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ing a test run that visits all the celestial bodies with DEMs (Earth, Moon and
Mars); the plots in Fig. 5 show good results for Mars and Moon, with a median
value at 60 FPS and never dipping below 30 FPS, whereas some hiccups occur
while visiting Earth (which is the biggest one of the celestial bodies taken into
exam). We conducted the benchmark on a system with 2x Intel Xeon E5-2650
CPUs, an NVIDIA Quadro K5200 GPU, and a total RAM memory of 32 GB
(2133 MHz).

6 Conclusions and Future Work

In this paper we initially presented Astra Data Navigator, a VR application
for the navigation of the universe, that includes large amounts of scientific data
coming from star catalogues. We then presented our main contribution, that is
a methodology we developed to process DEM data and integrate them into the
simulation. Imported DEMSs are then used to reconstruct the surfaces seamlessly,
directly onto the surfaces of the celestial bodies. On top of that, we designed and
developed new functionalities, capable of handling and representing s new type
of data, related to terrain surfaces of different celestial planets. This work shows
how this kind of system can be used as a common framework for developing an
integrated environment for the scientific community, providing a platform with
tools suitable for mission planning, rover testing, and studies of planetary terrain
conditions. Further developments are currently under development, namely for
simulating the behaviour of spacecraft such as orbiters and rovers, therefore
expanding even more the variety of tools available.
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