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Abstract
Background. This study aimed to assess the performance of ChatGPT, a large language 
model (LLM), on the Italian State Exam for Medical Residency (SSM) test to determine 
its potential as a tool for medical education and clinical decision-making support.
Materials and methods. A total of 136 questions were obtained from the official SSM 
test. ChatGPT responses were analyzed and compared to the performance of medical 
doctors who took the test in 2022. Questions were classified into clinical cases (CC) and 
notional questions (NQ).
Results. ChatGPT achieved an overall accuracy of 90.44%, with higher performance on 
clinical cases (92.45%) than on notional questions (89.15%). Compared to medical doc-
tors’ scores, ChatGPT performance was higher than 99.6% of the participants.
Conclusions. These results suggest that ChatGPT holds promise as a valuable tool in 
clinical decision-making, particularly in the context of clinical reasoning. Further re-
search is needed to explore the potential applications and implementation of large lan-
guage models (LLMs) in medical education and medical practice.

INTRODUCTION
In recent years, there has been a growing interest in 

the application of artificial intelligence (AI) in health-
care. AI technologies have been applied in different 
fields of medicine, showing promising results [1-3]. AI 
has the potential to overcome errors made by doctors in 
decision-making, which are due to lack of knowledge, 
the so-called “salient distracting clinical features”, and 
irrelevant factors, such as current mood, time since the 
last meal, or the weather [3, 4]. One promising devel-
opment in this area is the use of large language models 
(LLMs), such as ChatGPT, to assist in clinical reason-
ing and decision-making [5].

ChatGPT is a general LLM developed by OpenAI, 
an organization founded in December 2015, with the 
primary objective of promoting responsible and ben-
eficial applications of artificial general intelligence for 
society, that has been trained on a massive corpus of 
text data from the internet via reinforcement and su-
pervised learning methods. Unlike traditional rule-
based systems, LLMs can process natural language 
input and generate output similar to human-generated 

text (https://openai.com/about). ChatGPT, specifically, 
has garnered significant attention due to its ability to 
perform a diverse array of natural language tasks, and 
exhibit evidence of deductive reasoning, the chain of 
thought, and long-term dependency skills (https://ope-
nai.com/).

Although initially it seemed that research on Chat-
GPT’s role in clinical settings was sparse, recent litera-
ture indicates a burgeoning interest in this area. Studies 
like Liu et al. [6] highlighted the utility of ChatGPT in 
routine clinical practice. At the same time, Ferdush et 
al. delved into the broader implications, applications, 
and limitations of ChatGPT in clinical decision support 
[6, 7]. Particularly notable is the work by Alessandri 
Bonetti et al., which specifically investigated ChatGPT’s 
performance on the Italian Residency Admission Na-
tional Exam, drawing comparisons to a vast cohort of 
medical graduates [8].

The purpose of this study is to determine its potential 
as a tool for clinical decision-making support, by assess-
ing the performance of ChatGPT on a test performed 
by graduated medical students to become medical resi-
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dents (the Italian State Exam for Medical Residency 
(SSM) test). Specifically, we aimed to evaluate the ac-
curacy of ChatGPT responses to questions from the 
SSM test, and compare its performance to that of medi-
cal doctors who had taken the test in 2022.

METHODS
Artificial intelligence

ChatGPT is a language model developed by OpenAI 
(https://openai.com/blog/chatgpt). It uses advanced 
self-attention mechanisms and a vast corpus of train-
ing data to generate natural language responses in a 
conversational context. ChatGPT is especially adept 
at handling complex dependencies over long distances 
and can produce coherent and contextually appropriate 
responses. While it has been trained on vast amounts of 
text data from the internet, it operates in a standalone 
mode once trained. This means that ChatGPT cannot 
actively access or browse the internet post-training. All 
responses it generates come from its internal knowl-
edge, based on the data it was initially trained on, until 
its last update in 2021. Thus, any insights or informa-
tion it provides reflects its training data and not from 
real-time online searches (https://openai.com/blog/
chatgpt). Consequently, all responses are generated 
internally, based on the abstract relationships between 
input words in the neural network.

Dataset
The Italian State Exam for Medical Residency (SSM) 

is a comprehensive standardized testing program cover-
ing all topics in physicians’ fund of knowledge (https://
www.universitaly.it/). The difficulty and complexity of 
questions in the SSM test are highly standardized and 
regulated, making it an ideal input substrate for AI test-
ing. A total of 140 publicly-available multiple-choice 
practice questions were obtained from the official web-
site of the SSM released in July 2022, which ensured 
that all inputs represented accurate out-of-training 
samples for the GPT-3.5 model. To verify this, a ran-
dom sample of questions was checked to ensure that 
none of the answers, explanations, or related content 
were available on Google before January 1, 2022, rep-
resenting the last date accessible to the ChatGPT train-
ing dataset. Any questions containing visual assets such 
as clinical images, medical photography, and graphs 
were removed (questions 13, 83, 84, 85), resulting in 
136 items available for encoding. Questions were classi-
fied into two categories: clinical case (CC) and notional 
question (NQ). Two research operators blindly assigned 
the test questions to one of these categories and a third 
one resolved discordant assignments. All the research-
ers involved in this task are licensed physicians. A total 

of 17 items (12.5% of the dataset) required arbitration. 
The final dataset consisted of 136 questions, of which 
83 NQ questions and 53 CC questions.

Input and output
Questions were formatted into single multiple-choice 

answers. A new chat session was started in ChatGPT 
for each entry to reduce memory retention bias. In case 
of elusive, unclear answers, a single attempt was made 
to force the AI to answer with one of the options avail-
able. The input phrase “Answer with the correct option 
only” was used to do so. It was coded as incorrect if the 
answer was still elusive or unclear. Given that the SSM 
test is written in Italian, all the inputs were submitted in 
Italian on March 6, 2023.

Statistical analysis
Firstly, AI outputs were dichotomized (1=correct; 

0=incorrect). Then, the overall score, clinical case score 
and notional question score were calculated. Adjusted 
score on a 140-point scale to compare overall results 
was calculated with the criteria of the official SSM test, 
awarding 1 point for each correct answer and -0.25 for 
the incorrect ones. The overall scores of the medical 
doctors (MDs) were anonymously retrieved from the 
official ministerial website. A descriptive analysis of 
the data was performed. AI score was compared to the 
mean and median scores of medical doctors who took 
the same test in 2022. Percentile distribution was calcu-
lated to locate the AI-adjusted overall score.

RESULTS
ChatGPT answered 90.44% of the questions correct-

ly. It scored slightly higher on clinical cases compared 
to notional questions (92.45% vs 89.15%). The score 
adjusted on a 140-point scale was 123.27 following the 
SSM test criteria of evaluation. A detailed description 
of the AI answer scores is provided in Table 1.

Regarding the distribution of MDs scores, the 
mean value was 79.42/140, and the median value was 
80.75/140 out of a total population of 15,869 partici-
pants. The quartile distribution is provided in Figure 1.

Analyzing percentile distribution, ChatGPT scored 
higher than 99.6% of the MDs who took the SSM test 
in 2022.

DISCUSSION
The present study investigated the feasibility of using 

ChatGPT as a clinical reasoning and decision-making 
tool. ChatGPT performance on the SSM test, a stan-
dardized assessment for evaluating clinical reasoning 
skills and medical knowledge in medical doctors enter-
ing residency programs, was assessed.

Table 1 
Descriptive statistics of ChatGPT answers to the SSM test

 Overall score NQ score CC score Adj score by SSM 
criteria

Adj score by SSM 
test criteria on a 
140 scale

ChatGPT answers 123/136 (90.44%) 74/83 (89.15%) 49/53 (92.45%) 119.75/136 (88.05%) 123.27/140 (88.05%)

NQ: notional question; CC: clinical cases; SSM: Italian State Exam for Medical Residency.
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Our results demonstrated that ChatGPT achieved 
an overall score of 90.44% on the SSM test, higher 
than other studies on different datasets. A study con-
ducted by Gilson et al. examined ChatGPT’s abilities 
in the medical field by evaluating its performance on 
the NBME-Free-Step-1 dataset, which is a part of the 
USMLE (United States Medical Licensing Examina-
tion) [9]. According to their report, ChatGPT exceeded 
the 60% threshold, which is equivalent to a passing score 
for a third-year medical student. Additionally, the study 
highlighted ChatGPT’s proficiency in providing logical 
and informative context for most of its responses. These 
findings suggest that ChatGPT has the potential to be 
a valuable medical education tool, capable of enhanc-
ing and potentially transforming the learning process. 
Compared to our findings, the improved performance 
on the SSM test can be determined by the type of ques-
tions, the language in which the test was administered, 
variations in exam structure, such as the balance be-
tween multiple-choice and descriptive questions, and 
the different region-specific fine-tuning of ChatGPT.

This high level of accuracy is particularly encouraging 
given the complexity of the SSM test, which requires to 
integrate knowledge from multiple sources, making di-
agnostic decisions, and prioritizing patient care. Com-
pared to the doctors’ results of the 2022 test, ChatGPT 
achieved a higher score than 99.6% of the participants.

In a recent study by Bonetti et al. [8], ChatGPT was 
found to correctly answer 122 out of 140 questions on 

the Italian Residency Admission National Test, posi-
tioning it in the top 98.8th percentile among 15,869 
medical graduates. Notably, they observed errors in 
ten questions evaluating direct basic science medi-
cal knowledge and in eight questions gauging applied 
clinical knowledge. Logical errors appeared in two in-
stances, while informational errors were more frequent, 
noted in 16 instances. These comparative insights from 
the two studies, both based on the Italian Residency 
Admission National Test, underscore the remarkable 
potential of ChatGPT in medical examinations and 
clinical decision-making. 

Given the performance results of ChatGPT on clini-
cal case scenarios, and the emerging evidence of AI 
applications [10, 11], LLMs have been proven to have 
the potential to be an effective support for physicians 
in clinical decisions. However, to become valuable and 
helpful tools in support of healthcare professionals, 
LLMs should be tested and validated, and the sourc-
es with which ChatGPT constructs the answers must 
be clear and evident. Moreover, ChatGPT has limited 
knowledge of the world and events after 2021, with the 
risk of a lack of information about innovation in clinical 
practice and diagnosis. 

ChatGPT is a useful tool for quickly summarizing 
the latest medical knowledge, echoing the philosophy 
of Evidence-Based Medicine but with greater imme-
diacy. While its prowess in quickly synthesizing infor-
mation is undeniable, over-reliance on these tools may 
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Figure 1 
Quartile distribution of SSM test score in 2022. SSM: Italian State Exam for Medical Residency.
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lead to the solidification of certain medical practices, 
especially in contexts that foster defensive medicine. As 
underscored by Beaulieu-Jones et al., while AI aids in 
decision-making, the physician’s adaptive judgment and 
experience remain irreplaceable, ensuring nuanced and 
dynamic clinical decisions [12].

This study has some limitations. Firstly, the sample 
size is relatively small, as the AI was tested only on the 
SSM test, including 136 multiple-choice questions. 
Secondly, the test was written in Italian, and the results 
may not be generalizable to other languages. Finally, 
the study only evaluated ChatGPT performance on the 
SSM test and did not evaluate its potential in every area 
of medical knowledge.

CONCLUSIONS
This study provides preliminary evidence that Chat-

GPT has the potential to support clinical decisions, par-

ticularly in the context of clinical reasoning and deci-
sion-making. The results show that ChatGPT achieved 
an overall accuracy of 90.44% on the SSM test, which 
is a promising indication of its ability to handle com-
plex medical concepts and generate contextually ap-
propriate responses. Future studies should focus on 
understanding the modalities in which LLMs, such as 
ChatGPT can be implemented in real clinical decision-
making scenarios.
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