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Abstract. We consider the polynomial approximation on (0,+∞), with the

weight u(x) = xγe−x−α−xβ

, α > 0, β > 1 and γ � 0. We introduce new moduli of
smoothness and related K-functionals for functions defined on the real semiaxis,
which can grow exponentially both at 0 and at +∞. Then we prove the Jackson
theorem, also in its weaker form, and the Stechkin inequality. Moreover, we study
the behavior of the derivatives of polynomials of best approximation.

1. Introduction

In this paper we introduce classes of functions related to the weight

u(x) = xγe−x−α−xβ

, α > 0, β > 1, γ � 0, x ∈ (0,+∞),

i.e. we consider functions defined on the real semiaxis which can grow expo-
nentially both at 0 and at +∞. We define new moduli of smoothness and
related K-functionals.

We study the behavior of the best approximation in these function
spaces. By means of the moduli of smoothness, we prove the Jackson the-
orem, also in its weaker form, and the Stechkin inequality. Moreover, we
investigate the behavior of the derivatives of polynomials of best approxi-
mation.

∗Corresponding author.
†The first author was partially supported by GNCS Project 2012 “Accoppiamento di metodi

numerici per BIEs e PDEs relative a problemi evolutivi multistrato/esterni”. The second author
acknowledges the support University of Basilicata (local funds).

Key words and phrases: weighted polynomial approximation, exponential weight, unbounded
interval, Jackson theorem, Stechkin inequality.

Mathematics Subject Classification: 41A10, 41A25.

0236-5294/$20.00 c© 2013 Akadémiai Kiadó, Budapest, Hungary
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168 G. MASTROIANNI and I. NOTARANGELO

Except for the recent paper [12], concerning the polynomial inequalities
with the weight u, the topic of this paper has not been considered in the
literature, as far as we know.

We observe that the weight u can be seen as a combination of a Pollaczek-
type weight e−x−α

and a Laguerre-type weight xγe−xβ

. Of course, there is
a wide literature dealing with function spaces related to Pollaczek and La-
guerre weights separately (see, e.g., [2,3,6–11,17] for the Pollaczek case, and
[1,13–15] for the Laguerre case). But the polynomial approximation with
the weight u cannot be deduced from previous results concerning Pollaczek-
type weight and a Laguerre-type weight and, therefore, the results of this
paper are new.

The paper is structured as follows. In Section 2 we introduce the func-
tion spaces, moduli of smoothness and K-functionals. In Section 3 we state
the main results concerning polynomial approximation, which will be proved
in Section 4. Finally, in the Appendix we will give some technical proof.

2. Function spaces and moduli of smoothness

In the sequel c, C will stand for positive constants which can assume dif-
ferent values in each formula and we shall write C �= C(a, b, . . .) when C is
independent of a, b, . . . . Furthermore A ∼ B will mean that if A and B
are positive quantities depending on some parameters, then there exists a
positive constant C independent of these parameters such that (A/B)±1 � C.

Finally, we will denote by Pm the set of all algebraic polynomials of de-
gree at most m. As usual N, Z, R, will stand for the sets of all natural,
integer, real numbers, while Z

+ and R
+ denote the sets of positive integer

and positive real numbers, respectively.

The weight w. Let us consider the weight function

(2.1) w(x) = e−x−α−xβ

, α > 0, β > 1, x ∈ (0,+∞).

Setting λ = (αβ )
1

α+β , using the linear transformation x = λ+ y and mul-

tiplying by eλ
−α+λβ

, from w we obtain the weight

(2.2) w̃(y) = e−Q(y), y ∈ (−λ,+∞),

where

(2.3) Q(y) =
1

(λ+ y)α
+ (λ+ y)β − λ−α − λβ ,

with α, β as above. The weight w̃ in (2.2) belongs to the Levin–Lubinsky
class F(C2+) defined in [5, p. 7] (see [12] for further details). Hence the
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POLYNOMIAL APPROXIMATION WITH AN EXPONENTIAL WEIGHT 169

properties of the orthogonal polynomials related to w can be deduced from
the results in [5].

In particular, the Mhaskar–Rakhmanov–Saff numbers ετ = ετ (w) and
aτ = aτ (w), are defined by

(2.4) τ =
1

π

∫ aτ

ετ

xQ′(x)
√

(aτ − x)(x− ετ )
dx

and

(2.5) 0 =
1

π

∫ aτ

ετ

Q′(x)
√

(aτ − x)(x− ετ )
dx

where Q′(x) = −αx−α−1 + βxβ−1. From the definition it follows that ετ is
a decreasing function and aτ is an increasing function of τ , and

lim
τ→+∞

ετ = 0, lim
τ→+∞

aτ = +∞,

with

(2.6) ετ = ετ (w) ∼
(√

aτ
τ

) 1

α+1/2

and

(2.7) aτ = aτ (w) ∼ τ1/β .

Moreover, letting

u(x) = xγw(x) = xγe−x−α−xβ

, α > 0, β > 1, γ � 0,

in [12] we showed that for any Pm ∈ Pm, 0 < p � ∞, the restricted range
inequality

(2.8) ‖Pmu‖p � C‖Pmu‖Lp[εn,an]
,

holds with C �= C(m,Pm), where εn = εn(w) and an = an(w), n = m+ �γ	.
Function spaces. Now, we define some function spaces related to the

weight

(2.9) u(x) = xγw(x) = xγe−x−α−xβ

, α > 0, β > 1, γ � 0,

x ∈ (0,+∞), where w is given by (2.1).
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170 G. MASTROIANNI and I. NOTARANGELO

By Lp
u, 1 � p < ∞, we denote the set of all measurable functions f such

that

‖f‖Lp
u
:= ‖fu‖p =

(∫ +∞

0
|fu|p(x) dx

)1/p

< ∞,

while, for p = ∞, by a slight abuse of notation, we set

L∞
u = Cu =

{

f ∈ C0(0,+∞) : lim
x→0+

f(x)u(x) = 0 = lim
x→+∞

f(x)u(x)
}

with the norm

‖f‖L∞
u
:= ‖fu‖∞ = sup

x∈(0,+∞)

∣

∣f(x)u(x)
∣

∣ .

For smoother functions we introduce the Sobolev-type spaces

W p
r (u) =

{

f ∈ Lp
u : f (r−1) ∈ AC(0,+∞), ‖f (r)ϕru‖

p
< ∞

}

,

where 1 � p � ∞, 1 � r ∈ Z
+, ϕ(x) :=

√
x and AC(0,+∞) denotes the set

of all absolutely continuous functions on (0,+∞). We equip these spaces
with the norm

‖f‖W p
r (u)

= ‖fu‖p + ‖f (r)ϕru‖p
.

Let us now consider the intervals

(2.10) Ih(c) =
[

h1/(α+1/2),
c

h1/(β−1/2)

]

,

with α and β as in (2.9), h > 0 sufficiently small, and c > 1 an arbitrary but
fixed constant. Thus the following proposition holds.

Proposition 2.1. Let u be as in (2.9) and x, y ∈ Ih(c), c > 1. If |x− y|
� Ch

√
x, with C a positive constant, then u(x) ∼ u(y).

K-functionals and moduli of smoothness. For 1 � p � ∞, r � 1
and t > 0 sufficiently small (say t < t0), we define the K-functional

K(f, tr)u,p = inf
g∈W p

r (u)
{
∥

∥ (f − g)u
∥

∥

p
+ tr‖g(r)ϕru‖

p
}

and its main part

˜K(c, f, tr)u,p = sup
0<h�t

inf
g∈W p

r (u)

{

∥

∥ (f − g)u
∥

∥

Lp(Ih(c))
+ hr‖g(r)ϕru‖

Lp(Ih(c))

}

,

where Ih(c) is given by (2.10), c > 1 is a fixed constant. Then, by definition,
˜K depends on the constant c, and the following proposition holds.
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Proposition 2.2. Let 1 � p � ∞, r � 1 and b, c > 1 fixed. Then

˜K(b, f, tr)u,p ∼ ˜K(c, f, tr)u,p,

where the constants in “∼” are independent of f and t.

Accordingly, in the sequel we will use the notation ˜K(f, tr)u,p, omitting
the dependence on the constant c.

Now, let us introduce the moduli of smoothness. For f ∈ Lp
u, 1 � p � ∞,

r � 1 and 0 < t < t0, we set

Ωr
ϕ(c, f, t)u,p = sup

0<h�t

∥

∥Δr
hϕ(f)u

∥

∥

Lp(Ih(c))
,

where c > 1 is a fixed constant, and

Δr
hϕf(x) =

r
∑

i=0

(−1)i
(

r

i

)

f
(

x+ (r − i)hϕ(x)
)

.

This modulus of smoothness is equivalent to the main part of the K-
functional, as the following lemma shows.

Lemma 2.3. Let r � 1 and 0 < t < t0 for some t0 < 1. Then, for any
f ∈ Lp

u, 1 � p � ∞, and for all c > 1, we have

Ωr
ϕ(c, f, t)u,p ∼ ˜K(c, f, tr)u,p

where the constants in “∼” are independent of f and t.

From Lemma 2.3, for any f ∈ W p
r (u), 1 � p � ∞, r � 1 and t < t0, we

deduce

(2.11) Ωr
ϕ(c, f, t)u,p � C inf

0<h�t
hr‖f (r)ϕru‖

Lp(Ih(c))
,

where C is independent of f and t. Moreover, from Proposition 2.2 and
Lemma 2.3 it follows that

Ωr
ϕ(b, f, t)u,p ∼ Ωr

ϕ(c, f, t)u,p

for all b, c > 1. Hence, we will denote this modulus briefly by Ωr
ϕ(f, t)u,p.

Then we define the complete rth modulus of smoothness by

ωr
ϕ(f, t)u,p = Ωr

ϕ(f, t)u,p + inf
q∈Pr−1

∥

∥(f − q)u
∥

∥

Lp(0,t1/(α+1
2 )]

(2.12)

+ inf
q∈Pr−1

∥

∥(f − q)u
∥

∥

Lp[ct−1/(β− 1
2 ),+∞)
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172 G. MASTROIANNI and I. NOTARANGELO

with c > 1 a fixed constant. We emphasize that the behaviour of ωr
ϕ(f, t)u,p

is independent of the constant c. Moreover, the following lemma shows that
this modulus of smoothness is equivalent to the K-functional.

Lemma 2.4. Let r � 1 and 0 < t < t0 for some t0 < 1. Then, for any
f ∈ Lp

u, 1 � p � ∞, we have

ωr
ϕ(f, t)u,p ∼ K(f, tr)u,p,

where the constants in “∼” are independent of f and t.

By means of the main part of the modulus of smoothness, for 1 � p � ∞,
we can define the Zygmund-type spaces

Zp
s (u) := Zp

s,r(u) =

{

f ∈ Lp
u : sup

t>0

Ωr
ϕ(f, t)u,p

ts
< ∞, r > s

}

,

s ∈ R
+, with the norm

‖f‖Zp
s,r(u)

= ‖f‖Lp
u
+ sup

t>0

Ωr
ϕ(f, t)u,p

ts
.

In the sequel we will denote these subspaces briefly by Zp
s (u), without the

second index r and with the assumption r > s. Moreover, we remark that,
in the definition of Zp

s,r(u), the main part of the rth modulus of smoothness
Ωr
ϕ(f, t)u,p can be replaced by the complete modulus ωr

ϕ(f, t)u,p, as we will
show in the next section.

3. Polynomial approximation

Let us denote by Em(f)u,p = infP∈Pm

∥

∥ (f −P )u
∥

∥

p
the error of best poly-

nomial approximation of a function f ∈ Lp
u, 1 � p � ∞, where u(x) is the

weight in (2.9).
In order to estimate Em(f)u,p, we first prove the Favard inequality.

Lemma 3.1. For every f ∈ W p
1 (u), 1 � p � ∞, we have

(3.1) Em(f)u,p � C
√
am
m

‖f ′ϕu‖p,

where C is independent of m and f . Here and in the sequel am ∼ m1/β .

By using Lemmas 3.1 and 2.4, we can prove the following Jackson theo-
rem.
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Theorem 3.2. For any f ∈ Lp
u, 1 � p � ∞, and m > r � 1, we have

(3.2) Em(f)u,p � Cωr
ϕ

(

f,

√
am
m

)

u,p

,

where C is independent of m and f .

In order to obtain the Salem–Stechkin inequality, we recall the Bernstein
inequality, proved in [12]. For any Pm ∈ Pm, with 1 � p � ∞, we have

‖P ′
mϕu‖p � C m

√
am

‖Pmu‖p, C �= C(m,Pm).

Iterating this inequality for r � 1, we obtain

(3.3) ‖P (r)
m ϕru‖

p
� C

(

m
√
am

)r

‖Pmu‖p.

Then, using Lemma 2.4, and inequality (3.3), by standard arguments we
obtain the following Salem–Stechkin inequality.

Theorem 3.3. For any f ∈ Lp
u, 1 � p � ∞, and m > r � 1, we have

(3.4) ωr
ϕ

(

f,

√
am
m

)

u,p

� C
(√

am
m

)r m
∑

i=0

(

i
√
ai

)r Ei(f)u,p
i

,

where C depends only on r.

In the next theorem we state a weak Jackson-type inequality.

Theorem 3.4. Assume f ∈ Lp
u, 1 � p � ∞, with Ωr

ϕ(f, t)u,p t
−1 ∈

L1[0, 1]. Then

(3.5) Em(f)u,p � C
∫

√
am/m

0

Ωr
ϕ(f, t)u,p

t
dt, r < m,

with C independent of m and f .

For instance, by the previous theorems, for any f ∈ W p
r (u), 1 � p � ∞,

we obtain

(3.6) Em(f)u,p � C
(√

am
m

)r

‖f (r)ϕru‖
p
, C �= C(m, f).

Whereas, for any f ∈ Zp
s (u), 1 � p � ∞, we get

(3.7) Em(f)u,p � C
(√

am
m

)s

sup
t>0

Ωr
ϕ(f, t)u,p

ts
, r > s, C �= C(m, f).
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174 G. MASTROIANNI and I. NOTARANGELO

Moreover, as already announced in the previous section, for any f ∈ Zp
s (u),

1 � p � ∞, by Theorems 3.2, 3.3 and 3.4, we deduce

Ωr
ϕ(f, t)u,p ∼ ωr

ϕ(f, t)u,p, r > s,

where the constants in “∼” are independent of f and t.
The next theorem deals with the behavior of the derivatives of polyno-

mials of quasi best approximation. We say that Pm ∈ Pm is of quasi best
approximation for f ∈ Lp

u if
∥

∥ (f − Pm)u
∥

∥

p
� CEm(f)u,p

with some C independent of m and f .

Theorem 3.5. Let f ∈ Lp
u, 1 � p � ∞. Then for any Pm ∈ Pm of quasi

best approximation and for r � 1, we have

(3.8) ‖P (r)
m ϕru‖

p
� C

(

m
√
am

)r

ωr
ϕ

(

f,

√
am
m

)

u,p

,

where C is independent of f and m.

As a consequence of the last theorem, the equivalence

ωr
ϕ

(

f,

√
am
m

)

u,p

∼ inf
Pm∈Pm

{

∥

∥(f − Pm)u
∥

∥

p
+

(√
am
m

)r

‖P (r)
m ϕru‖

p

}

(3.9)

holds true for any f ∈ Lp
u, 1 � p � ∞.

4. Proofs

Proof of Proposition 2.1. Let x, y ∈ Ih(c), with |x− y| � Ch
√
x,

0 < h < 1. We can assume y > x. Then we have

y = y − x+ x � x+ Ch
√
x � x(1 + Ch1−

1

2α+1 ) � Cx,

whence xγ ∼ yγ for any γ ∈ R.
Moreover, by using the mean value theorem, with ξ ∈ (x, y), we have

|x−α − y−α| = αξ−α−1|x− y| � Cξ−α−1h
√
x

� Chx−α−1/2 � Chh−(α+
1

2
) 1

α+1/2 = C,
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and

|xβ − yβ | = βξβ−1|x− y| � Cξβ−1h
√
x

� Chxβ−1/2 � Chh(β−
1

2
) 1

β−1/2 � C,

whence w(x) ∼ w(y), which completes the proof. �

Proof of Proposition 2.2. Let us assume b < c. Then we have Ih(b)
⊂ Ih(c) and ˜K(b, f, tr)u,p � ˜K(c, f, tr)u,p. To prove the converse inequality,

for any h ∈ (0, t], we set h̄ = (b/c)β−1/2h, whence Ih(c) ⊂ Ih̄(b). Hence we
get

˜K(c, f, tr)u,p

� sup
0<h�t

inf
g∈W p

r (u)

{

∥

∥(f − g)u
∥

∥

Lp(Ih̄(b))
+
(c

b

)r(β− 1

2
)
h̄r‖g(r)ϕru‖Lp(Ih̄(b))

}

�
(c

b

)r(β−1/2)
sup

0<h̄�(b/c)β−1/2t

inf
g∈W p

r (u)

{

∥

∥(f − g)u
∥

∥

Lp(Ih̄(b))

+ h̄r‖g(r)ϕru‖Lp(Ih̄(b))

}

=
(c

b

)r(β−1/2)
˜K

(

b, f,

(

b

c

)r(β−1/2)

tr

)

u,p

�
(c

b

)r(β−1/2)
˜K(b, f, tr)u,p. �

Proof of Lemma 2.3. Let us first prove that

Ωr
ϕ(c, f, t)u,p � C ˜K(c, f, tr)u,p, 1 � p � ∞,

for any c > 1. For every x ∈ Ih(c) and for any g ∈ W p
r (u), we can write

|Δr
hϕ

[

f(x)
] |u(x) � |Δr

hϕ

[

f(x)− g(x)
] |u(x) + |Δr

hϕ

[

g(x)
] |u(x)(4.1)

=: A1(x) +A2(x).

By Proposition 2.1, we have

A1(x) � C
r
∑

i=1

(

r

i

)

|[ (f − g)u
](

x+ (r − i)hϕ(x)
) |,
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176 G. MASTROIANNI and I. NOTARANGELO

since for x ∈ Ih(c) and h sufficiently small, we have |x− [x+(r− i)hϕ(x)
] |

� rhϕ(x). Hence, we get

(4.2) ‖A1‖Lp(Ih(c)) � C
∥

∥ (f − g)u
∥

∥

Lp(Ih(b))
, 1 � p � ∞,

for some b > 1.
In order to estimate the term A2(x), we recall the Hermite–Genocchi

formula

(4.3) Δr
hF (x) = r!hr

∫

Sr

F (r)(x+ th) dSr,

where t = t1 + · · ·+ tr, Sr = [0, 1]× [0, t1]× · · · × [0, tr−1], dSr = dt1 · · · dtr
0 � ti � 1 for i = 1, . . . , r. Using (4.3) with h replaced by hϕ(x), we can
write

∣

∣A2(x)
∣

∣ = r!hrϕr(x)u(x)

∣

∣

∣

∣

∫

Sr

g(r)
(

x+ thϕ(x)
)

dSr

∣

∣

∣

∣

Hence, for 1 < p < ∞, using the generalized Minkowski inequality and
Proposition 2.1, we get

‖A2‖Lp(Ih(c)) = r!hr

(

∫

Ih(c)

∣

∣

∣

∣

ϕr(x)u(x)

∫

Sr

g(r)
(

x+ thϕ(x)
)

dSr

∣

∣

∣

∣

p

dx

)1/p

� r!hr
∫

Sr

(∫

Ih(c)
|ϕr(x)u(x)g(r)

(

x+ thϕ(x)
) |p dx

)1/p

dSr

� Cr!hr
∫

Sr

(∫

Ih(c)
|g(r)ϕru|p(x+ thϕ(x)

)

dx

)1/p

dSr

� Chr‖g(r)ϕru‖
Lp(Ih(b))

,

for some b > c, taking also into account that
∫

Sr
dSr =

1
r! . For p = 1 we can

use the Fubini theorem, while the case p = ∞ is simpler. In any case we
obtain

(4.4) ‖A2‖Lp(Ih(c)) � Chr‖g(r)ϕru‖Lp(Ih(b))
, c < b, 1 � p � ∞.

Combining (4.2), (4.4) and (4.1), taking the supremum over all 0 < h � t
and using Proposition 2.2, we get

Ωr
ϕ(c, f, t)w,p � C ˜K(b, f, tr)w,p � C ˜K(c, f, tr)w,p
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for any c > 1, with t < t0 and 1 � p � ∞.

Let us now prove that ˜K(c, f, tr)u,p � CΩr
ϕ(b, f, t)u,p, with c > 1 a

fixed constant and 1 < b < c. To this aim, with 0 < h � t, we set N =
min

{

k ∈ N : k � t−1
}

and choose the nodes

h
1

α+1/2 � t1 < t2 < · · · < tN � c h
− 1

β−1/2 ,

which satisfy the property

hϕ(tk) � Δtk = tk+1 − tk � Chϕ(tk)

for 1 � k � N − 1. Then, letting ψ ∈ C∞(R) be a non-decreasing function
with

ψ(x) =

{

1, x � 1,

0, x � 0,

we define ψk(x) = ψ(x−τk
Δτk ), where τk = (tk + tk+1)/2, 1 � k � N − 1,

ψ0(x) = 0 = ψN (x). Letting

fτ (x) = rr
∫ 1/r

0
. . .

∫ 1/r

0

( r
∑

l=0

(−1)l+1

(

r

l

)

f
(

x+ lτ(y1, . . . , yr)

)

dy1 . . . dyr,

(4.5)

where −1 < τ < 1, be the Steklov function (see for instance [4, p. 13]), we
introduce the functions

Fh,k(x) =
2

h

∫ h

h/2
fτϕ(tk)(x) dτ

and

(4.6) Gh(x) =
N
∑

k=1

Fh,k(x)ψk−1(x)
(

1− ψk(x)
)

,

with ψ0(x) = 1 and ψN (x) = 0.
With this function Gh, proceeding as in [4, pp. 14–16] (see also [1]), we

can prove that the inequalities
∥

∥(f −Gh)u
∥

∥

Lp(Ih(c))
� CΩr

ϕ(b, f, h)u,p,(4.7)

‖G(r)
h ϕru‖

Lp(Ih(c))
� Ch−r Ωr

ϕ(b, f, h)u,p,(4.8)
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hold for 1 � p � ∞ and b < c. Taking supremum over all 0 < h � t and
using Proposition 2.2, we get our claim. �

Now, let G ∈ Lp
u, 1 � p � ∞. Setting t∗ = t1/(α+1/2) and t∗∗ =

ct−1/(β−1/2), c > 1, consider the functions

Γr(x) =
1

(r − 1)!

∫ t∗

x
G(y)(y − x)r−1 dy

and

˜Γr(x) =
1

(r − 1)!

∫ x

t∗∗
G(y)(x− y)r−1 dy,

with r � 1 an integer. In order to prove Lemma 2.4, we will need the fol-
lowing proposition.

Proposition 4.1. Let G ∈ Lp
u, 1 � p � ∞. Then the inequalities

(4.9) ‖Γru‖Lp(0,t∗) � Ctr‖Gϕru‖Lp(0,t∗)

and

(4.10) ‖˜Γru‖Lp(t∗∗,+∞) � Ctr‖Gϕru‖Lp(t∗∗,+∞),

hold with C �= C(G, t) and ϕ(x) =
√
x.

Proof. We first prove inequality (4.9). Since, by definition,

Γ1(x) =

∫ t∗

x
G(y) dy

and

Γr(x) =

∫ t∗

x
Γr−1(y) dy, r � 2,

for our aim it suffices to show that

‖Γ1u‖Lp(0,t∗) � Ct‖Gϕu‖Lp(0,t∗).

In fact from the last inequality we get

‖Γ2u‖Lp(0,t∗) � Ct‖Γ1ϕu‖Lp(0,t∗) � Ct2
∥

∥Gϕ2u
∥

∥

Lp(0,t∗)

and the rest of the proof follows by induction.
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Let us first prove (4.9) for r = 1 and p = ∞. Since u is an increasing
function on (0, t∗), we have

∣

∣Γ1(x)
∣

∣u(x) = u(x)

∣

∣

∣

∣

∫ t∗

x
G(y) dy

∣

∣

∣

∣

�
√

u(x)

∫ t∗

x

∣

∣G(y)
∣

∣

√
yu(y)

u−1/2(y)
√
y

dy

� C‖Gϕu‖L∞(0,t∗)

√

u(x)

∫ t∗

x

u−1/2(y)
√
y

dy,

whence, taking supremum over all x ∈ (0, t∗), we get our claim, since

√

u(x)

∫ t∗

x

u−1/2(y)
√
y

dy � Ce−
1

2xα

∫ t∗

x

e
1

2yα

√
y

dy(4.11)

� C 2

α
e−

1

2xα

∫ t∗

x
yα+1/2

(

α

2yα+1
e

1

2yα

)

dy

� Cte− 1

2xα

[

−
∫ t∗

x
− α

2yα+1
e

1

2yα dy

]

� Ct.

Now, consider the case r = 1 and 1 < p < ∞. Using Hölder inequality
with q = p

p−1 , by (4.11) we obtain

‖Γ1u‖pLp(0,t∗) =

∫ t∗

0

∣

∣

∣

∣

u(x)

∫ t∗

x
(Gϕu)(y) (ϕu)−

1

p
− 1

q (y) dy

∣

∣

∣

∣

p

dx

�
∫ t∗

0
u(x)

∫ t∗

x
|Gϕu|p(y)ϕ−1(y)u−1(y) dy

(

u(x)

∫ t∗

x
ϕ−1(y)u−1(y) dy

)p−1

dx

and then, using the Fubini theorem,

‖Γ1u‖pLp(0,t∗) � Ctp−1

∫ t∗

0
u(x)

∫ t∗

x
|Gϕu|p(y)ϕ−1(y)u−1(y) dy dx

� Ctp−1

∫ t∗

0
|Gϕu|p(y)

[

ϕ−1(y)u−1(y)

∫ y

0
u(x) dx

]

dy.

Taking into account that, for y ∈ (0, t∗),

ϕ−1(y)u−1(y)

∫ y

0
u(x) dx � Cy−1/2−γey

−α

∫ y

0
xγe−x−α

dx(4.12)
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� Cyα+1/2ey
−α

∫ y

0
d
(

e−x−α) � Ct,

we get

‖Γ1u‖pLp(0,t∗) � Ctp‖Gϕu‖pLp(0,t∗).

In a simpler way we can show that

‖Γ1u‖L1(0,t∗) � Ct‖Gϕu‖L1(0,t∗),

and then (4.9) holds for r = 1 and 1 � p � ∞.
Concerning inequality (4.10), as in the first part of this proof, we note

that, by definition,

˜Γ1(x) =

∫ x

t∗∗
G(y) dy

and

˜Γr(x) =

∫ x

t∗∗

˜Γr−1(y) dy, r � 2.

So, for our aim it suffices to show that

‖˜Γ1u‖Lp(t∗∗,∞) � Ct‖Gϕu‖Lp(t∗∗,+∞).

But this last inequality with minor changes is proved in [4, Lemma 11.4.1,
pp. 186–187]. �

Proof of Lemma 2.4. We first prove that ωr
ϕ(f, t)u,p � CK(f, tr)u,p.

Taking into account Lemma 2.3, it suffices to show that, for any g ∈ W p
r (u),

the second and the third term in (2.12) are dominated by Ctr‖g(r)ϕru‖
p
.

We estimate only the second term, because the other one can be handled in
an analogous way.

Let T be the Taylor polynomial of g ∈ W p
r (u) of degree r − 1 about

t1/(α+1/2). We have

inf
q∈Pr−1

∥

∥ (f − q)u
∥

∥

Lp(0,t1/(α+1/2)) �
∥

∥ (g − T )u
∥

∥

Lp(0,t1/(α+1/2)) +
∥

∥ (f − g)u
∥

∥

p

and

(g − T )(x)u(x) =
u(x)

(r − 1)!

∫ t1/(α+1/2)

x
(x− y)r−1g(r)(y) dy.

Then, using Proposition 4.1, we get

inf
q∈Pr−1

∥

∥ (f − q)u
∥

∥

Lp(0,t1/(α+1/2)) � Ctr‖g(r)ϕru‖p
+
∥

∥ (f − g)u
∥

∥

p
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and the first part of our claim follows taking the infimum over all g ∈ W p
r (u).

Now, let us prove the converse inequality, i.e. K(f, tr)u,p � Cωr
ϕ(f, t)u,p.

To this aim we are going to construct a function Γt ∈ W p
r (u), combining

the function Gt defined in the proof of Lemma 2.3, and the following two
polynomials. By definition, there exist P1, P2 ∈ Pr−1, such that

∥

∥ (f − P1)u
∥

∥

Lp(0,t1/(α+1/2)) + tr‖P (r)
1 ϕru‖Lp(0,t1/(α+1/2))

� Cωr
ϕ(f, t)u,p

and
∥

∥(f − P2)u
∥

∥

Lp(ct−1/(β−1/2),+∞) + tr‖P (r)
2 ϕru‖

Lp(ct−1/(β−1/2),+∞)

� Cωr
ϕ(f, t)u,p.

Now set

x1 = x2/2, x2 = t1/(α+1/2), x3 = ct−1/(β−1/2), x4 = 2x3.

Given a non-decreasing function ψ ∈ C∞, with ψ(x) = 1 for x � 1, ψ(x) = 0
for x � 0, we define ψi(x) = ψ( x−xi

xi+1−xi
), i = 1, 2, 3 and the function

Γt(x) =
(

1− ψ1(x)
)

P1(x) + ψ1(x)
(

1− ψ3(x)
)

Gt(x) + ψ3(x)P2(x),

where Gt is given by (4.6), with h replaced by t. Hence

Γt(x) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

P1(x) if x � x1
(

1− ψ1(x)
)

P1(x) + ψ1(x)Gt(x) if x1 � x � x2

Gt(x) if x2 � x � x3
(

1− ψ3(x)
)

Gt(x) + ψ3(x)P2(x) if x3 � x � x4

P2(x) if x � x4

and Γt ∈ W p
r (u).

Then it is not difficult to show that

K(f, tr)u,p �
∥

∥ (f − Γt)u
∥

∥

p
+ tr‖Γ(r)

t ϕru‖
p
� Cωr

ϕ(f, t)u,p,

so we omit the details. �
In order to prove the Favard inequality in Lemma 3.1 we use arguments

analogous to those in [13,14,16]. So, in this section we will describe the main
steps of the procedure and, in the Appendix, we will give some technical
proofs.
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First of all, we recall some results about orthogonal polynomials associ-
ated with the weight w(x) and their zeros. Letting A ∈ Z

+ to be fixed in
the sequel, consider the sequence {pm

(

w1/A
)}

m
of orthonormal polynomials

with positive leading coefficient. Let

(4.13) ε̃m < x1 < x2 < · · · < xm < ãm,

be the zeros of pm
(

w1/A
)

(see [5, pp. 380–381]), where the M–R–S numbers

ε̃m = εm(w1/(2A)) = ε2Am(w)

and

ãm = am(w1/(2A)) = a2Am(w)

satisfy (2.6) and (2.7), i.e.

(4.14) ε̃m ∼
(√

am
m

) 1

α+1/2

, ãm ∼ m1/β.

The distance between two consecutive zeros of pm
(

w1/A
)

is given by (see [5,
p. 315])

(4.15) Δxk := xk+1 − xk ∼ (xk − ε̃2m)(ã2m − xk)

m
√

(xk − ε̃m + δm)(ãm − xk + ãmm−2/3)
,

k = 1, . . . ,m, with

(4.16) Δx1 ∼ x1 − ε̃m ∼ δm ∼
(

ε̃m

√
ãm
m

)2/3

and

Δxm−1 ∼ ãm − xm ∼ ãmm−2/3.

Now, let θ ∈ (0, 1) be fixed and consider the interval [ε̃θm, ãθm]. Then, from
(4.15), we obtain

(4.17) Δxk ∼
√
ãm
m

ϕ(xk), xk ∈ [ε̃θm, ãθm],

where the constants in “∼” depend only on θ.
In the sequel we will need the following propositions, proved in the Ap-

pendix.
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Proposition 4.2. Let xi, 1 � i � m− 1, be an arbitrary zero of

pm
(

w1/A
)

, x0 = ε̃m, xm+1 = ãm, and xk ∈ [ε̃θm, ãθm], θ ∈ (0, 1). Then we
have

(4.18) xγi � C
(

1 + |i− k|
) 2γ

xγk

and

(4.19)

∫ xi+1

xi

xγ dx � C
(

1 + |i− k|
) 2γ+1

∫ xk+1

xk

xγ dx

where C is independent of m and k in both cases.

Let us denote by �k
(

w1/A
)

the kth fundamental Lagrange polynomial

based on the zeros of pm
(

w1/A
)

and the two extra points ε̃m and ãm. For
1 � k � m we have

(4.20) �k
(

w1/A, x
)

=
pm
(

w1/A, x
)

p′m
(

w1/A, xk
)

(x− xk)

(ε̃m − x)(ãm − x)

(ε̃m − xk)(ãm − xk)
.

Proposition 4.3. Let x ∈ [ε̃2m, ã2m] and k be an index such that xk ∈
[ε̃θm, ãθm], θ ∈ (0, 1). Then we have

(4.21) |�k
(

w1/A, x
) |2Aw(x) � C w(xk)

(

1 + |k − d|
)A/2

,

where xd, 1 � d � m, is a zero closest to x and C is independent of m and k.

We are now able to prove Lemma 3.1. We divide the proof into four
steps.

First step. For any f ∈ W p
1 (u), 1 � p � ∞, introduce the function fθ,

θ ∈ (0, 1), defined as

(4.22) fθ(x) =

⎧

⎪

⎨

⎪

⎩

f(ε̃θm), 0 < x < ε̃θm,

f(x), ε̃θm � x � ãθm,

f(ãθm), x > ãθm.

Obviously fθ ∈ W p
1 (u) and

(4.23) E2A(m+1)(f)u,p �
∥

∥ (f − fθ)u
∥

∥

p
+ E2A(m+1)(fθ)u,p,

where 2A(m+ 1) is the degree of a suitable polynomial which we will use in
the proof of Lemma 3.1.
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Lemma 4.4. For any f ∈ W p
1 (u), 1 � p � ∞, we have

(4.24)
∥

∥ (f − fθ)u
∥

∥

p
� C

√
am
m

‖f ′ϕu‖p

with C independent of m and f , am ∼ m1/β .

Second step. Now, we approximate the function fθ by means of step
functions. For xk ∈ [ε̃θm, ãθm], θ ∈ (0, 1), we set

(4.25) Mk = max
x∈[xk−1,xk]

fθ(x), mk = min
x∈[xk−1,xk]

fθ(x),

and

x0+ =

{

1, x � 0,

0, x < 0.

Hence we introduce the functions

(4.26) (S+fθ)(x) = f(ε̃θm) +
∑

xk∈[ε̃θm,ãθm]

(x− xk)
0
+[Mk+1 −Mk]

and

(4.27) (S−fθ)(x) = f(ε̃θm) +
∑

xk∈[ε̃θm,ãθm]

(x− xk)
0
+[mk+1 −mk].

By definition, we have

(4.28) (S−fθ)(x) = fθ(x) = (S+fθ)(x), x ∈ (0,+∞) \ [ε̃θm, ãθm],

and

(4.29) (S−fθ)(x) � fθ(x) � (S+fθ)(x), x ∈ [ε̃θm, ãθm].

Moreover, if x ∈ [xk−1, xk], with xk ∈ [ε̃θm, ãθm], we get

(4.30) (S+fθ)(x)− (S−fθ)(x) = Mk −mk.

Lemma 4.5. For any f ∈ W p
1 (u), 1 � p � ∞, we have

(4.31)
∥

∥ (S+fθ − S−fθ)u
∥

∥

p
� C

√
am
m

‖f ′ϕu‖Lp[ε̃θm,ãθm]

with C independent of m and f , am ∼ m1/β .
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Third step. Now we introduce some polynomials of one-sided approxi-
mation for S+fθ and S−fθ. To this aim recall that �k

(

w1/A
)

denotes the

kth fundamental Lagrange polynomial based on the zeros of pm
(

w1/A
)

and
the two extra points ε̃m and ãm.

Let k be an index satisfying xk ∈ [ε̃θm, ãθm], θ ∈ (0, 1). Proceeding
in analogy with [13,18], we are going to construct the polynomials p±k ∈
P2A(m+1) such that

p−k (x) � (x− xk)
0
+ � p+k (x),

and

(4.32) p+k (x)− p−k (x) = �2Ak
(

w1/A, x
)

,

for x ∈ [ε̃2m, ã2m].
So, with xi, i = 1, . . .m, the zeros of pm

(

w1/A
)

, x0 = ε̃m and xm+1 = ãm,

define the polynomial p+k by

p+k (xi) =

{

0, 0 � i � k − 1

1, k � i � m+ 1,

dν

dxν
p+k (xi) = 0, i �= k, ν = 1, . . . , 2A− 1,

whereas the polynomial p−k is given by

p−k (xi) =

{

0, 0 � i � k

1, k + 1 � i � m+ 1,

dν

dxν
p−k (xi) = 0, i �= k, ν = 1, . . . , 2A− 1.

By means of p±k and choosing A = �4γ + 8	, introduce the polynomials

(4.33) Q±(x) = f(ε̃θm)+
∑

ΔMk>0

p±k (x)ΔMk+
∑

ΔMk<0

p∓k (x)ΔMk ∈ P2A(m+1)

and

(4.34) q±(x) = f(ε̃θm) +
∑

Δmk>0

p±k (x)Δmk +
∑

Δmk<0

p∓k (x)Δmk ∈ P2A(m+1),

where ΔMk = Mk+1 −Mk and Δmk = mk+1 −mk, k is such that xk ∈
[ε̃θm, ãθm], θ ∈ (0, 1).
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By definition, in [ε̃2m, ã2m], we have

q− � S−fθ � q+, Q− � S+fθ � Q+,

and then

(4.35) q− � S−fθ � fθ � S+fθ � Q+.

Then the following lemma, proved in the Appendix, holds.

Lemma 4.6. For any f ∈ W p
1 (u), 1 � p � ∞, we have

(4.36)
∥

∥ (Q+ −Q−)u
∥

∥

p
� C

√
am
m

‖f ′ϕu‖Lp[ε̃θm,ãθm]

and

(4.37)
∥

∥ (q+ − q−)u
∥

∥

p
� C

√
am
m

‖f ′ϕu‖Lp[ε̃θm,ãθm],

where in both cases C is independent of m and f .

Fourth step. Now we are able to prove the Favard inequality.

Proof of Lemma 3.1. By Lemma 4.4 we have

E2A(m+1)(f)u,p � E2A(m+1)(fθ)u,p +
∥

∥(f − fθ)u
∥

∥

p

� E2A(m+1)(fθ)u,p + C
√
am
m

‖f ′ϕu‖p.

For the first summand on the right-hand side, by (4.35) and using Lem-
mas 4.5 and 4.6, we obtain

E2A(m+1)(fθ)u,p �
∥

∥(Q+ − fθ)u
∥

∥

p

�
∥

∥(Q+ −Q−)u
∥

∥

p
+
∥

∥(S+fθ − S−fθ)u
∥

∥

p
+
∥

∥(q+ − q−)u
∥

∥

p

� C
√
am
m

‖f ′ϕu‖p,

and the Favard inequality (3.1) follows. �

Proof of Theorem 3.4. First of all we observe that

[εm, am] ⊂ Ih(c) = [h1/(α+1/2), ch−1/(β−1/2)]
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for some c > 1 and with h = ε
α+1/2
m ∼ √

am/m. Let us prove that, for
1 � p � ∞ and m > r, the inequality

(4.38) ˜Em(f)u,p := inf
Pm∈Pm

∥

∥ (f − Pm)u
∥

∥

Lp[εm,am]
� CΩr

ϕ

(

f,

√
am
m

)

u,p

holds with C �= C(f,m).
Proceeding as in the proof of Lemma 2.3, for any function f ∈ Lp

u, we
can construct a function gm such that

(4.39)
∥

∥ (f − gm)u
∥

∥

Lp[εm,am]
� CΩr

ϕ

(

f,

√
am
m

)

u,p

and

(4.40) ‖g(r)m ϕru‖
Lp[εm,am]

� C
(

m
√
am

)r

Ωr
ϕ

(

f,

√
am
m

)

u,p

,

where C �= C(f,m). Namely, gm is the function Gh in (4.6), with h = ε
α+1/2
m

∼ √
am/m.
Then we define the function g̃m as

g̃m(x) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Tr−1(gm, x), 0 < x � εm,

gm(x), εm � x � am,

˜Tr−1(gm, x), x � am.

where Tr−1(gm), ˜Tr−1(gm) ∈ Pr−1 are the Taylor polynomials of gm about
εm and am, respectively. Hence, by (4.39), we get

˜Em(f)u,p �
∥

∥(f − g̃m)u
∥

∥

Lp[εm,am]
+ inf

Pm∈Pm

∥

∥(g̃m − Pm)u
∥

∥

Lp[εm,am]
(4.41)

�
∥

∥(f − gm)u
∥

∥

Lp[εm,am]
+ inf

Pm∈Pm

∥

∥(g̃m − Pm)u
∥

∥

p

� CΩr
ϕ

(

f,

√
am
m

)

u,p

+ inf
Pm∈Pm

∥

∥(g̃m − Pm)u
∥

∥

p
.

For the second summand on the right-hand side, since g̃m ∈ W p
r (u), by (3.6)

and (4.40), we obtain

inf
Pm∈Pm

∥

∥(g̃m − Pm)u
∥

∥

p
� C

(√
am
m

)r

‖g̃(r)m ϕru‖p
(4.42)
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= C
(√

am
m

)r

‖g(r)m ϕru‖
Lp[εm,am]

� CΩr
ϕ

(

f,

√
am
m

)

u,p

.

Combining (4.41) and (4.42), inequality (4.38) follows.
Therefore, for any f ∈ Lp

u, 1 � p � ∞, there exist polynomials P ∗
2km ∈

P2km, k = 1, 2, . . . , such that

‖(P ∗
2k+1m − P ∗

2km

)

u‖
p
� ‖(P ∗

2k+1m − P ∗
2km

)

u‖
Lp[εn,an]

� CΩr
ϕ

(

f,

√
a2km

2km

)

u,p

,

using the restricted range inequality (2.8) with n = 2k+1m+ �γ	 ∼ 2k+1m.
Then the series

∞
∑

k=0

‖(P ∗
2k+1m − P ∗

2km

)

u‖p

converges, since it is dominated by

∞
∑

k=0

Ωr
ϕ

(

f,

√
a2km

2km

)

u,p

∼
∫

√
am/m

0

Ωr
ϕ(f, t)u,p

t
dt < ∞.

So the equality

(f − P ∗
m)u =

∞
∑

k=0

(

P ∗
2k+1m − P ∗

2km

)

u

holds a.e. in (0,+∞). It follows that

‖(f − P ∗
m

)

u‖
p
� C

∫

√
am/m

0

Ωr
ϕ(f, t)u,p

t
dt < ∞,

and then we get (3.5). �
Proof of Theorem 3.5. The proof is based on the same argument as

in [4, pp. 84–86], so we will give only the main steps.
Let h =

√
am/m. Using the restricted range inequality (2.8), with n =

m− r + �γ + r/2	, we get

‖P (r)
m (hϕ)ru‖

p
� C‖P (r)

m (hϕ)ru‖
Lp[εn,an]

(4.43)

� C‖[P (r)
m (hϕ)r −Δr

hϕ(Pm)]u‖Lp[εn,an]
+ C
∥

∥Δr
hϕ(Pm)u

∥

∥

Lp[εn,an]

=: A1 +A2.
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Observe that x ∈ [εn, an] implies x+ rhϕ(x) ∈ [ε2m, a2m] for m suffi-
ciently large.

Let us consider the term A2. By Theorem 3.2 we get

A2 � C
∥

∥Δr
hϕ(Pm − f)u

∥

∥

Lp[ε2m,a2m]
+ C
∥

∥Δr
hϕ(f)u

∥

∥

Lp[ε2m,a2m]
(4.44)

� CEm(f)u,p + Cωr
ϕ

(

f,

√
am
m

)

u,p

� Cωr
ϕ

(

f,

√
am
m

)

u,p

.

While, concerning the term A1, by using the Hermite–Genocchi formula
(4.3), with h replaced by hϕ(x), we have

F (x) := [
(

hϕ(x)
) r
P (r)
m (x)−Δr

hϕ

(

Pm(x)
)

]u(x)

= r!
(

hϕ(x)
) r
u(x)

∫

Sr

[P (r)
m (x)− Pm

(

x+ thϕ(x)
)

] dSr

= −r!
(

hϕ(x)
) r
u(x)

∫

Sr

∫ x+thϕ(x)

x
P (r+1)
m (z) dz dSr,

whence, by Proposition 2.1, we get

∣

∣F (x)
∣

∣ � Cr!hr
∫

Sr

∫ x+thϕ(x)

x
|P (r+1)

m (z)|ϕr(z)u(z) dz dSr

� Chr
∫ x+rhϕ(x)

x
|P (r+1)

m (z)|ϕr(z)u(z) dz

= Chr+1 1

rhϕ(x)

∫ x+rhϕ(x)

x
|P (r+1)

m (z)|ϕr+1(z)u(z) dz,

since
∫

Sr
dt1 · · · dtr = 1

r! . Then, using the boundedness of the Hardy–

Littlewood maximal function for 1 < p � ∞ and Fubini’s theorem for p = 1,
we obtain

A1 = ‖F‖Lp[ε2m,a2m] � Chr+1‖P (r+1)
m (hϕ)r+1u‖Lp[ε2m,a2m]

,

with h =
√
am/m. By (4.43) and (4.44), it follows that

‖P (r)
m (hϕ)ru‖

p
� Cωr

ϕ

(

f,

√
am
m

)

u,p

+ Chr+1‖P (r+1)
m (hϕ)r+1u‖

Lp[ε2m,a2m]
.
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Proceeding as in [4, p. 84], one can show that the second term on the right-

hand side of the last inequality is bounded by Cωr
ϕ(f,

√
am

m )
u,p

, whence we

get (3.8). �

Appendix

Proof of Proposition 4.2. For θ ∈ (0, 1) and m sufficiently large, let
us define the indices j1 = j1(θ,m) and j2 = j2(θ,m) as follows

xj1 = max
k

{xk � ε̃θm} and xj2 = min
k

{xk � ãθm}.

We first prove inequality (4.18). Let us consider the case xi, xk ∈
[xj1 , xj2 ]. If xi � xk we have xγi � xγk , while, if xi > xk, by (4.17), we get

1 <
xi
xk

=
xi − xk

xk
+ 1

� C
(

1 + |i− k|
) Δxi
Δxk

+ 1 � C
(

1 + |i− k|
)

√

xi
xk

and then
xi
xk

� C
(

1 + |i− k|
) 2

.

Let us now consider the case xi > xj2 � xk. Recalling the previous case
we have

1 <
xi
xk

=
xi
xj2

xj2
xk

� C ãm
ãθm

(

1 + |j2 − k|
)2 � C

(

1 + |i− k|
)2

.

Finally, in case xi < xj1 � xk, we get

1 <
xk
xi

=
xk
xj1

xj1
xi

� C ε̃θm
ε̃m

(

1 + |j1 − k|
)2 � C

(

1 + |i− k|
)2

.

In any case we obtain

(

xi
xk

)±1

� C
(

1 + |i− k|
) 2

,

whence

xγi � C
(

1 + |i− k|
) 2γ

xγk .
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In order to prove inequality (4.19), we first show that

(4.45)
Δxi
Δxk

� C
(

1 + |i− k|
)

.

In case xi, xk ∈ [xj1 , xj2 ], by (4.17) and (4.18), we easily get

Δxi
Δxk

∼
√

xi
xk

� C
(

1 + |i− k|
)

.

In case xi > xj2 � xk, recalling the previous case, by (4.15), we have

Δxi
Δxk

=
Δxi
Δxj2

Δxj2
Δxk

� C
(

1 + |j2 − k|
) Δxi
Δxj2

� C
(

1 + |i− k|
)

since, by (4.15),

Δxi
Δxj2

∼ (xi − ε̃2m)(ã2m − xi)

(xj2 − ε̃2m)(ã2m − xj2)

√

(xj2 − ε̃m + δm)(ãm − xj2 + ãmm−2/3)

(xi − ε̃m + δm)(ãm − xi + ãmm−2/3)

�
(

xi − ε̃2m
xj2 − ε̃2m

)

√

ãm − xj2 + ãmm−2/3

ãm − xi + ãmm−2/3

� C
(

ãm
ãθm − ε̃2m

)√

1 +
xi − xj2

ãm − xi + ãmm−2/3

� C

√

1 +

(

1 + |j2 − i|
)

Δxi
(

1 + |m− i|
)

Δxi
� C.

Finally, in case xi < xj1 � xk, proceeding in analogy with the previous case,
we get

1 <
Δxi
Δxk

=
Δxi
Δxj1

Δxj1
Δxk

� C Δxi
Δxj1

(

1 + |j1 − k|
)

� C
(

1 + |i− k|
)

,

since

Δxi
Δxj1

∼ (xi − ε̃2m)(ã2m − xi)

(xj1 − ε̃2m)(ã2m − xj1)

√

(xj1 − ε̃m + δm)(ãm − xj1 + ãmm−2/3)

(xi − ε̃m + δm)(ãm − xi + ãmm−2/3)

�
(

ã2m − xi
ã2m − xj1

)
√

xj1 − ε̃m + δm
xi − ε̃m + δm

� C

√

1 +

(

1 + |j1 − i|
)

Δxi

(1 + i)Δxi
� C
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whence (4.45) follows.
Finally, from (4.18) and (4.45), we deduce

∫ xi+1

xi
xγ dx

∫ xk+1

xk
xγ dx

∼
(

xi
xk

)γ Δxi
Δxk

� C
(

1 + |i− k|
) 2γ+1

,

which completes the proof. �

Proof of Lemma 4.4. Since

(f − fθ)(x)u(x) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

u(x)

∫ ε̃θm

0
f ′(y) dy, x ∈ (0, ε̃θm),

0, x ∈ [ε̃θm, ãθm],

u(x)

∫ ∞

ãθm

f ′(y) dy, x ∈ (ãθm,+∞),

inequality (4.24) follows from Proposition 4.1. �

Proof of Lemma 4.5. Set yk = (xk−1 + xk)/2, with k such that xk ∈
[ε̃θm, ãθm]. Then, for x ∈ [yk−1, yk], by (4.30), Proposition 2.1 and (4.17),
we have

∣

∣(S+fθ − S−fθ)(x)
∣

∣u(x) � u(x)

∫ xk+1

xk−1

∣

∣f ′
θ(y)
∣

∣ dy

� C
∫ x+c

√
am

m

√
x

x−c
√

am

m

√
x

∣

∣f ′(y)u(y)
∣

∣ dy,

for some c > 0. Hence, for p = ∞, we get
∥

∥(S+fθ − S−fθ)u
∥

∥

∞ = max
x∈[ε̃θm,ãθm]

∣

∣(S+fθ − S−fθ)(x)u(x)
∣

∣

� Cmax
k

max
x∈[yk−1,yk+1]

∫ x+c
√

am

m

√
x

x−c
√

am

m

√
x

∣

∣f ′(y)u(y)
∣

∣ dy

� C
√
am
m

‖f ′ϕu‖L∞[ε̃θm,ãθm]

For 1 < p < ∞, using the boundedness of the Hardy–Littlewood maximal
function, we obtain

∥

∥(S+fθ − S−fθ)u
∥

∥

p

p
� C

∫ ãθm

ε̃θm

∣

∣

∣

∣

∣

∫ x+c
√

am

m

√
x

x−c
√

am

m

√
x

∣

∣f ′(y)u(y)
∣

∣ dy

∣

∣

∣

∣

∣

dx
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� C
(√

am
m

)p ∫ ãθm

ε̃θm

∣

∣

∣

∣

∣

m
√
am

√
x

∫ x+c
√

am

m

√
x

x−c
√

am

m

√
x

∣

∣f ′(y)ϕ(y)u(y)
∣

∣ dy

∣

∣

∣

∣

∣

dx

� C
(√

am
m

)p

‖f ′ϕu‖pLp[ε̃θm,ãθm].

We omit the proof for p = 1, which follows by Fubini theorem. �

Proof of Proposition 4.3. First of all we observe that, letting xd ∼ x
be a zero closest to x, by an extension of an inequality of Erdős and Turán
(see [5, p. 361]), we have

|�k
(

w1/A, x
) |w1/(2A)(x)

w1/(2A)(xk)
∼ 1, k ∈ {d− 1, d, d+ 1}.

For k �= d− 1, d, d+ 1 such that xk ∈ [ε̃θm, ãθm], using the relations (see
[5, p. 325])

(4.46) sup
x∈(0,+∞)

|pm
(

w1/A, x
) |w1/(2A)(x) 4

√

∣

∣(ãm − x)(x− ε̃m)
∣

∣ ∼ 1

and

(4.47)
1

|p′m
(

w1/A, xk
) |w1/(2A)(xk)

∼ Δxk
4
√

(ãm − x)(x− ε̃m)

we get

|�k
(

w1/A, x
) |w1/(2A)(x)

w1/(2A)(xk)
� C Δxk

|x− xk|

(
∣

∣(ãm − x)(x− ε̃m)
∣

∣

(ãm − xk)(xk − ε̃m)

)3/4

� C Δxk
|x− xk|

(

|x− ε̃m|
xk − ε̃m

)3/4

,

since for |ãm−x| � Cãm and (ãm−xk) � ãm− ãθm � Cãm for x ∈ [ε̃2m, ã2m]
and xk ∈ [ε̃θm, ãθm].

Moreover observe that, from (4.15) we can deduce

(4.48) Δxk ∼
√
am
m

√

xk − ε̃m, xk ∈ [ε̃θm, ãθm]

and

(4.49) Δxi � C
√
am
m

√

xi − ε̃m, xi � ãθm.
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Now, we distinguish two cases: x > xk and x < xk. In the first case we
have

|�k
(

w1/A, x
) |w1/(2A)(x)

w1/(2A)(xk)
� C Δxk

x− xk

(

x− xk
xk − ε̃m

+ 1

)3/4

= C
(

Δxk
x− xk

)1/4( Δxk
xk − ε̃m

+
Δxk
x− xk

)3/4

� C
(

Δxk
x− xk

)1/4

,

since Δxk � x− xk, k �= d, d± 1, and Δxk � C(xk − ε̃m), using (4.48) and
(4.16). Moreover, using

x− xk �
d−1
∑

i=k

Δxi � (d− k) min
k�i�d−1

Δxi � C(d− k)Δxk,

we get

(4.50)
|�k
(

w1/A, x
) |w1/(2A)(x)

w1/(2A)(xk)
� C
(

1 + |d− k|
) 1/4

,

for x > xk.
Now, consider the case x < xk. If ε̃m < x < xk, we can proceed analo-

gously to the previous case, taking into account that

|x− xk| �
k−1
∑

i=d+1

Δxi � C
√
am
m

k−1
∑

i=d+1

√

xi − ε̃m

� C
(

|d− k|
)

√
am
m

√

x− ε̃m,

by (4.49) and since xd − ε̃m ∼ x− ε̃m. Hence, by (4.48), we get

|�k
(

w1/A, x
) |w1/(2A)(x)

w1/(2A)(xk)
� C Δxk

|x− xk|

(

x− ε̃m
xk − ε̃m

)3/4

(4.51)

� C
(

1 + |d− k|
)

(

x− ε̃m
xk − ε̃m

)1/4

� C
(

1 + |d− k|
) ,

since x− ε̃m < xk − ε̃m.
Finally, if ε̃2m � x � ε̃m, with x < xk, we can write

|�k
(

w1/A, x
) |w1/(2A)(x)

w1/(2A)(xk)
� C Δxk

xk − x

(

ε̃m − x

xk − ε̃m

)3/4
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� C Δxk

(xk − x)1/4(xk − ε̃m)3/4
� C Δxk

(xk − ε̃m)
,

since ε̃m − x < xk − x and xk − x � xk − ε̃m. Since xk − ε̃m � xk − x1 �
C|k − d|Δx1, by (4.48) and (4.16), we get

|�k
(

w1/A, x
) |w1/(2A)(x)

w1/(2A)(xk)
� C Δxk

(xk − ε̃m)
� C

√
am

m
√
xk − ε̃m

(4.52)

� C
(

1 + |d− k|
)1/2

√
am

m
√
Δx1

� C
(

1 + |d− k|
)1/2

.

Combining (4.50), (4.51) and (4.52), we obtain (4.21). �

Proof of Lemma 4.6. Since inequalities (4.36) and (4.37) can be
proved using similar arguments, we are going to show the proof only for
(4.36).

We first observe that, by (2.8), with Q± ∈ P2A(m+1), we have

∥

∥ (Q+ −Q−)u
∥

∥

p
� C
∥

∥ (Q+ −Q−)u
∥

∥

Lp[ε̃sm,ãsm]

for some s > 1 and for 1 � p � ∞. Then we assume x ∈ [ε̃sm, ãsm].

Letting xi, i = 1, . . . ,m, be the zeros of pm
(

w1/A
)

, we set x0 = ε̃sm,
xm+1 = ãsm and

yi =
xi−1 + xi

2
, i = 1, . . . ,m, y0 = ε̃sm, ym+1 = ãsm.

Let us first prove (4.36) for p = ∞. By (4.33) and (4.32), we have
∥

∥(Q+ −Q−)u
∥

∥

∞ � C max
i=1,...,m+1

max
x∈[yi−1,yi]

∣

∣(Q+ −Q−)(x)u(x)
∣

∣

� C max
i=1,...,m+1

max
x∈[yi−1,yi]

∑

k:xk∈[ε̃θm,ãθm]

�2Ak
(

w1/A, x
)

u(x)|ΔMk|.

Hence, by using Proposition 4.3 and Propositions 4.2 and 2.1, we get
∥

∥(Q+ −Q−)u
∥

∥

∞

� C max
i=1,...,m+1

∑

k:xk∈[ε̃θm,ãθm]

u(xk)
(

1 + |i− k|
)A/2−2γ

∫ xk+1

xk−1

∣

∣f ′(y)
∣

∣ dy

� C max
i=1,...,m+1

∑

k:xk∈[ε̃θm,ãθm]

1
(

1 + |i− k|
)A/2−2γ

∫ xk+1

xk−1

∣

∣f ′(y)u(y)
∣

∣ dy
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� C
√
am
m

max
i=1,...,m+1

∑

k:xk∈[ε̃θm,ãθm]

1
(

1 + |i− k|
)A/2−2γ

×
(

1

2Δxk

∫ xk+1

xk−1

|f ′ϕu|(y) dy
)

� C
√
am
m

‖f ′ϕu‖∞

since xk+1 − xk−1 ∼ (
√
am/m)

√
y, by (4.17), and A > 4γ + 2.

Now, let us consider the case 1 < p < ∞. In analogy with the previous
case we have

∥

∥(Q+ −Q−)u
∥

∥

p

p
� C

m+1
∑

i=1

∥

∥(Q+ −Q−)u
∥

∥

p

Lp[yi−1,yi]

� C
m+1
∑

i=1

∫ yi

yi−1

xγp
∣

∣

∣

∣

∑

k:xk∈[ε̃θm,ãθm]

w(xk)
(

1 + |i− k|
)A/2

∫ xk+1

xk−1

∣

∣f ′(y)
∣

∣ dy

∣

∣

∣

∣

p

dx

� C
m+1
∑

i=1

∫ yi

yi−1

xγp
∣

∣

∣

∣

∑

k:xk∈[ε̃θm,ãθm]

1
(

1 + |i− k|
)A/2

∫ xk+1

xk−1

∣

∣f ′(y)w(y)
∣

∣ dy

∣

∣

∣

∣

p

dx.

By Hölder inequality, Proposition 4.2 and (4.17), we get

∥

∥(Q+ −Q−)u
∥

∥

p

p
� C

m+1
∑

i=1

∫ yi

yi−1

xγp

×
∑

k:xk∈[ε̃θm,ãθm]

1
(

1 + |i− k|
) (A/2−1)p

[ ∫ xk+1

xk−1

∣

∣f ′(y)w(y)
∣

∣ dy

]p

dx

� C
m+1
∑

i=1

∑

k:xk∈[ε̃θm,ãθm]

1
(

1 + |i− k|
) (A/2−1−(2γ+1))p

Ak

where

Ak :=

∫ xk+1

xk−1

xγp
[ ∫ xk+1

xk−1

∣

∣f ′(y)w(y)
∣

∣ dy

]p

dx.

By Proposition 2.1 and (4.17), we have

Ak � C
∫ xk+1

xk−1

[ ∫ xk+1

xk−1

∣

∣f ′(y)u(y)
∣

∣ dy

]p

dx
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� C
(√

am
m

)p ∫ xk+1

xk−1

[

m√
x
√
am

∫ x+c
√

am

m

√
x

x−c
√

am

m

√
x

|f ′ϕu|(y) dy
]p

dx

=: C
(√

am
m

)p ∫ xk+1

xk−1

∣

∣M(F, x)
∣

∣

p
dx

where c > 0 and M(F ) is the Hardy–Littlewood maximal function of
F := f ′ϕu. So, reversing the sums and using the boundedness of the maxi-
mal function, for 1 < p � ∞, we obtain

∥

∥(Q+ −Q−)u
∥

∥

p

p

� C
(√

am
m

)p
∑

k:xk∈[ε̃θm,ãθm]

∫ xk+1

xk−1

∣

∣M(F, x)
∣

∣

p
dx

×
m+1
∑

i=1

1
(

1 + |i− k|
) (A/2−1−(2γ+1))p

� C
(√

am
m

)p ∫ ãθm

ε̃θm

∣

∣M(F, x)
∣

∣

p
dx � C

(√
am
m

)p

‖f ′ϕu‖pp

since A > 4γ + 4 + 4/p.
For p = 1 we can use the Fubini theorem. We omit the details. �
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