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a b s t r a c t 

European Directives (EUDs) are binding upon Member States as to the results to be achieved, 

but leave to national authorities the choice of form and methods. Therefore, Member States 

adopt ad hoc National Implementing Measures (NIMs) that mostly reproduce the contents 

of EUDs and transpose them into domestic legislation. This well-known process is defined 

as “legal harmonization” and consists of the gradual, although ambiguous, approximation 

of national legal orders as a result of the adoption of European legislation. In order to con- 

tribute to the analysis of this phenomenon, we collect a large and unique dataset composed 

of European and domestic legislative sources, which is an essential requirement to auto- 

matically pair EUDs and the corresponding NIMs, in light of their semantic similarity. The 

first results show the feasibility of the proposed task to discern NIMs from national legisla- 

tion that does not contribute to implementing EUDs, thus constituting the foundation for 

a semantic search engine. We believe that our effort can promote future applications and 

research directions, with the ultimate aim to support traditional legal methodology, facili- 

tate citizens’ access to rights, support public administrations, and, more in general, promote 

democracy and the rule of law in the European Union. Data and source code are available 

at https://doi.org/10.17632/mkx5sb3mnw . 

© 2023 Davide Audrito. Published by Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

The aim of this work is to introduce a novel semantic search
task designed to automatically identify National Implement-
ing Measures (NIMs) of European Directives (EUDs), which –
by nature – require the adoption of ad hoc domestic legisla-
tion to implement their provisions. The first step of this re-
search effort is the release of a new multilingual dataset that
collects EUDs and NIMs of five different Member States, ac-
∗ Corresponding author at: Legal Studies Department, University of B
E-mail address: davide.audrito2@unibo.it (D. Audrito) .
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companied by some baselines that introduce the ranking task,
i.e. the ability to automatically pair EU Directives provisions
and their corresponding National Implementing Measures. 

This research is inspired by the most advanced technolo-
gies for semantic search and in particular by the use of deep
learning for dense text retrieval. The state of the art in this
field is represented by transformer-based word embeddings
and contrastive learning ( Xiong et al., 2021; Zhan et al., 2021 ),
which aim to bring semantically similar examples closer and,
at the same time, dissimilar examples far from each other. We
eserved. 
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rgue that this approach could be applied to the legal domain,
s there is a higher similarity between EU norms and their cor- 
esponding national legislation. This hypothesis, which lays 
he foundation of Sulis et al. (2022) , was proved by our base- 
ines as well. 

We intend to support this line of research by releasing a 
ide collection of texts specifically designed for deep learning 

nd contrastive learning. These resources include European 

orms and their implementations (i.e. “positive examples”),
s well as domestic laws that do not contribute to transposing 
UDs and can be consequently seen as “negative examples”. 

The dataset for this study includes all the European Direc- 
ives that are currently in force, which were downloaded in 

heir English, French, German, Spanish and Italian versions.
xtracting national legislation was far more complex for three 
ain reasons: 1) it required a detailed comparison of legisla- 

ive sources to be included in the dataset, well beyond their 
ere presence in the transposition tables; 2) multilingual ver- 

ions of laws required additional linguistic and semantic anal- 
sis; 3) the availability of national Official Journals in different 
ormats and the large number of legislative sources made data 
xtraction challenging. 

National laws were then linked to the directives that they 
mplement in an unsupervised approach, as indicated in the 
ransposition tables on the EUR-Lex website.1 To avoid the 
egative impact of irrelevant information on the performance 
f the model, we developed a filter that uses an IDF-inspired 

nd similarity-based function to score the value of each arti- 
le, as described more in details in Section 4.2 . Indeed, both 

uropean and national laws commonly include articles that 
re semantically independent of the subject of the document.
hese provisions typically concern the date of entry into force,
ecipients, maximum penalties for infringements, and other 
imilar details that are mostly common to different legislative 
ources with only minor variations. 

Moreover, to provide a benchmark for comparison, we in- 
luded two baselines in our study. The first is based on the 
M25 ranking function to match EUDs and NIMs; the second 

mploys Sentence Transformers models to encode articles,
ollowed by dense similarity search. 

Our contribution is manifold for two main reasons. 1) This 
ethodology could assist competent authorities in reporting 

pplicable national legislative measures that were adopted to 
ulfill obligations arising from EU directives. Similarly, legal 
ractitioners would be helped in their comparative analysis of 
ational frameworks and in their research on legislative har- 
onization through the adoption of EU legislation. 2) This re- 

earch is relevant to boost domestic implementation of EUDs,
onsidering that citizens have the right to lodge complaints 
efore national courts and the Court of Justice of the European 

nion (CJEU) in case of failure to fulfill obligations. In other 
ords, this search engine proposal could support citizens to 

heck the effective transposition of EU norms into domestic 
1 EUR-Lex is the main repository of EU official sources, which 

ims to ensure citizens’ right to be informed about EU issues. The 
latform enforces the principles codified in the Charter of Funda- 
ental Rights of the European Union (CFREU), namely the right of 

ccess to the documents of the EU institutions according to Article 
2, but also Articles 11, 41 and 44 thereof.

2

T
d
t
n  

r

egal orders. For the same reason, such a tool would have a 
upportive role in judicial interpretation and decision-making 
n the proceedings in which the CJEU reviews the consistency 
f domestic legislation with EU law. 

Similar objectives have been pursued by previous research 

n the area of legal informatics and – manually – by legal ex- 
erts, in the framework of EU-funded projects. This notwith- 
tanding, the latter method is extremely time-consuming al- 
hough able to deliver excellent results. 

The dataset and the baselines made available in this article 
tand as a starting point for further research in the legal area,
s they combine the most advanced and successful technolo- 
ies for semantic search with multilingual legislation. 

. Background 

istorically, there are two main reasons for the foundation of 
he European Union. First, after the end of World War II, it be-
ame necessary to establish an economic and political cooper- 
tion framework in order to prevent States’ nationalism and 

mperialism resulting in their inability to expand their trade 
ows, which was at the origin of World War I ( Formigoni, 2018 ).
fter 1945, economic nationalism and self-sufficient ambi- 

ions were indeed mostly set aside in the EU. Second, the es- 
ablishment of a common internal market was functional to 
he economic interests of largest banks, investment funds, big 
ompanies and to the recovery of the EU economy, which was 
n a deplorable condition. 

Essentially, the EU was grounded upon a regional legal or- 
er of sovereign States that jointly abide by common legis- 

ation and fundamental principles that have a constitutional 
ature, i.e. the rule of law, solidarity, freedom, democracy and 

quality. Over the decades, the founding treaties, the EU leg- 
slation and the case law of the European Court of Justice fos- 
ered the creation of a common legal framework across Mem- 
er States’ borders and legal orders. 

The establishment of the EU internal market was the mile- 
tone of legal harmonization and uniformity processes and 

ne of the most significant achievements of the EU, which 

llows citizens and businesses to pursue their fundamental 
reedoms, including the free movement of goods and services 
 Baaij, 2012 ). Furthermore, Articles 114 and 115 of the Treaty 
n the Functioning of the European Union (TFEU), which en- 
bles the EU to adopt measures on the functioning of the in- 
ernal market, were invoked to pursue harmonization in many 
ther European legal and policy areas, including a common 

egal framework for national contract laws ( Baaij, 2012 ). This 
rend towards harmonization and uniformity concerns the le- 
al areas in which the EU has been conferred legislative com- 
etence, e.g. internal market, consumer rights, environment,

abor, mobility and migration. 

.1. Legal harmonization in the European union 

he effectiveness of harmonization is linked to a variety of 
rivers, including the nature of legal instruments, the compe- 
ence conferred upon the EU, multilingualism and the vague- 
ess of language. In this regard, the Court of Justice of the Eu-
opean Union (CJEU) has enshrined the so-called “doctrine of 

https://www.eur-lex.europa.eu/homepage.html
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consistent interpretation”, which was defined as “the obliga-
tion of national courts and administrative authorities to in-
terpret the applicable national law as much as possible in a
way that ensures the fulfillment of obligations derived from
European law”( Prechal, 2007 ). This notwithstanding, common
legislation does not always result in effective harmonization.
For this reason, some scholars argue that achieving full lin-
guistic and legal harmonization in the EU is a myth ( Šar ̌cevi ́c,
2016 ). 

Among other parameters, multilingualism has a relevant
role in the CJEU judicial decision-making and represents a re-
search challenge also for Natural Language Processing (NLP)
and Machine Learning (ML). Multilingual versions of EU legal
acts directly affect legal interpretation at the Court, because
a relatively new “hermeneutic paradigm” replaces traditional
interpretation methods, including literal and systematic inter-
pretation ( Łachacz and Ma ́nko, 2013 ). More generally, “the EU
legal culture emerges through translation as a hybrid supra-
national pan-European construct with mutual dependencies
on national legal cultures” ( Sosoni and Biel, 2018 ). This in-
fluence of national legal traditions hinders the authoritative-
ness of the Court of Justice of the European Union. The Court
is increasingly accused of going beyond its powers, includ-
ing in the use of the comparative law method of interpreta-
tion ( Łachacz and Ma ́nko, 2013 ). The comparative law method
has been rising over the most recent years and justifies the
need to compare definitions and legal concepts under differ-
ent national legal orders, possibly through computational ap-
proaches ( Audrito et al., 2022 ). The balance between consen-
sus and pursued objectives is the first reason to engage with
the comparative law method, which results in the ability of
the CJEU to promote a judicial dialogue with national courts
by taking into account their decisions. 

First, once the Court embraces the interpretation of domes-
tic tribunals, the effectiveness of EU law will increase, because
national judicial and administrative authorities will be more
likely to recognize the decision of the CJEU. Second, the com-
parative approach can give rise to a constructive interaction
between the EU and the domestic legal orders, considering
that engagement among judiciaries can result in the adoption
of a certain interpretation rather than another. Third, the com-
parative law method, by promoting “value diversity” fosters
the enforcement of Article 4(2) TEU, pursuant to which the EU
is to respect the national identities of the Member States. In
conclusion, the comparative law method may be relied upon
to clarify EU law provisions within the so-called “federal com-
mon law-making” ( Lenaerts and Gutman, 2006 ). 

2.2. Directives and regulations as sources of 
harmonization 

As mentioned in the introduction, EUDs represent the official
legislative source to pursue legal harmonization in the Euro-
pean Union. According to Article 288(3) (TFEU), directives are
binding upon each Member State to which it is addressed as
to the result to be achieved, but leave to Member States the
choice of form and methods. In other words, EU legislators
approximate the national legislative framework by adopting
EUDs, which obligate MSs as to the results to be achieved.
However, the form and methods used to achieve such objec-
tives are left to the discretion of Member States’ legislatures
and governments. 

Over the last decades, the European Commission (EC), the
European Parliament (EP) and the Council have increasingly
preferred the adoption of Regulations (EURs) instead of EUDs,
since they are directly applicable throughout the EU, do not
require further transposing legislation and uniform domestic
legal orders. Nevertheless, regulations are not always able to
prevent the occurrence of domestic peculiar regulatory frame-
works in harmonized and unified legal domains, such as in the
case of the General Data Protection Regulation (GDPR). 

The GDPR has marked a meaningful shift in the creation
of a European common legislative standard on the protection
of personal data. However, Member States have followed dif-
ferent approaches to comply with the GDPR and this resulted
in the occurrence of peculiarities in the national legal frame-
works on the protection of personal data. In light of the fore-
going, both EUDs and EURs should be considered to analyze
the harmonization of laws in the EU, although in point of law
EU Treaties merely rely on EUDs to enhance approximation of
domestic legislative frameworks. 

3. Related works 

Several research works have proposed the application of Nat-
ural Language Processing (NLP) methods to legal text in or-
der to accomplish different goals, such as identifying legisla-
tive documents ( Boella et al., 2012 ), extracting named entities
from the text ( Nanda et al., 2017a ) or predicting judicial de-
cisions ( Aletras et al., 2016; Medvedeva et al., 2021 ). For in-
stance, Humphreys et al. (2015) developed a system to map
recitals to legal provisions via a cosine similarity score over
TF-IDF vectors; results indicate that their system achieves
high accuracy as a result of the large number of true negatives
present in their unbalanced dataset. Mandal et al. (2017) im-
plemented several models for document similarity in order to
identify similar court cases from the Indian Supreme Court.
Siragusa et al. (2021) proposed machine learning models for
Legal Textual Entailment, focusing on standard procedures
that a company has to implement to protect their data. Such
procedures are generally defined by ISO (the International Or-
ganization for Standardization) and their more specific coun-
terpart NIST (National Institute of Standards and Technology).

In the context of legal harmonization analysis, our work
pursues the same objective of Nanda et al. (2020, 2019, 2017b) ,
i.e. identifying domestic transpositions of European Direc-
tives (EUDs). In Nanda et al. (2019) , the authors defined a gold
dataset of 43 EUDs and their corresponding National Imple-
menting Measures (NIMs) in three different languages (Ital-
ian, English and French). In Nanda et al. (2020) , the authors
decided to explore the hidden links, i.e. links that are not ex-
plicitly referred to within the text, present in the EUDs and
NIMs. To accomplish their goal, they hired legal experts to an-
notate a subset composed of 5 EUDs and their corresponding
NIMs from the original corpus of Nanda et al. (2019) . 

Differently from them – and given the scope of our dataset –
we excluded the hidden links as in Nanda et al. (2020) because
of their challenging identification and dissimilar nature. Fur-
thermore, since our objective is to create a scalable and un-
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upervised dataset, we avoided the paragraph-by-paragraph 

lignment in contrast to Nanda et al. (2019) , as it would re- 
uire a manual annotation effort. 

Other projects coherent with our research purposes are 
rossJustice 2 and Facilex.3 CrossJustice is a project developed 

nder the “European Justice Programme” between 2019 and 

021. It aims to examine whether EU citizens can exercise 
heir rights under the six European Directives on procedural 
afeguards for persons accused or suspected of a crime, pro- 
iding an external monitoring of the implementation of EU 

egislation. In the project, the level and the adequacy of the 
mplementation of EUDs is evaluated manually by legal ex- 
erts. 

Facilex follows the CrossJustice project, allowing judicial 
ooperation scenarios and automatic advice to legal practi- 
ioners, through a free-access online platform. This platform 

rovides three functions to the users: a legal database, a cus- 
omized single test advisory module and a harmonization test 
dvisory module. 

Although our efforts are concentrated on the creation and 

istribution of a new dataset, we also propose and test a 
imple text ranking task, i.e. a ranked list of articles given 

 specific query. Traditionally, search has been carried out 
ith sparse methods and exact term matching, with rank- 

ng functions such as TF-IDF or BM25. These methods are 
ased on statistical features such as term and document fre- 
uency or document length, but they are powerless in case of 
erms mismatch, i.e. the so-called vocabulary mismatch problem 

 Furnas et al., 1987 ). Apart from enriching query and document 
epresentation, models have evolved beyond the limits of ex- 
ct term matching with techniques such as Latent Semantic 
nalysis ( Deerwester et al., 1990 ) or Latent Dirichlet Allocation 

 Wei and Croft, 2006 ), though they have never achieved large 
doption. On the contrary, dense representation models have 
ecome widely popular. They are based on word embeddings,

ike word2vec ( Le and Mikolov, 2014 ), on which the relevance 
core can be easily calculated through cosine similarity be- 
ween dense vectors. Upon its arrival, BERT ( Devlin et al., 2019 ) 
hanged the landscape, shortly becoming the state of the art 
or many NLP tasks. Nogueira and Cho (2019) were the first 
o use BERT for text ranking. Since then, many other works 
ave followed and defined the state of the art. Among these 
esearch efforts we highlight ANCE ( Xiong et al., 2021 ) and 

TAR/ADORE ( Zhan et al., 2021 ) which have directly inspired 

ur work. 
The techniques mentioned in the previous paragraph 

ere applied, in the legal domain, by Kim et al. (2015) ,
hao et al. (2020) . In particular, Kim et al. (2015) proposed two 
nsupervised models – based on TF-IDF and LDA – for legal in- 
ormation retrieval, with the aim of finding relevant Japanese 
ivil law articles given a specific query. Shao et al. (2020) de- 
eloped a model for case law retrieval founded on both BM25 
nd BERT according to a re-ranking scheme, in which the first 
odel (based on BM25) finds all potentially relevant cases, and 

he second one (based on BERT) refines the search. 
2 crossjustice.eu 

3 site.unibo.it/facilex 

l
t
r
o

Another dataset, conceptually similar to our work, is pro- 
osed by Bhattacharya et al. (2019) who collected 50 queries 
rom Section Acts of Indian law and 10,685 documents from 

he Indian Supreme Court. However, in the literature and in 

he specific case of European legislation, there are no at- 
empts at automatic text ranking, nor datasets available. Con- 
equently – to the best of our knowledge – our work represents 
 unique and innovative tool for European law. 

. Dataset 

he main objective of our dataset is to collect – in a machine- 
eadable format – all the measures adopted by Member States 
o implement EU directives and align them with the directives 
hemselves. By cross-referencing the transpositions reported 

n the EUR-Lex website and national official journals, we thus 
etrieved national laws associated with EU acts. 

However, due to the different web platforms, the non- 
armonized formats, as well as missing or incomplete refer- 
nces, the documents listed on EUR-Lex could only be partially 
etrieved. More details can be found in the following para- 
raphs. 

.1. Sources 

he texts of European Directives (EUDs) are freely available 4 

n the EUR-Lex website, either in HTML or PDF format. We re- 
rieved all the directives implemented in at least one of the 
ountries of our interest, excluding “corrigenda”, consolidated 

ersions and legal sources no longer in force at the time being.
The retrieval of national laws was instead more challeng- 

ng, since Member States collect laws in varying formats and 

tore them on highly different web platforms. To standard- 
ze the process, we considered transpositions reported in na- 
ional official journals and excluded other legal sources, e.g.
udgments and administrative acts. This choice is coherent 
ith best practices adopted in the area of computational law 

nd legal informatics, in which the accuracy of traditional le- 
al methodology often needs to be balanced with the man- 
gement of huge amounts of data and the specific require- 
ents of computational efforts. We selected legal sources fol- 

owing a careful comparative approach on main domestic leg- 
slative instruments that are commonly adopted to follow 

p on obligations enshrined in EUDs, taking into consider- 
tion the occurrences published on the EUR-Lex website in 

he section “national implementations” and the results of the 
rossJustice project, in which legal experts produced reports 
n implementing measures of six EUDs following a State-by- 
tate method. 

In conclusion, we approached data selection pursuant to 
ur future research goal, which is setting-up a search engine 
imed at reducing the burden of legal data extraction and 
4 Researchers are allowed to elaborate on, and reuse data pub- 
ished on EUR-Lex according to the copyright notice published 

hereon, which clarifies that “unless otherwise specified, you can 

e-use the legal documents published in EUR-Lex for commercial 
r non-commercial purposes”.

https://www.crossjustice.eu/en/index.html
https://site.unibo.it/facilex/en/the-project
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Table 1 – Selected legislative sources for irrelevant articles sampling; the historical period runs from the first legislature of 
the last constitutional order (reported in table) until 25/11/2022. 

State Legislative Sources Starting Period Web Sources 

Italy Decreto del presidente, Decreto legge 08/05/1948 http://www.gazzettaufficiale.it http://www.normattiva.it 
France Loi, Décret, Ordonnance 09/12/1958 http://www.legifrance.gouv.fr 
Spain Ley, Real decreto 23/03/1979 http://www.boe.es 
Ireland Act of the Oireachtas, Statutory 

Instrument 
01/01/1938 ∗ http://www.irishstatutebook.ie 

Austria all sources in: Staats- Bundesgesetzblatt 
Landesgesetzblatt 

19/12/1945 http://www.ris.bka.gv.at 

∗The first Government of Ireland dates back to 29 December 1937, but the website does not offer the possibility of such a precise selection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

pairing for legal experts and public administration when re-
porting on directives implementing measures. Unfortunately,
the legislative sources cited on EUR-Lex are not always eas-
ily machine-readable. In fact, the lack of complete references,
inaccessible web pages, as well as poorly formatted texts,
reduced textual sources from a nominal amount of 11,726
transpositions to 9,313. Similarly, the number of directives de-
creased from 1117 to 906. 

To simulate a real-world scenario of text retrieval, we
sampled – from the same national sources – further acts that
are legally independent of the directives. These acts therefore
represent the collection of irrelevant documents that a good
model must be able to identify and discriminate. For a mere
computational reason, and given the extent of the archives,
we restricted the search to a few law sources, namely ordinary
laws, decrees and their equivalents in other jurisdictions,
all within a limited historical period ( Fig. 3 b). The selected
timeframe begins with the first legislature of the latest con-
stitutional order in a given country (e.g. French Fifth Republic,
Italian Republic or the 1937 Constitution of Ireland). More
details about the selected legislative sources are reported in
Table 1 . 

4.2. Text transformation 

Legal texts are structured around chapters and sections de-
pending on their length, which include, in turn, articles, para-
graphs and subparagraphs. Laws may also contain attached
sources like annexes and appendices. Therefore, we tried to
conform to this structure by subdividing the text into articles
and, possibly, into paragraphs. We excluded preambles, an-
nexes and appendices, as well as possible notes placed after
signatures. Unfortunately, although homogeneous within a
country, article and paragraph delimiters vary between Mem-
ber States. Case in point is the distinction between the Italian
“articolo” and “comma”, and the German “Artikel” and “Ab-
satz”. Furthermore, the format and automatic parsing of the
text do not always allow for an unambiguous subdivision. For
this reason, we relied on the XML/HTML structure whenever
possible, even though it is usually available for the most recent
documents only. In the occurrence of particularly ambiguous
documents, we suspended the fine-grained subdivision of the
text. 

As previously outlined, not all articles contain relevant in-
formation for our research, though. Transposition deadlines,
financial clauses, the dates of entry into force and other details
do not add useful information to our semantic search task. We
consequently decided to remove such cases. To achieve this,
we developed a filter inspired by Inverse Document Frequency
(IDF), which assumes that common articles appearing in mul-
tiple documents are less informative than rare articles. The
scoring function for an article a , is the following: 

article _ idf (a, C ) = 

| C | 
|{ d ∈ C : sim (d, a ) > λ}| (1)

where C is the article corpus, sim (·) is a similarity function,
and λ is the similarity threshold above which two articles are
considered semantically identical. 

Irrelevant articles are often short and entirely contained
inside longer and more elaborate articles. This is the case with
articles stating fines for law violations. Therefore, we consider
asymmetric similarities to be the best choice for evaluating
article similarities. For the similarity function of the Eq. (1) ,
we use Asymmetric Jaccard Similarity (AJS) defined as: 

AJS (A, B ) = 

| A ∩ B | 
| A | (2)

AJS allows us to penalize short, recurring articles without im-
pacting rare, longer ones. The λ parameter was set to 0.80
based on empirical results. 

Once the scores are computed, we remove provisions with
the lowest scores. Since the scores distribution looks almost
like a binomial distribution, we decided to apply Otsu’s thresh-
olding method ( Otsu, 1979 ) to automatically calculate the cut-
off of the IDF filter. Otsu’s threshold minimizes the intra-class
variance while maximizing the inter-class variance of two
classes, which in our case represent relevant and irrelevant
articles respectively. After getting the cutoffs approved by the
legal domain expert, we proceeded to remove articles that are
below the cutoff. An example of the distribution with the re-
spective cutoff can be seen in Fig. 1 . 

To prepare the dataset for machine learning applications,
we divided the collection of articles into training and testing
sets. The corpus of national laws remained unchanged, while
the directive articles were split into training and testing sets in
a 90–10 ratio. Throughout this process, we have also ensured
that no testing directive, even in a different language, appears
in the training set. 

http://www.gazzettaufficiale.it
http://www.normattiva.it
http://www.legifrance.gouv.fr
http://www.boe.es
http://www.irishstatutebook.ie
http://www.ris.bka.gv.at
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Fig. 1 – Example of histogram (a) and cumulative distribution (b) of article-IDF scores in the Italian subset, with directive 
articles at the top and national articles at the bottom; the red line indicates the cutoff established by the Otsu’s method. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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.3. Data 

he final dataset consists of 57,330 directive articles and 

39,160 articles from the national archives, representing 906 
nique directives and 9016 documents respectively. Among 
he provisions from national archives, 827,093 (88%) are un- 
elated from any directive and are therefore considered irrele- 
ant. The remaining 112,067 articles (12%) implement at least 
ne directive, with 1338 articles associated with multiple di- 
ectives. 

At the basis of our project lies the idea of overcoming 
he supervised learning approach, which characterized works 
uch as CrossJustice, to prioritize – instead – the creation of a 
ataset entirely free of expensive manual annotation. We be- 

ieve that exclusively the Self-Supervised Learning (SSL) ap- 
roach is able to effectively achieve training scalability. In 

act, a careful textual analysis by domain experts can hardly 
each a sufficient number of examples to train a modern Deep 

earning model. On the contrary, the reports on measures im- 
lemented to abide by directives, which are compulsorily sub- 
itted by national public authorities to the EU Commission,

ffer the required training signal, despite being entirely unsu- 
ervised data. 

We envision that training could be performed on the mul- 
ilingual dataset just described by exploiting the text augmen- 
ation naturally provided by the different languages, while 
esting could take place on a state-by-state basis. 

Each directive is linked to one or multiple national laws 
nd their corresponding articles. On average, each directive 
as 136 implementing articles (which we will call “positive ex- 
mples”), with a maximum amount of 2497 articles per direc- 
ive and a minimum amount of 1. The distribution is shown 

n Fig. 2 . The ranking task is described more in details in
ection 5 , while the distribution of articles in the different 
ember States is reported in Table 2 and Fig. 3 a. With an av-

rage of 200 words, the length of the articles that compose 
he dataset varies greatly, though. Indeed, except for EUDs 
hich are translations of the same document, there is variety 
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Fig. 2 – Number of positive articles (NIMs) for each EU 

Directive (EUD) they implement. 

Table 2 – Distribution of articles and their origin within 

the dataset; EUDs provisions are considered queries and 

divided into train and test sets, while NIMs articles be- 
long to the collection of documents on which to apply the 
search. 

TOT ITA FRA ESP IRL AUT 

Queries 57,330 11,514 11,386 11,249 11,344 11,837 
train 51,588 10,362 10,248 10,109 10,214 10,665 
test 5742 1152 1138 1140 1130 1182 
Corpus 939,160 135,221 236,762 209,795 157,601 199,781 

 

 

 

 

 

 

 

Table 3 – Mean and Standard Deviation of word count for 
EUDs articles (queries) and NIMs (corpus). 

Country Words 

Queries Corpus 

ITA 243 ±436.36 213 ±523.51 
FRA 258 ±462.68 200 ±864.60 
ESP 279 ±502.35 226 ±439.60 
IRL 247 ±436.26 159 ±277.32 
AUT 212 ±380.65 342 ±1823.54 
TOT 248 ±445.35 231 ±997.57 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5 For the purpose of the double-blind review, we removed the link 
to the data and source code. We will make them available in case 
of acceptance.
between Member States’ legislation, because of the different
document structures and legal traditions. More details can be
found in Table 3 . 

We publish the dataset in three versions: 1) the parsed col-
lection of directives and national laws, 2) the parsed and fil-
tered collection of articles and 3) the ML-ready dataset split
into train and test sets. The transposition tables for the five
Member States are included in the dataset, which is available
Fig. 3 – (a) Dataset size (number of articles) and its composition, 
b) Historical period used for irrelevant articles sampling. (For inte
the reader is referred to the web version of this article.) 
at https://doi.org/10.17632/mkx5sb3mnw 

5 , linking the direc-
tives (denoted by the CELEX number) to their national imple-
mentations (marked by a unique hash string). The ML-ready
dataset is a shuffled collection of articles from different coun-
tries, with the CELEX number as a label, the name of the coun-
try implementing the measure and the identification hash of
the national transposition. Compared to the first two versions,
this dataset was further filtered to remove directives that – af-
ter text transformation – are left without corresponding na-
tional counterparts. 

5. Ranking task 

To overcome the issues related to the usual length that char-
acterizes legal texts, as well as the heterogeneity in contents
covered by the same text, we have structured the ranking task
on an article-by-article basis. In this setup, an article from an
EU directive acts as the query to which one or more articles
from the domestic law corpus must correspond. The aim is
to retrieve all articles related to a given directive within the
whole legislation. 

In this paper, we do not deal with the development of such
a search engine. On the contrary, we focus on presenting the
with EUD articles shown in blue and NIM articles in yellow, 
rpretation of the references to colour in this figure legend, 

https://doi.org/10.17632/mkx5sb3mnw
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Table 4 – Ranking results obtained with the BM25 base- 
line. 

Country Hits MAP MRR 

@1 @3 @5 @10 @3 @5 @10 @3 @5 @10 

ITA 0.35 0.76 1.08 1.73 0.39 0.38 0.36 0.39 0.40 0.40 
FRA 0.24 0.58 0.83 1.30 0.30 0.30 0.29 0.30 0.31 0.32 
ESP 0.23 0.53 0.77 1.26 0.26 0.25 0.24 0.26 0.27 0.27 
IRL 0.16 0.38 0.55 0.86 0.20 0.20 0.20 0.20 0.21 0.21 
AUT 0.16 0.40 0.57 0.90 0.20 0.21 0.20 0.20 0.21 0.22 
avg 0.23 0.53 0.76 1.21 0.27 0.27 0.26 0.27 0.28 0.28 

Table 5 – Ranking results obtained with the Sentence- 
Transformers baseline. 

Country Hits MAP MRR 

@1 @3 @5 @10 @3 @5 @10 @3 @5 @10 

ITA 0.19 0.39 0.54 0.79 0.21 0.21 0.19 0.21 0.22 0.22 
FRA 0.07 0.15 0.21 0.32 0.08 0.09 0.08 0.08 0.09 0.09 
ESP 0.13 0.29 0.38 0.56 0.15 0.15 0.15 0.15 0.16 0.16 
IRL 0.11 0.22 0.31 0.43 0.13 0.13 0.13 0.13 0.13 0.14 
AUT 0.07 0.14 0.20 0.31 0.08 0.09 0.08 0.09 0.09 0.09 
avg 0.11 0.24 0.33 0.48 0.13 0.13 0.13 0.13 0.14 0.14 
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ataset and evaluating the feasibility of the ranking task us- 
ng two baseline methods.6 The first one is based on the Okapi 
M25 ranking function, in which retrieval is formulated in 

erms of inner products on sparse bag-of-words vectors with 

xact term matching. The second method, instead, adopts an 

pproximate Nearest Neighbor (ANN) search over dense vec- 
ors provided by the multi-language version of Sentence-BERT 

 Reimers and Gurevych, 2019 ). 
We relied on the Rank-BM25 library ( Brown, 2020 ) 

nd the tokenization provided by spaCy ( Honnibal et al.,
020 ) (it_core_news_lg, fr_core_news_lg, en_core_web_lg,
s_core_news_lg, de_core_news_lg models). We also removed 

topwords and applied the Snowball stemmer. 
For dense retrieval, instead, we used the DistilBERT- 

ased Sentence Transformers model provided by distiluse- 
ase-multilingual-cased-v1 . Since the model is trained with se- 
uences of 128 tokens, we only used the first 128 tokens of 
n article, keeping uppercase and lowercase. Through a mean 

ooling function, we then obtained a single embedding vec- 
or for each article and, after L2 normalization, the Flat Index 
IndexFlatIP) of FAISS ( Johnson et al., 2019 ) was used for simi- 
arity search over the embedding space. 

.1. Results 

e evaluated the results with standard ranking metrics such 

s Hits, Mean Average Precision (MAP) and Mean Reciprocal 
ank (MRR). More formally, given a query q from the test set 
, the corpus of documents C and a ranked list R (q ) = [(d i , s i )] 

k 

runcated at length k , where d i represents the document at 
ank i and s i its ranking score, the metrics are defined as fol- 
ows: 

 it s @ k (Q ) = 

1 
| Q | 

∑ 

q ∈ Q 

∑ 

d∈ R (q ) 
rel(q, d) 

P@ k (R, q ) = 

∑ 

d∈ R rel(q, d) 
| R | 

AP @ k (R, q ) = 

∑ 

(i,d) ∈ R P @ i · rel(q, d) 
∑ 

d∈ C rel(q, d) 

MAP@ k (Q ) = 

1 
| Q | 

∑ 

q ∈ Q 
AP@ k (R, q ) 

RR @ k (R, q ) = 

1 
lower _ rank i 

MRR @ k (Q ) = 

1 
| Q | 

∑ 

q ∈ Q 
RR @ k (R, q ) 

here rel(q, d) is an indicator function that designates 
hether the document d is relevant to the query q , and 

ower _ rank is the smallest rank number of a relevant docu- 
ent. 
The results of BM25 and Sentence-Transformers are re- 

orted, respectively, in Tables 4 and 5 . Unsurprisingly, word 

mbeddings alone underperform BM25, as already shown in 
6 The source code of both baselines is published, together with 

he dataset, at https://doi.org/10.17632/mkx5sb3mnw .

i
d
j
c

he literature ( Gao et al., 2021; Lee et al., 2019; Luan et al., 2021 ).
ense retrieval models therefore require appropriate training,
ccording to the state-of-the-art techniques currently avail- 
ble: the collected dataset has been specifically designed for 
his purpose. 

. Conclusions & future work 

n this work, we propose an innovative dataset that collects 
uropean Directives (EUDs) and their National Implement- 
ng Measures (NIMs) for text retrieval applications. We also 
roposed a ranking task and evaluated its feasibility with 

wo baselines: BM25 and pre-trained Sentence Transformers,
hich can be used as benchmarks for future developments. 

Since BM25 is not trainable, and the possibility to improve 
ts performance is limited, we believe that promising results 
ould be expected from trained dense retrieval methods, fol- 
owing state-of-the-art models such as ANCE ( Xiong et al.,
021 ) and STAR/ADORE ( Zhan et al., 2021 ). With respect to
hese latest works, we believe that our dataset can be used 

n a Contrastive Learning scenario, exploiting EUDs and NIMs 
s “positive examples” and irrelevant laws as “negative exam- 
les”. We are certainly interested in exploring this possibility,
hich we will leave as future work. 

This research effort, which lays the foundation to automa- 
ize the task of pairing EUDs and NIMs, is of high interest for
oth EU and national public administration, reporting author- 

ties and for legal research more in general. In the future, the 
ataset might be enriched by including legislation from other 

urisdictions, broadening the multilingual spectrum and in- 
reasing legal sources, especially EU Regulations and judicial 

https://doi.org/10.17632/mkx5sb3mnw
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decisions. This upgrade might be useful to assess the contri-
bution of national courts in the harmonization of domestic
legal orders within the EU, taking into account the duty of con-
sistent interpretation, which was first codified by the CJEU in
Von Colson and Kamann . 

In our view, this research work could ultimately pave the
way for novel research directions, in order to pursue citizens’
access to rights, to support public administrations and – more
in general – to promote democracy and the rule of law in the
European Union. 
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