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Abstract 

Adverse childhood experiences might have long-lasting effects on decisions under uncertainty in 

adult life. Merging the European Survey on Health, Ageing and Retirement with data on conflict 

events during the Second World War, and relying on region-by-cohort variation in war exposure, we 

show that warfare exposure during childhood is associated with lower financial risk taking in later 

life. Individuals who experienced war episodes as children hold less – and are less likely to hold – 

stocks, but are more likely to hold life insurance, compared to non-exposed individuals. Effects are 

robust to the inclusion of potential mediating factors, and are tested for nonlinearity and 

heterogeneity. Moreover, we provide evidence of hedonic adaptation to war, as high and low intensity 

of war exposure have comparable long-term effects. We also document that war exposure in 

childhood increases sensitivity to financial uncertainty since exposed-to-war individuals are less 

likely to hold stocks after periods of high volatility.  Finally, we shed light on the most likely 

mechanism in the relationship between war exposure and financial risk taking – i.e., enhanced 

sensitivity to uncertainty – and we show that preferences, and not beliefs, channel this relationship. 
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1. Introduction 

Most financial decisions involve the individual’s propensity to take risks, and this propensity 

depends on several factors. Assuming that one has the cognitive abilities and income or wealth to 

invest in the financial market, financial literacy is key: low levels of financial knowledge are still very 

common, and negatively associated with stock holding (Guiso & Jappelli, 2005; van Rooij, Lusardi, 

& Alessie, 2011). Other individual characteristics limiting financial investments by most European 

and US households include: a low level of education of the investor (Guiso, Haliassos, & Jappelli, 

2003); genetic endowment, explaining approximately 25% of individual variation in investment 

portfolio risk (Cesarini, Johannesson, Lichtenstein, Sandewall, & Wallace, 2010); and being female 

(Sapienza, Zingales, & Maestripieri, 2009).  

Yet there are also relevant individual factors around personality, attitudes and beliefs: lower 

extraversion and higher openness to experiences are associated with greater financial assets (Brown 

& Taylor, 2014); individualism is related to a stronger willingness to take financial risks (Breuer et 

al., 2014); participation in the stock market is associated with more social activities (Christelis, 

Jappelli, & Padula, 2010) and with generalized trust (Guiso, Sapienza, & Zingales, 2008). 

All these individual characteristics have something in common: they interact with – and are 

partially driven by – the environment (e.g., Gottlieb, 1997, 1998), i.e., the places, contexts, and 

experiences that have shaped one’s life. Research has shown that the formation of risk attitudes and 

the propensity to take financial risks are influenced by important negative life experiences, such as: 

the loss of a child; being the victim of physical attack (Bucciol & Zarri, 2015); and having been 

exposed to natural calamities (Cameron & Shah, 2013); conflicts (Kim & Lee, 2014; Callen et al. 

2014; Cassar et al. 2017); and macroeconomic shocks (Malmendier & Nagel, 2011). 

These studies established the role of traumatic experiences in the formation of risk attitudes 

by means of lab-experiments in developing countries (Cameron & Shah, 2013; Callen et al. 2014; 

Cassar et al. 2017) or life-course analysis in more developed societies (Bucciol & Zarri, 2015; 

Malmendier & Nagel, 2011). However, endogeneity issues, due to non-random exposure to shocks 

and concerns about the external validity of single-country results, leave open the question of whether 

early-life hardships shape risk-based decisions over the long run.  

We aim to provide an answer to this question by testing whether strong negative childhood 

experiences have a role in financial choices in adulthood. In particular, we examine whether exposure 

to World War II (WW2) during infancy affects financial risk taking (stock ownership and stocks’ 

share) and financial choices buffering individuals and families from life events (life insurance). 

The region-by-cohort variation induced by WW2 events in Europe provides us with an ideal 

natural experiment for identifying the impact of childhood hardships on risk attitudes in later life. In 
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addition, since WW2 caused shocks in a variety of European regions, at different developmental 

stages, our results benefit from a larger degree of external validity than those in previous studies based 

on a single, developing country. 

We exploit retrospective data about childhood conditions (hunger periods, parental absence, 

dispossession, the health and socio-economic status of the family); adulthood characteristics (income, 

education, job status, physical and mental health); positive expectations about future outcomes; and 

(current and past) macro-level characteristics to test whether these factors affect relations between 

war exposure and financial risk preferences. This allows us to investigate – and possibly to rule out 

– their mediating role in the link between war and risk taking. 

Our results show that exposure to WW2 negatively impacts on stock-ownership and share of 

stock in financial portfolio, and simultaneously a positive effect on the probability of having life 

insurance. We find no room for mediating effects of the aforementioned adulthood and childhood 

characteristics, cognitive abilities, war-related hardships, and macro-level factors interacting with 

war-exposure and risk preferences.  

To enhance the novelty of the contribution, we provide evidence of hedonic adaptation, by 

showing that a more prolonged or more intense exposure to war has the same long-term effects on 

financial risk taking as low levels of exposure. We also document that war exposure in childhood 

increases sensitivity to financial uncertainty, as war-exposed individuals are less likely to hold stocks 

after periods of high volatility. A series of tests allows us to shed light on the most likely mechanism 

in the relationship between war exposure and financial risk taking – i.e., enhanced sensitivity to 

uncertainty – and to understand that preferences, and not (optimistic or pessimistic) beliefs, channel 

this relationship. 

 

 

2. Background 

 

 2.1. Life shocks and risk preferences 

Research on the effects of shocking life experiences on risk preferences has thrown up 

sometimes contradictory findings. Some studies have documented an increase in risk-seeking 

attitudes and behavior after dreadful life experiences. These include: large losses in property values 

after the 2011 Australian floods (Page, Savage, & Torgler, 2014); community deaths due to civil 

conflict in Burundi (Voors et al., 2012); and evacuation immediately after Hurricane Katrina (Eckel, 

El-Gamal, & Wilson, 2009). 

On the other hand, a greater number of studies reported an increase in risk aversion after 

negative life shocks, for instance, recent exposure to floods and earthquakes in Indonesia (Cameron 
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& Shah, 2015); the 2004 Asian tsunami (Cassar, Healy, & Kessler, 2017); health shocks – measured 

by extreme losses in hand grip strength – (Decker & Schmitz, 2016); and being four to eight years 

old during the peak of Korean war (Kim & Lee, 2014). Malmendier and Nagel (2011) showed that 

the willingness to take financial risks was lower for people who experienced adverse financial market 

conditions in the early stages of their lives. Callen, Isaqzadeh, Long, & Sprenger (2014) found that 

individuals exposed to violence in Afghanistan, when primed to recall fear, exhibited an increased 

preference for certainty. Particularly relevant to this paper is the work of Bucciol and Zarri (2015), 

showing that individuals who lost a child or experienced a physical attack were less likely to hold 

stocks, and had a lower share of stocks. As in the present paper, both outcomes were considered, by 

Bucciol and Zarri, as two measures of risk taking in financial choices. 

Concluding that risk tolerance is decreased by life shocks may be too simplistic: first, the 

association between risk taking and life shocks may depend on the domain of risky choices, for 

instance, gain vs. losses. In two studies, Li, Li, Wang, Rao, and Liu (2011) found that people living 

in areas devastated by heavy snowstorms or a major earthquake in China were more likely – than 

people living in non-devastated areas – to prefer a sure loss to a larger loss with low probability. They 

were also more likely to prefer a low-probability associated gain to a sure smaller gain. The 

experience of a natural disaster increased both risk aversion in the domain of losses and risk 

propensity in the domain of gains.  

Second, the association between risk taking and life shocks may depend on the severity of the 

shocks. For instance, CEOs who have experienced the extreme downsides of natural disasters tend to 

lead firms in a more conservative and less risky way compared to CEOs who have experienced 

disasters without extremely negative consequences (Bernile, Bhagwat, & Rau, 2017). One possible 

channel may be the accessibility of events in memory: the more shocking, the more salient events 

are, and events that are more accessible in memory are associated with increased risk aversion (Kusev, 

van Schaik, Ayton, Dent, & Chater, 2009). 

Third, the same life shock may be more or less influential depending on the person’s age when 

the shock occurred: memory and the stage of brain development play a huge role. Infants (one to 18-

24 months) are aware of their surroundings and possess a rudimentary form of episodic memory, but 

they do not have the ability to consciously remember (Bauer & Dow, 1994). Long-term ordered recall 

emerges after around twelve months of life (Carver & Bauer, 2001). Between three to six years 

children become able to remember events as experienced (Perner & Ruffman, 1995). Moreover, 

neural circuits develop during sensitive periods of one’s life: in sensitive periods experiences have a 

major influence on brain development, including structures and functions (Fox, Levitt, & Nelson, 

2010; Knudsen, 2004). Thus, life shocks occurring during the sensitive period of a certain brain area 
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or neural circuit may affect the functions pertaining to that area or circuit. Consistent with this 

reasoning, Kim and Lee (2014) found that the Korean War affected risk aversion particularly for 

respondents who had lived in the provinces where conflict was more intense and who had been four 

to eight years old during the conflict. Those who had been younger or older were not significantly 

affected. The authors explained these results with the fact that the prefrontal cortex, which is the main 

brain region managing risky decision-making, has a strong development at that age (4-8).  

As life shocks experienced before adulthood may have a long-term impact, the next section 

focuses on early life (infancy and childhood) major experiences and their associations with human 

capital outcomes. 

 

2.2. Major early life experiences and adulthood outcomes 

A growing number of economic, psychological and demographic results, based on the life-

course approach, have shown that the type of childhood one has had well predicts the adult (s)he will 

be (e.g. Elder, 2018; Giuliano & Spilimbergo, 2014). A frequent finding in this literature is that 

exposure to warfare in early life accounts for a large proportion of the variation in health and 

economic outcomes found in adult life.  

Experiencing WW2-related episodes in childhood have been shown to have detrimental 

effects on the health, education and income of Europeans aged 50 or more (Kesternich, Siflinger, 

Smith, & Winter, 2014; Havari & Peracchi, 2016). Similarly, Ichino and Winter-Ebmer (2004) 

provided causal evidence that Germans or Austrians who were ten years old during WW2  had worse 

educational outcomes than their counterparts in Switzerland and Sweden (neutral countries). Akbulut-

Yuksel (2014) exploited region-by-cohort variation in WW2 intensity to document that the war 

produced negative consequences on human capital and labour market outcomes for those Germans 

who were children during the war. In Nigeria and Burundi as well, civil war negatively impacted 

long-term health outcomes (Akresh, Bhalotra, Leone, & Osili, 2012; Bundervoet, Verwimp, & 

Akresh, 2009).  

Early-life exposure to conflict shapes human capital outcomes in later life, and also affects 

social preferences in a persistent way: Conzo and Salustri (2017) and Grosjean (2014) found that 

WW2 made exposed individuals less trusting. Hörl, Kesternich, Smith, and Winter (2016) found 

hunger episodes in German cohorts born after WW2 to have a similar effect on trust. Lab-in-the-field 

experiments showed short-term effects of conflict on social preferences, with either positive or 

negative signs, depending on the context. Some studies documented lower cooperation and trust 

among conflict victims (e.g. Cassar et al., 2013; Becchetti et al., 2014), while others reported 

increased prosociality in the aftermath of a civil war (e.g. Voors et al., 2012; Bauer et al., 2017). 
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 Children experience, in war, hunger, poverty, family separation, a lack of resources, but 

especially a large increase in the perceived probability of risk and unexpected danger. This leads to 

general uncertainty in both present and future life (Barenbaum, Ruchkin, & Schwab-Stone, 2004; 

Jensen & Shaw, 1993). To assess the role of all these factors in explaining the association between 

WW2 and financial risk taking, we consider, in the empirical models, childhood characteristics and 

adult outcomes stemming from war exposure. 

 

 

3. Method 

 

3.1. Data and variables 

The dataset we use in our study combines four different data sources. The main database is based on 

five waves (from 2004 to 2015) of the “Survey on Health, Ageing and Retirement” (SHARE)3: to 

investigate the effect of early life shocks on later socio-economic outcomes, we merge such 

longitudinal data with retrospective information on past life events from the “SHARELIFE” survey. 

Due to the high number of missing values, we impute, when possible, socio-economic variables and 

adulthood controls with information extracted from previous (or subsequent) waves or with the 

median value at country level4. 

SHARE contains an entire section on financial and real assets. More specifically, it provides 

information about the amount of directly held stocks and the composition of mutual funds and third-

party managed accounts. When such information is not available, we impute the missing values as in 

Christelis et al. (2010), based on the answer’s range as indicated by each respondent. We reconstruct 

the monetary value of directly held stocks, resources invested in mutual funds and individual 

retirement account (IRA), and compute the composition of mutual funds and IRA using the self-

reported fraction of accounts that are mostly invested in bond, stocks, or equally split (for which we 

assign value of 75%, 25% or 50%-50%).  

We consider four different financial outcomes in our regressions. Three of them are 

dichotomous variables taking value one if the respondent respectively holds direct stocks, life 

insurance, and direct or indirect stocks. The fourth outcome is the share of directly held stocks with 

respect to the total amount of stocks, including those indirectly held through mutual funds and IRA. 

As stocks represent the riskiest financial instrument in SHARE, we use stock ownership and stocks’ 

share as proxies for financial risk taking (Love & Smith, 2007)5. This practice, well established in the 

 
3 The SHARE project (SHARE website) is the main longitudinal cross-national survey on European individuals aged 50 

or older. 
4 More details on the imputation strategy are available in the Electronic Supplementary Material (ESM) 1. 
5 The use of a dichotomous measure of stock market participation has two advantages. First, it mitigates potential 

measurement errors in reporting the exact portfolio share allocated to stocks. Second, it is less sensitive to market 

http://www.share-project.org/
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economic literature, was first adopted by Cohn, Lewellen, Lease, and Schlarbaum (1975) and Friend 

and Blume (1975), and more recently by Malmendier and Nagel (2011) and Bucciol and Zarri (2015). 

Life insurance is, instead, mostly a financial tool to protect against unexpected negative life events. 

It can, thus, be considered as a financial by-product of risk aversion regarding life (Browne & Kim, 

1993; Yaari, 1965).  

As shown in Figure 1, panel A and panel B, stockowners in Europe are quite rare, except in 

Denmark and Switzerland, in which two countries 15-20% of total household financial wealth is held 

in stocks. Life insurance is more common across Europe, with Italy and Greece at the bottom of the 

ranking. Netting out country, cohort and period effects, individuals who were not exposed to WW2 

tend to hold more – or are more likely to hold – stocks, compared to their exposed counterparts (Figure 

2, panel A to C). On the other hand, individuals exposed to war are more likely to have life insurance 

than their non-exposed counterparts.  

The second source of data is an original database we created about WW2 events. It collects 

information on the number of traumatic war episodes including battles, attacks, bombings, invasions, 

and occupations as reported by Ellis (1993), Davies (2006) and Collier (2004). In particular, for each 

war episode during WW2 (September 1939 - July 1945) we registered the date (month and year) and 

the region in which it occurred (NUTS2 level), collecting a total of 1,512 war episodes. To determine 

respondents’ war exposure, we first computed the number of war episodes that occurred in each 

region in each month during the war years. We then classified each region as exposed to war within 

a given month of the year, as long as at least one war episode occurred in that time-space window. In 

this way, each region within each country can be considered to have been either exposed or not-

exposed in the same year, depending on the timing of the war episode. For example, Paris Basin 

region (FR2) was a war-exposed region in 1940 for four months since it suffered episodes in May, 

June, July and August of that year, but it was not a war-exposed region in March, April or September 

of the same year. We therefore had the number of war months (months with at least one war episode) 

for each region in each year of WW2. We, next, combined this data with the information about year 

of birth and region of residence during WW2 for our respondents. This was done to calculate the 

number of months of war exposure for each respondent in each year of WW2. More specifically, at 

an extensive margin, we considered each respondent as being exposed if he/she was living in the war 

region when the episode occurred. In this way, our war-exposed (treatment) group includes all 

individuals born after 1929 who experienced at least one month of war events. The non-exposed 

(control) group, was composed of individuals born after 1929 who did not suffer war episodes in the 

 

dynamics, which – since individuals might not promptly adjust their portfolio – could make it hard to disentangle whether 

the observed changes in shares are merely due to changes in stock prices or to risk preferences (Bucciol & Zarri, 2015).   
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region where they were living during WW2, together with those born after the end of the war. At an 

intensive margin, we compute the overall median of months of war exposure across the European 

countries in our sample. We classify individuals as being highly exposed if the number of months of 

war that they experienced is above that median (we consider also tertiles of exposure in additional 

tests). Figure 3A shows the geographical distribution of months of war across European regions. On 

average, war exposure was 3 months of war and the most affected region was North Rhine-Westphalia 

in western Germany, with 35 months of war exposure. Accordingly, respondents who on average 

suffered most in WW2 lived in north-western Germany (Figure 3B). 

Given our focus on childhood experiences, we decided to exclude individuals born before 

1929, who might have actively participated to the war (e.g. because of conscription)6. This exclusion 

mitigates the confounding effect in our data of physical and mental injuries due to combat operations, 

which are not reported and that, hence, cannot be controlled for. We also exclude Spain from the 

sample as it had a Civil War in the years preceding WW2 and remained under Franco’s military 

regime until 1975. Countries that did not experience war events within their territories, such as 

Sweden or Portugal, are not included in the analysis7. Finally, although we restrict our sample to 

native respondents, we decided not to exclude from the sample those who changed region of residence 

during WW28.  

The third database contains information about the stock market volatility of the main European 

indices. The volatility indexes are extracted from the World Bank database and are calculated as the 

360-day standard deviation of the return on the national stock market index9. We use this variable as 

an additional regressor in our model when we estimate the effect of increased uncertainty in the 

financial market, proxied for by high index volatility, on financial behaviour10. 

The fourth source of data is Eurostat, from which we take yearly measures of real GDP per 

inhabitant in purchasing power standard (PPS) and rate of unemployment of working-age population 

(i.e. from 15 to 74 years old) at country level, which we use as controls.  

Eventually, as in Kesternich et al. (2014), we employ two war-related variables, proportion of 

deaths and sex ratio in 1945 and, relying on Maddison (2011), GDP in the years following WW2, 

each computed at country level. These are used to further control for historical macroeconomic 

shocks. 

 
6 Different sources report Calvin Graham as the youngest soldier in WW2. US born, he participated actively at the age of 

twelve. The Nazi army had Hitler Youth groups, with young males aged 10 to 14. Our exclusion limits the possibility of 

including young soldiers in our sample. 
7 Results are robust to the inclusion of Sweden, Portugal and Spain (available upon request). 
8 Less than 2% of the sample changed region during WW2. Our baseline findings are robust to the exclusion of individuals 

who moved to other regions during WW2 (see Section 4.5). 
9 World Bank financial database https://datacatalog.worldbank.org/dataset/global-financial-development . 
10 Figure SM1 in ESM 2 shows the index volatility for each country from 2004 to 2015. 

https://datacatalog.worldbank.org/dataset/global-financial-development
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All the variables employed in the models are described in the Variable legend in Table SM1, 

included in Electronic Supplementary Material (ESM) 2, together with their descriptive statistics 

(Table SM2). 

 

3.2. Descriptive statistics 

Table SM2 reports the descriptive statistics (pooled over the waves) of the variables included 

in our econometric analyses. Around one third of respondents experienced at least one month of war 

exposure. About 55% of the sample respondents are women, the average age is 66, and more than 

70% of the pooled sample has a partner. 

In accordance with the age composition of our sample, on average each respondent suffers 

from at least one chronic disease, and memory capacity is quite low (5.2 out of 10), while numeracy 

and orientation are high. Average individual life expectancy, measured as the subjective probability 

of being alive in the ten years following the interview-date (independently from current age), is 64%. 

As to body mass index (BMI), most respondents are overweight (44%) or obese (20%), while a 

minority has normal BMI (35%). Respondents have, on average, eleven years of education, and most 

of them (58%) are retired. The average logarithm of income is 9.9 (slightly more than €20,000), while 

that of financial wealth is 2.6 (around €15,000).  

As for the retrospective variables, SES is measured with the first extracted component 

(Childhood SES) from a factor analysis of four childhood characteristics at age 10: namely, the main 

occupation of the breadwinner; the number of books at home; the number of rooms per capita; and 

the number of bathrooms in their residence (Kesternich et al., 2014; Havari & Peracchi, 2017). We 

classify all respondents in the 75th percentile of the distribution of Childhood SES as “high SES”. 

Almost 40% reported living in rural areas at age 10, and almost the entire sample were inoculated 

during childhood. Fewer than 10% lived without their father, and slightly more than 3% suffered from 

dispossession episodes. As for cognitive abilities, average memory capacity is, as noted above, quite 

low (5.2/10), while numeracy and orientation record are respectively 3.88 over 5 and 3.86 over 4. 

 

3.3. Empirical strategy 

Our baseline model captures the effect of war exposure (both at the intensive and extensive 

margin) on financial risk-taking. The estimating equation is reported below, for individual i at wave 

t. 
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𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 𝐼𝑛𝑠𝑡𝑟𝑢𝑚𝑒𝑛𝑡𝑖𝑡 =

=  𝛽0 + 𝛽1𝑊𝑎𝑟𝑖 + 𝛽2𝐿𝑜𝑔(𝐹𝑖𝑛 𝑤𝑒𝑎𝑙𝑡ℎ)𝑖𝑡 + 𝛽3𝐿𝑜𝑔(𝐼𝑛𝑐𝑜𝑚𝑒)𝑖𝑡 + 𝛽4𝐺𝑒𝑛𝑑𝑒𝑟𝑖

+ ∑ 𝛾𝑐

𝑐

𝐶𝑜𝑢𝑛𝑡𝑟𝑦𝑖𝑡  + ∑ 𝜆𝑑

𝑑

𝑌𝑒𝑎𝑟 𝑜𝑓 𝑏𝑖𝑟𝑡ℎ𝑖 + ∑ 𝜃𝑓

𝑓

𝑊𝑎𝑣𝑒𝑖𝑡 +  𝜀𝑖𝑡   

 

Financial Instrument represents one of the four aforementioned financial variables and War 

captures war exposure, either as a dummy variable or expressed in terms of intensity (median and 

tertiles of months of exposure, with results on tertiles reported in ESM 2). The two logarithmic 

regressors control for household wealth and income. All models include dummies for country of 

residence, as well as for year of birth and wave participation, which account for, respectively, cohorts 

and period effects11.  

We also investigate whether the effect of war on financial risk-taking is conveyed by other 

variables that may be both affected by exposure to WW2 and related to risk propensity. If this were 

the case, including them as controls in additional models would weaken the effects of war compared 

to the baseline model, and they would be channels – mediators – of the relationship (Baron & Kenny, 

1986). The first two sets of potential mediators we include in the baseline model are adult-age socio-

demographic characteristics (marital and employment status, years of education, number of children, 

number of chronic diseases, BMI, smoke and alcohol consumption) and childhood characteristics 

(SES at age 10, inoculation during infancy, and residence in rural areas). The other potential 

mediators we use as control variables are: cognitive abilities (memory, numeracy, orientation), mental 

health (EURO-D depression scale score), war-related hardships (absence of father at age 10, hunger 

episodes, dispossession), historical and current macro-economic factors (GDP, unemployment, 

demographic shocks), and optimistic beliefs (subjective life expectancy and health status, belief that 

life is full of opportunities, trust, and optimism). We include them one at a time, in models already 

containing adulthood and childhood controls. 

As a third step, we investigate nonlinearity and heterogeneity in war effects. We test 

nonlinearity by measuring war with median and tertiles of months of exposure, and then with the 

number of months of war and its squared value, while we test heterogeneity with respect to gender 

and age. 

Then, we explore how being exposed to WW2 during childhood affects reactions to periods 

of high stock-market volatility. Lastly, we perform a number of robustness checks on the results. 

 
11 Results without adulthood and childhood controls are available upon request. 
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Due to the panel structure of the dataset, we conduct random-effects probit (with binary 

financial outcomes) and random-effects OLS (with share of stocks) regressions with robust standard 

errors12. To facilitate the interpretation of the results, we report average marginal effects. 

 

 

4. Results 

 

4.1. The effect of exposure to war, controlling for adulthood and childhood characteristics  

Table 1 reports the results of the model on (dichotomous) war exposure, while controlling for 

adulthood and childhood characteristics together (models with adulthood and childhood controls 

included separately are, respectively, in Table SM3 and Table SM4 in ESM 2). Having suffered at 

least one month of war during infancy significantly affects all the financial outcomes considered in 

our study. War exposure has a negative impact on risky assets holding and share, while positively 

affecting the probability of holding life insurance, which is considered as a safe asset. The riskier the 

financial instrument (direct stocks ownership compared to indirect participation), the larger the effect 

of war. In particular, we find that individuals exposed to war during childhood, are 1.8 percentage 

points less likely to hold stocks in adult age (column 1 Table 1), and 3.3 percentage points more likely 

to hold life insurance (column 3 Table 1) than those who were not exposed. The share of financial 

wealth owned in stocks of exposed individuals is on average 1.5 percentage points lower than the one 

of non-exposed individuals. In line with previous findings in the economic literature (Croson & 

Gneezy, 2009; Sapienza et al., 2009), we find significant gender differences in risk-taking behavior. 

On average women are less likely to hold both risky and safe assets, confirming generalized higher 

risk aversion compared to men. The two controls for household wealth show effects in line with our 

predictions. Higher available resources are positively related to the probability of holding financial 

instruments.  

As for marital status (living with a partner is the omitted benchmark), we find that being 

divorced or separated is negatively associated with the probability of holding risky assets, and the 

effect is similar for the number of children. Health status, measured by the number of chronic diseases 

respondents suffer from, does not yield statistically significant results. As to job status (being retired 

is the omitted benchmark), we find that being employed is the only category that increases the 

probability of a respondent holding life insurance. Better educated individuals are more likely to hold 

financial instruments, either risky (stocks) or risk-free (life insurance) assets. Previous research 

showed that risky behaviour correlates positively with financial risk tolerance (Dave & Saffer, 2008). 

We find, though, that all categories of alcohol consumption (no consumption omitted category) are 

 
12 Results are robust to random-effect panel OLS estimations with standard errors clustered by country of residence and 

by year of birth (available upon request). 
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positively associated with financial risk propensity, and that smoking habits are negatively associated 

with risky assets ownership, though the effect is not robust in all specifications. 

Moving to childhood controls, findings are in line with the literature on parental transmission 

of risk preferences (Dohmen, Falk, Huffman, & Sunde, 2011). Those who had relatively higher socio-

economic status in childhood are more likely to invest in risky instruments in adult age, and those 

who received vaccination are more prone to invest in life insurance (Table SM4 in ESM 2). The 

former result is not robust in the full specification model, when we jointly control for child and 

adulthood characteristics. This suggests that the effect of SES at the age of 10 may be absorbed by 

adulthood socio-demographic characteristics13. 

 

 

4.2. Investigating alternative explanations 

4.2.1 Mental health and cognitive abilities  

As alternative explanations, we first consider cognitive abilities (Table SM5 in ESM 2) and 

depression status (Table SM6 in ESM 2). We do so to rule out the possibility that the detrimental 

effect of war on financial risk taking is due to impaired cognitive abilities and mental health. Table 

SM5 shows that numeracy positively predicts financial risk taking, as in Christelis et al. (2010). 

However, we do not find evidence that cognitive abilities play a mediating role: the marginal effect 

of war exposure does not change in magnitude in comparison with the baseline specification with 

adult and childhood controls. In the same vein, mental health is not able to explain variations in 

investments in risky assets (Table SM6 in ESM 2).  

Despite having controlled for numeracy, orientation, and memory, it is important to 

acknowledge that war-related trauma could induce a more general cognitive strain in exposed 

individuals, in turn restraining their financial risk taking. To test this channel, we first compared the 

different effects of war exposure on the likelihood of holding stock, mutual funds, bonds, Individual 

Retirement Account (IRA), and contractual savings, both without and when controlling for cognitive 

abilities, and we found that exposure to war was negatively related to the probability of holding 

stocks, but not to the probability of holding other financial instruments. This suggests that enhanced 

risk aversion, rather than cognitive strain, is more likely to be the main mechanism underlying our 

results (Table SM7 in ESM 2). Secondly, we tested whether exposure to war affected financial asset 

allocations, characterized by different levels of risk and direct vs. indirect participation (Table SM8 

in ESM 2). War exposure was positively related to the “share of low-risk assets” (the ratio between 

the sum of directly held bonds, indirectly held bonds, life insurance and contractual savings and total 

 
13 We do not find a statistically significant effect of the interaction term between war exposure and SES at the age of 10 

(results available upon request). This rules out a moderating role of the familiar environment in childhood. 
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financial wealth). It was, instead, unrelated to the ratio of directly vs. indirectly held stocks. These 

results suggest that war exposure is associated with risk aversion in financial choices, and that 

cognitive strain – keeping risk aversion constant – is not a relevant mechanism. If it were so, 

individuals exposed to war would choose indirectly – over directly-held stocks, as indirect 

participation reduces the amount of cognitive resources needed to manage the chosen financial 

instrument(s). 

 

4.2.2 Hunger, dispossession and parental absence  

Results in Table 2 show that the absence of a father at age 10 is positively related to the 

ownership of life insurance. As the magnitude of the marginal effects of war exposure remains 

unaltered and statistically significant with respect to each one of our four variables of interest, war-

related hardships do not appear either to be channels of the effects of war exposure on financial risk 

taking. It is important to note that these hardships differ from simple exposure to WW2. 

Dispossession, hunger, and parental absence are household-related consequences of the war that 

affect the individual from a practical point of view. When we control for these variables, together 

with childhood controls, the effect of exposure to war is separated from the effect of household-based 

conditions during war. As such, it can be interpreted as a pure effect of the context. We argue that 

this context effect involves the horrors of the war: for instance, seeing dead bodies lying in the streets 

and destroyed houses, the sound of air raid sirens, bombings, the Holocaust, witnessing murders or 

other violent acts, family separation. These mean fear, and this is likely to affect sensitivity to 

uncertainty, simultaneously fostering a preference for safe environments. Hence the lower likelihood 

that the exposed respondent, in later life, takes financial risks, and the higher likelihood of holding 

life insurance. 

 

4.2.3 Macro-level factors  

There is an additional advantage of assessing the long-term effects of a global shock on the 

behavior of respondents residing in different countries: we can exploit the cross-country dynamics of 

the war, and check how these interact with war exposure and risk taking. First, controlling for country 

dummies in the aforementioned estimates is not a trivial matter; it allows us to check whether 

exposure to a worldwide conflict has a long-term impact on preferences independently from time 

invariant, country-specific characteristics such as institutions and geography. These characteristics 

might, indeed, interact with the dynamics of WW2, the recovery after said war and risk preferences. 
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Our results that show that exposure to war has a significant effect, even controlling for country 

dummies, implies that country time-invariant characteristics do not matter14.   

To disentangle the effect of WW2 from the effects of macro-economic conditions related to – 

and brought along by – the same war, we re-estimate models in Table 1, by adding controls for past 

and current macro events likely to be related to risk preferences (one separate model for each control). 

Concerning past macro events, we controlled for the GDP of the country in which the respondent 

lived at age 10 (GDP in the year in which the respondent was 10, divided by per capita GDP in 2006, 

as in Kesternich et al., 2014), the country-specific proportion of deaths by 1945 (number of civilian 

and military deaths by 1945 over total population in 1939), and demographic shocks (sex ratio of 

women to men in 1945, taken from Kesternich et al., 2014). Concerning current macro events, we 

controlled for current GDP and country-specific unemployment rates. Results are reported in Table 

SM9 in ESM 2, and show that in all the models, the effect of exposure to WW2 is robust to the 

inclusion of current and past macro events, even the ones strongly related to the presence of war, such 

as the proportion of deaths in 1945. This finding suggests again that the horror and violence of a war 

witnessed while young might affect risk preferences independently of macro-level factors.  

Finally, we run a check for heterogeneity of war exposure by WW2-coalitions in order to 

assess whether being on the side of the “winners” or of the “losers” played a role. Results are reported 

in Table SM10 in ESM 2 and show that there are no systematic differences in stock-market 

participation among exposed respondents from countries that won vis-à-vis those from countries that 

lost. This result provides evidence that “winning” or “losing” did not affect the development of risk 

preferences. It also suggests, together with former results, that the impact of war atrocities on financial 

risk taking is not mediated by macro-level factors.   

 

4.2.4 Optimistic beliefs and positive expectations about the future 

Experiencing macro-level events that have dramatic personal consequences may influence 

both risk preferences and beliefs – for instance, optimistic or pessimistic beliefs on future 

macroeconomic outcomes –, which in turn may affect financial risk taking (Das, Kuhnen, & Nagel, 

2019; Malmendier & Nagel, 2011, 2015). In this study, pessimistic expectations about 

macroeconomic conditions could reduce stock investment, while pessimistic beliefs about future life 

events may increase life insurance holdings.  

The results here suggest that sensitivity to uncertainty, and a preference for safe situations, are 

likely to convey the effect of war exposure on financial risk taking. To rule out the possibility that 

 
14 The lack of a mediating role of time-invariant socio-economic and institutional arrangements proxied for by country 

dummies survives the restriction to WW2-born cohorts and the control for region (instead of country) fixed characteristics 

that might interact both with exposure to war and risk-taking behavior (see Section 4.5). 
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this effect was, instead, driven by pessimistic beliefs about life and the environment, we repeated the 

models in Table 1 controlling for beliefs about one’s life and health (subjective life expectancy, 

subjective health status and the belief that life is full of opportunities)15, and beliefs about the 

behaviors of others (trust, and optimism).  

Results (Table SM11) show that exposure to war was robust with the inclusion of these 

controls, offering support to the idea of the “preference” channel (sensitivity to uncertainty), rather 

than the “belief” channel. 

 

4.3. Addressing nonlinearity and heterogeneity of effects 

As individuals tend to adapt to shocks (Lyubomirsky, 2010), we test whether the effect of the intensity 

or duration of war exposure on financial risk taking is nonlinear: the magnitude of that effect could 

increase with the intensity of exposure (linearity), or be similar at different (extreme) levels of 

exposure (hedonic adaptation).  

We, therefore, estimate the impact of being above vs. below the median months of exposure 

relative to being non-exposed (omitted category); we also check for statistically significant 

differences between the estimated above- vs. below-median coefficients. Results in columns 1-2 of 

Table 3 and the test on equality of the coefficients of the above vs. below-median exposure (reported 

below Table 3) show that prolonged exposure to WW2 has the same (negative) effect on stock holding 

and stocks share as that of shorter exposure. There is apparently, then, a non-monotonic relationship. 

This result is also found when using tertiles of exposure (Table SM12 in ESM 2), whereby WW2 has 

about the same impact both for those exposed for a few months and for those exposed for a longer 

period. 

 As an additional test for nonlinearity, we use two discrete measures of exposure respectively 

capturing war duration (number of years) and war intensity (number of war events over the six years 

of the war). Results are reported in columns 3-4 for war duration and 5-6 for war intensity (Table 3), 

while graphs of quadratic predictions are in Figures SM2-3 (ESM 2). In both cases, we find a u-

shaped relationship, with short and prolonged exposure producing similar effects, although the 

coefficient of the linear term of war intensity is not significant at the conventional 5% probability 

level (column 5 Table 3, p = .077).  

Overall, results suggest hedonic adaptation. WW2-exposure reduces financial risk-taking, but 

up to a certain point: after a long series of war episodes, individuals adapt and become less sensitive 

to uncertainty. 

 
15 Relatedly, Arpino et al. (2019) show that WW2-exposure in childhood increases later life optimism in subjective 

evaluations of longevity. They argue that this might be due to the post-traumatic growth of exposed individuals. 
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Then, we explore heterogeneity in the effect of war by gender (Table SM13a-b in ESM 2) and 

age of exposure (Table SM14 in ESM 2). Women’s higher risk aversion compared to men is a well-

known finding in the economic literature. Table SM13a in ESM 2) shows that exposed women tend 

to participate less in the stock market than men; however, there are no significant differences in the 

other financial outcomes under consideration. To check for differential behaviour by gender at 

different levels of exposure, we compare coefficients of above- vs. below-median exposure, 

separately for men and women. Table SM13b (in ESM 2) shows that war exposure has a larger impact 

for men than for women. Considering stock-market participation and share of stocks, hedonic 

adaptation tends to occur mostly for men, while for women the detrimental effect of a war experience 

increases with the length of exposure. Specifically, with respect to stock ownership, the marginal 

effect of under-median exposure for men is almost 3 times as big as the marginal effects for women 

(-0.028 vs -0.011, p-value = 0.073; columns 1 and 5). The same result holds considering the share of 

stocks; the marginal effect of under-median exposure on men is higher than for women (-0.024 vs -

0.007, p-value = 0.030; columns 2 and 6). As for life insurance, we find a similar pattern with 

marginal effects being relatively stronger for males, yet differences by gender are not statistically 

significant. Regarding total participation, coefficients of above- and below-median exposure for men 

seem to offset each other, though they are not statistically significant (column 8); for women, instead, 

the above- vs. below-median effects go in the same direction, but exposure matters only at low levels 

of exposure (column 8). Results for total participation show hedonic adaptation for women, as well; 

nevertheless, gender differences at different levels of exposure are not statistically significant. 

Regarding age classes (Table SM8 in ESM 2), we find that being exposed to war at between 

nine and fifteen years of age has the most detrimental (and robust) effect on financial risk taking in 

adult age (columns 1 and 2), whereas it has a positive effect on the probability of holding life 

insurance. Moreover, having been zero to three years old during exposure to WW2, is negatively 

related to stock ownership and positively related to life-insurance ownership, while having been four 

to eight years old seems to have no effect. Wald tests between coefficients of the classes 0-3 and 9-

15 reveal that the difference is statistically different from zero for stock ownership, share of stock, 

and life insurance. Thus, the effect of war on financial risk taking is heterogeneous for age, with 

stronger effects for respondents in the 9-15 age class during WW2. The effect is stronger for older 

children because during WW2 they would most likely be helping the family in adverse conditions, 

and they were more aware of hardships (Werner, 2000). 

 

4.4. War exposure and reactions to high-volatility periods 

We proceed with our analysis by investigating the role of war exposure during childhood on 

financial decisions after periods of high stock-market volatility. Our hypothesis is that if war-exposed 
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individuals are more sensitive to uncertainty, they would be more likely to rebalance their holdings 

than non-exposed individuals when the variance (and hence uncertainty) of returns, increases.  

In order to study the effect of uncertainty in the stock market, we take information on the 

volatility of stock price index at country level. Each respondent has been matched with the volatility 

index, relative to the year preceding the interview, of his/her country of residence. Then, for each 

year, we ranked countries according to their stock volatility index and created a dummy with value 

one if the country is in the top 20% of the volatility index distribution (high volatility).  

To test the heterogeneous effect of high past volatility on stock-market participation and share 

of directly owned stocks, we interact the high-volatility dummy with the war exposure dummy. High 

volatility is positively associated with participation in the stock market and, especially, with share of 

stocks (Table 4). Individuals exposed to war and to high volatility are 1.5 percentage points less likely 

to hold stocks than individuals that did not experienced high volatility (columns 3 and 5 Table 4). 

Similar results hold for stock shares. Individuals who both suffered war episodes during childhood 

and high volatility in adulthood, have a share of stock that is on average 0.4% lower (columns 4 and 

6 Table 4). This result is probably driven by the most risk-loving individuals in the sample, who – 

attracted by the prospect of high gains – overinvest in risky assets as volatility increases.  

However, with respect to heterogeneity by war-exposure, we find that war-exposed 

individuals tend to participate less in the stock market than non-exposed individuals after periods of 

high volatility, e.g. during the 2009 financial crisis (see Figure SM1 in Supplementary Materials 2). 

This result stays robust when we control for cognitive abilities (Table 4, columns 5-6), ruling out the 

possibility that higher sensitivity to volatility for the war-exposed is due to the impaired cognitive 

abilities of this group.   

Overall these results are consistent with the hypothesis that the experience of WW2 in 

childhood increases sensitivity to uncertainty, driving exposed individuals to reduce stock holding 

later in life, especially when faced with the high uncertainty of stock-market returns. 

 

4.5. Robustness checks 

Although SHARE informs us about the region of residence during each year of WW2 and 

permits us to track respondents’ migration, it does not contain detailed information about the month 

in which respondents started living in their new place of residence16. Hence, we cannot be sure about 

whether respondents arrived in a war region before, or just after, the war episode occurred. We 

 
16 Migration within country during WW2 can be a concern because selective targeting of industrialized or dense regions 

would have pushed individuals to emigrate. Controlling for region fixed effects in the robustness check performed below 

permits us to mitigate potential endogeneity driven by non-random war targeting of regions and differential migration 

induced by war operations. 
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addressed this issue by re-estimating Table 1 models without individuals who migrated during the 

WW2 period. Furthermore, to rely on a control group that is more similar to our treatment group 

(made up of war-exposed respondents), we excluded individuals born after the end of WW2. The 

results of both these robustness checks (available upon request) are consistent with our previous 

findings (including the magnitude of coefficients), with war exposure negatively affecting financial 

risk taking. Consider that the fraction of migrants in our sample, though it may seem too low (2%), 

is in line with external data: the population in our sample countries was about 344 million in 193917, 

while the estimated number of refugees in Europe in 1945 was around seven million (Barnett 2002). 

Regarding out-of-sample migration, Kesternich et al. (2014) and Conzo and Salustri (2017) provide 

evidence that migration outside the countries in our sample during and after the war (1939-1947) was 

not easy. In addition, migration to the US from the 1920s to 1965 was at its minimum levels due to 

restrictions, imposing a ceiling on the number of immigrants accepted each year. 

So far, we have relied on the year of birth and region of residence to merge retrospective 

information with WW2 data. To identify war exposure for each respondent more precisely, we exploit 

the within-region variation stemming from the months of respondents’ birth and the months of war 

episodes. To this end, we restrict the sample to individuals born during WW2  (i.e. 1939-1945) and 

classified as “exposed” those who were born in a war region, at least one month before a war event 

occurred there18. By exploiting within-region variation in war exposure, we also net out the effects of 

time-invariant institutional, geographical, and macroeconomic features at the regional level, features 

which might affect both war exposure (and its intensity) and local recovery capacity. If, through this 

identification strategy, we gain in terms of the causal interpretation of results, we lose the 

generalizability of results to other cohorts. Results reported in Table SM15 in ESM 2 confirms our 

previous findings.  

Selection on mortality might also be a threat to our identification strategy. Despite not being 

able to address this issue with the data at our disposal, we would argue that selection on mortality 

does not lead to a severe bias in our estimates. First, the previous analysis on the specific cohort of 

those born during WW2 might mitigate selective mortality induced by WW2. Compared with older 

cohorts, individuals born during WW2 are less subject to mortality and to the scarring effects of war 

exposure (Havari & Peracchi, 2017). Relying on the SHARE dataset, Havari and Peracchi (2017) 

provide evidence of low levels of childhood mortality during WW2 even in war countries; they also 

show that mortality at later ages was not systematically higher for those born during the war. Second, 

 
17 Data source: Lahmeyer 2006, Populstat [online]; available at http://www.populstat.info; own elaboration. 
18 Our control group, in this case, is composed of individuals who were born and grew up in no-war regions and by those 

who were born in war regions but at least a month after WW2 events occurring in those regions. See Conzo and Salustri 

(2017) for more details about this identification strategy. 
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Kesternich et al. (2014) – who also use SHARE – address the issue of differential mortality by war-

induced SES. In our case, this source of selection would lead to an overestimation of the war effect 

if mortality was higher among low-SES respondents. The latter tend also to participate less in the 

stock market than high-SES respondents (Table SM4 in ESM 2). To assess the severity of selection, 

Kesternich et al. (2014) compare the age of death of the respondents’ father by SES, by war vs. non-

war countries, and by year of birth (before 1946 vs. after 1945). They find that both low- and high-

SES respondents face almost the same reduction in the age of death of fathers, and conclude that this 

type of selection is not large enough to drive their findings.  

Finally, the negative effect of war exposure on stocks share could be driven by the more 

exposed individuals investing less in direct and more in indirect forms of stock holding. In order to 

check whether this is the case, we rely on three tests. First, as shown in Section 4.2.1 (Table SM7 in 

ESM 2), exposed individuals do not seem to compensate lower stock-market participation with 

participation in other financial assets such as bonds, IRA, Mutual Funds and Contractual Savings. 

Second, exposed individuals tend to invest more in risk-free assets (columns 1 and 3, Table SM8 in 

ESM 2), but do not substitute direct with indirect participation when risk is kept constant, i.e. when 

we compare the share of directly vs. indirectly held stocks (columns 2 and 4, Table SM8 in ESM2). 

The last robustness check regards the definition of the “share of stock” variable: we compute the 

share of stock owned as a function of the total wealth as in Bucciol et al. (2015). Results are robust 

to this check, even when controlling for cognitive abilities (Table SM16 in ESM 2). All these 

estimates suggest that the observed reduction in the share of stocks is not due to a change in the 

denominator: exposed individuals do not seem to allocate relatively more to indirect stock holdings. 

 

 

5. Discussion 

 

This paper investigates the long-term effect of WW2 on financial risk taking (stock ownership 

and stocks’ share) and on financial choices protecting respondents from life events (life insurance). 

It does so through a tight identification strategy based on region-by-cohort variation in war exposure. 

Results show that childhood exposure to WW2 decreases by about two percentage points the 

probability of holding direct and indirect stocks, and by about one percentage point and a half the 

share of stocks in later life. Exposure to WW2 also increases by three percentage points the 

probability of having life insurance in adulthood. The effects of war are almost unchanged when 

including classic socio-economic controls, childhood and adulthood characteristics, war-related 

hardships, past and current macro-level factors, proxies for optimistic beliefs about future outcomes, 

and cognitive abilities and mental health at the time of the interview. Thus, we may conclude that 

such effects are not conveyed by impaired cognitive abilities and mental health, or other individual 
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and macro-level variables affected by war and potentially related to financial choices. Childhood 

exposure to war has a direct, persistent negative effect on financial risk taking.  

With respect to the extant literature, we contribute in several different ways. We provide 

evidence of hedonic adaptation, since high intensity or duration of war exposure has the same impact 

as low levels of exposure; we show that war-exposed respondents are less likely to hold stocks after 

periods of high volatility, suggesting that they are more sensitive to uncertainty. Through a series of 

tests, we shed light on the most likely mechanism in the relationship between war exposure and 

financial risk taking – i.e. enhanced risk aversion and preference for safer environments – and we 

show that preferences, and not (optimistic or pessimistic) beliefs, channel this relationship. 

The negative relationship between financial risk taking and exposure to WW2 is consistent 

with results from previous research (Bucciol & Zarri, 2015; Cameron & Shah, 2015; Kim & Lee, 

2014). This suggests that life shocks may be able to change cognitive schemata in subtle ways, not 

captured by an individual’s physical, psychological, or socio-economic conditions. Cognitive 

schemata stem from the generalization of past experiences into cognitive structures that in turn guide 

the processing of new information and experiences (Stotland & Canon, 1972). Thus, schemata 

influence how reality is perceived, and because they are rigid, individuals tend to fit reality into 

schemata, rather than adapting them to new information.  

In this perspective, the experience of WW2 during childhood would be a fundamental 

constituent of exposed individuals’ cognitive schemata. In particular, exposure to conflict might have 

increased the perception of uncertainty and lack of control over the environment (Barenbaum et al., 

2004). This leads, in turn, to an increase in risk aversion and safer financial investments in exposed 

individuals, compared to non-exposed ones. Hence the lower propensity to invest in stocks, and the 

higher propensity to buy life insurance. The amount of risk characterizing stocks may be perceived 

to be unmanageable, whereas life insurance may be considered necessary to counteract life adverse 

conditions and negative events. 

Our results are also consistent with Kim & Lee (2014) in showing that exposure to war during 

childhood reduces risk taking during adulthood. The effect of strong and negative early life 

experiences on risk propensity is enduring. This may occur because the shock alters the development 

of the prefrontal lobe (Kim & Lee, 2014), which is one of the main brain regions involved in risk-

related decision-making (Figner et al., 2010). But it might also alter cognitive schemata, especially 

in ages beyond the sensitive period of the prefrontal lobe.  

We also acknowledge the possible presence of war-related traumas captured neither by our 

childhood and adulthood controls, nor by mental health and cognitive skill variables. Adults who 

were exposed to war as children may suffer from Post-Traumatic Stress Disorder (PTSD) symptoms 
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(Macksoud & Aber, 1996) that are not fully captured by the depression scale in SHARE. WW2 caused 

an unprecedented amount of civilian losses and bombardments (Werner, 2000), which led people, 

even at a young age, to witness – and to remember – these events (Berntsen & Rubin, 2006). Such 

experiences may be the ones increasing the perception of risk (for instance, in stock holding), and the 

willingness to reduce or control life risks (stimulating the purchase of life insurance). 

As these effects held when controlling for a number of individual and macro-level factors also 

related to the conflict, we may conclude that the main channel of the relationship is enhanced 

sensitivity to uncertainty and to risky circumstances. This sensitivity, the results suggest, was fostered 

by the unpredictable, fear-inducing horrors of the war. 

We also have to acknowledge several limitations in this paper. First, when we measure the 

months of war of each region in each year of WW2, we do not distinguish between regions with one, 

five, or ten episodes of war in the same month. This approach overlooks the intensity, then, of conflict 

based on the number of war episodes, and the possible differences in the intensity of single war 

episodes. However, this does not appear to be a severe concern since results hold also when 

considering number of WW2 events instead of months of exposure. Second, there might be small 

inaccuracies in the number of months of exposure to war because we use the region of residence 

during WW2, but we cannot check when respondents started living in that region. This issue was 

partly addressed through a robustness check on the sample of individuals who did not relocate during 

WW2. Third, the estimated magnitude of the WW2-effect might appear negligible. However, it is 

very close to the effect of income and other important controls. 

Despite these limitations, our paper finds robust effects of exposure to WW2 on financial risk 

taking. Exposed individuals prefer to avoid risky financial instruments, while purchasing life 

insurance. Increasing wealth by investing in stocks may not be alluring, compared to, for them, the 

more important task of defending what they already possess. The experience of war, with its dangers 

and uncertainty, might yield a strong willingness to protect life and avoid risk. Life, after all, will 

quite possibly be more valuable to those who once thought that they could lose everything.  
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Figure 1. Financial risk taking by country 
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Notes: The figures report the percentage of stock and life insurance ownership and participation in the financial markets 

(Panels A, C and D), and average share of wealth held in stocks (panel D), across European countries that participated 

in the SHARE survey.
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Figure 2. Financial risk taking by war exposure 
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Notes: The figures report predictive margins from panel probit (Panels A, C and D) or OLS (Panel B) random-effects 

regressions controlling for wave, country and year of birth. 
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Figure 3 – War exposure by NUTS2 regions 

A – average months of war exposure across EU regions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B – Respondents’ average months of war exposure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: The figures report the distribution of WW2 events in selected European countries. Figure A refers to European 

regions in our sample across the years 1939-1945. Figure B shows the average number of months of war exposure of our 

sample respondents. 
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Table 1. The effect of war exposure on financial risk taking, controlling for adulthood and 

childhood characteristics 

  (1) (2) (3) (4) 

VARIABLES Stock Share Stock Life insurance Total Participation 
     

Exposed to war -0.018*** -0.016*** 0.033*** -0.009*** 

 (0.004) (0.004) (0.007) (0.004) 

Female -0.013*** -0.013*** -0.006 -0.006*** 

 (0.003) (0.003) (0.004) (0.002) 

Log financial wealth 0.015*** 0.022*** 0.020*** 0.026*** 
 (0.000) (0.000) (0.000) (0.000) 

Log Income 0.013*** 0.005*** 0.009*** 0.003** 
 (0.001) (0.001) (0.002) (0.001) 

High SES at age 10 0.002 0.001 0.002 0.002 
 (0.003) (0.003) (0.004) (0.002) 

Lived in a rural area when child 0.001 0.003 -0.005 -0.003 
 (0.003) (0.002) (0.004) (0.002) 

Received vaccination when child 0.003 0.003 0.030*** -0.014** 
 (0.007) (0.004) (0.012) (0.007) 

Divorced or separated -0.016*** -0.012*** 0.002 -0.005 
 (0.004) (0.004) (0.006) (0.003) 

Never married -0.001 -0.001 -0.020*** -0.005 
 (0.006) (0.006) (0.008) (0.005) 

Widowed 0.006 0.002 0.009 0.006** 
 (0.004) (0.003) (0.006) (0.003) 

Employed or self-employed 0.003 0.002 0.034*** 0.004 
 (0.003) (0.003) (0.005) (0.003) 

Unemployed -0.005 -0.008 0.008 0.002 
 (0.006) (0.006) (0.009) (0.006) 

Permanently sick or disabled 0.002 0.000 0.010 -0.004 
 (0.007) (0.005) (0.008) (0.006) 

Homemaker 0.001 0.003 0.002 -0.000 
 (0.005) (0.003) (0.006) (0.004) 

Other 0.005 0.003 0.061*** -0.013 
 (0.008) (0.007) (0.012) (0.008) 

Number of children -0.004*** -0.001 0.002 -0.003*** 
 (0.001) (0.001) (0.001) (0.001) 

Years of Education 0.004*** 0.002*** 0.001** 0.001*** 
 (0.000) (0.000) (0.001) (0.000) 

N. of chronic diseases -0.000 0.001 0.002 -0.000 
 (0.001) (0.001) (0.001) (0.001) 

Normal weight 0.018 0.005 0.005 0.024** 
 (0.010) (0.009) (0.015) (0.010) 

Overweight 0.013 0.001 0.016 0.022** 
 (0.010) (0.009) (0.015) (0.010) 

Obese 0.011 0.001 0.023 0.020 
 (0.010) (0.009) (0.015) (0.011) 

Low alc. consumption 0.013*** 0.005** 0.021*** 0.011*** 
 (0.004) (0.002) (0.004) (0.003) 

Medium alc. consumption 0.015*** -0.002 0.029*** 0.012*** 
 (0.003) (0.003) (0.004) (0.003) 
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High alc. consumption 0.019*** 0.012*** 0.022*** 0.014*** 
 (0.004) (0.003) (0.005) (0.003) 

Smoke at the present time -0.009*** -0.005 0.009** -0.004 
 (0.003) (0.003) (0.004) (0.003) 
     

Observations 53,336 52,610 51,396 56,931 

Dummy Country Yes Yes Yes Yes 

Dummy wave Yes Yes Yes Yes 

Year of birth Yes Yes Yes Yes 

Note: Marginal effects after probit panel estimation (columns 1, 3 and 4) and OLS panel estimation (column 2); 

Robust standard errors in parentheses; C.I. *** p<0.01, ** p<0.05.  

 

 

 

 

Table 2. The effect of war exposure on financial risk taking, controlling for war-related 

hardships 

  (1) (2) (3) (4) 

VARIABLES Stock Share Stock Life insurance Total Participation 

          

Exposed to war -0.018*** -0.015*** 0.033*** -0.010*** 

 (0.004) (0.004) (0.007) (0.004) 

Father absent at age 10 -0.007 -0.007 0.013** 0.002 

 (0.005) (0.004) (0.006) (0.004) 

Hunger -0.002 0.000 0.003 0.005 

 (0.006) (0.004) (0.008) (0.005) 

Dispossession 0.012 0.006 0.003 0.006 

 (0.007) (0.006) (0.010) (0.005) 

 
    

Observations 53,309 52,584 51,367 56,901 

Note: Marginal effects after probit panel estimation (columns 1, 3 and 4) and OLS panel estimation (column 2); Robust 

standard errors in parentheses; C.I. *** p<0.01, ** p<0.05; Columns (1) – (4) include adulthood and childhood controls, 

country, wave and year of birth dummies. 

 

 

 

 

 

 

 

 

 

 

 



 32 

 

Table 3. Testing nonlinearity in the effect of war exposure (median exposure, war duration, 

and war intensity) on financial risk taking 

 (1) (2) (3) (4) (5) (6) 

VARIABLES Has stock  Share stock Has stock  Share stock  Has stock Share stock 

            

Under median exposure (a) -0.018*** -0.016***     

 (0.004) (0.004)     

Above median exposure (b) -0.018*** -0.015***     

 (0.005) (0.005)     

N. of years of war   -0.027** -0.025**   

   (0.010) (0.010)   

N. of years of war^2   0.011** 0.012**   

   (0.005) (0.005)   

N. of war events     -0.024 -0.024** 

     (0.014) (0.012) 

N. of war events^2     0.016** 0.019** 

     (0.008) (0.009) 

       

Observations 53,336 52,610 53,336 52,610 53,336 52,610 

Test  (a)-(b) (a)-(b)     

Chi squared 0.02 0.03     

p-value 0.896 0.860     

Note: Marginal effects after probit panel estimation (columns 1, 3 and 4) and OLS panel estimation (column 2); Robust 

standard errors in parentheses; C.I. *** p<0.01, ** p<0.05; Omitted category columns (1) – (2): "Not Exposed". 

Columns (1) – (6) include adulthood and childhood controls, country, wave and year of birth dummies. 

 

 

Table 4. The combined effect of exposure to war and high stock volatility on financial risk 

taking 

  (1) (2) (3) (4) (5) (6) 

VARIABLES Stock Share stock Stock Share stock Stock Share stock 

              

Exposed to war -0.019*** -0.015*** -0.015*** -0.012*** -0.015*** -0.012*** 
 (0.005) (0.004) (0.005) (0.005) (0.005) (0.005) 

High stock volatility -0.002 0.002 0.005 0.006** 0.005 0.006** 
 (0.003) (0.002) (0.004) (0.003) (0.004) (0.003) 

Exposed*High stock volatility   -0.020*** -0.010*** -0.021*** -0.011*** 
   (0.006) (0.004) (0.006) (0.004) 
       

Observations 42,979 43,039 42,979 43,039 42,494 42,524 

Cognitive abilities No No No No Yes Yes 

Note: Marginal effects after probit panel estimation (columns 1, 3 and 4) and OLS panel estimation (column 2); Robust 

standard errors in parentheses; C.I. *** p<0.01, ** p<0.05; Columns (1) – (6) include adulthood and childhood controls, 

country, wave and year of birth dummies. 
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Human capital accumulation during adolescence is an essential factor for adult socio-economic status 

achievement. Yet, it requires effort and commitment. Parental background constitutes a valuable asset 

that facilitates human capital accumulation. Parents transmit to their children ability, knowledge or 

network connections and provide them with financial resources to afford better education.  At the same 

time, social context affects children’s decisions on human capital investment.  Exploiting Italian data 

from the Survey on Household Income and Wealth (SHIW), we show that the interaction between 

parental background and social context may have counterintuitive effects on young adults’ human capital 

investment. Respondents who at age 18 happened to live in wealthy families in highly nepotistic regions, 

display lower accumulation of human capital in adult age.  We believe that these results are driven by the 
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Introduction  

Among European countries, Italy is one of those with lower share of individuals aged 25 to 34 with 

tertiary education. As compared to European average (41%), Italy has only 28% of graduated in 2018. It 

is 16 percentage points behind France, and 14 points behind Spain (Figure 1 Panel A). Since the Bologna 

Process start in 2000 and the introduction of the “3+2” system, University in Italy is structured in two 

parts. After high school completion, which usually occurs at age 18, students can enroll in bachelor 

programs, lasting three years. With two years of additional education, a master degree can be obtained. 

On average, Italian master students complete their education carrier at age 272. More than 40% of all the 

bachelor students do not graduate in time, i.e. within the natural completion term of 3 years after 

enrollment. The percentage remains high for masters, where one third of all the students takes more than 

2 years to graduate3. Italy has also a very high share of young people (aged 20–34) neither in employment 

nor in education and training. Almost one third of the population in this age range does not engage in 

any studying or working activity after higher school. The percentage is almost double the European 

average (16.5%) and 17 p.p. higher than Germany (Figure 1 Panel B). Understanding the causes of such 

differences has relevant implication in terms of public policy and interventions on young adults’ human 

capital (HC) accumulation. Using the Survey on Household Income and Wealth (SHIW) of the Bank of 

Italy we shed light on one of the mechanisms that determines such evidence. We study the effect of the 

interaction between parental background and social context on young adults’ human capital 

accumulation. Economic literature long investigated the effect of parental background on individuals’ 

education attainment and work participation (Becker, 1969, Checchi, 2006, Björklund an Jäntti, 2009). 

Using US census data and proxying parental background with income and household head education 

status, Masters (1969) found that students whose parents had little education or income were 20% more 

likely to fall behind and drop out from high school. Ermisch and Francesconi (2001) matching parents 

and young adult children data from the British Household Panel Study (BHPS) document the causal 

 
2 Almalaurea, 2019 
3 ANVUR report, 2018 



relationship between parents’ and children educational attainment. Similar results have been found in 

France and Germany (Lauer, 2003), Italy (Caroleo and Pastore, 2012, Aina, 2013) and Denmark (Bingley 

et al., 2008, McIntosh and Munk, 2007). Wealthier and better educated parents can transmit their assets 

to their children, either ability, knowledge, network connections or financial resources (for a review 

Björklund and Salvanes, 2011). They can spend more time with their children and invest more resources 

in culturally enriching activities, which in turn improve children educational success (Duncan and 

Murnane, 2016). On the other hand, social context has been found to affect substantially educational 

outcomes as well. Areas characterized by high levels of income inequality drive low-income young adult 

to perceive return on education as little profitable. These individuals react by reducing investment in their 

own human capital (Kearney and Levine, 2018). Using cross-country data, Perez-Alvarez and Strulik 

(2018) document strong and negative correlation between the extent to which students perceive the 

functioning of the job-market as nepotistic and PISA scores. Indeed, occupational sorting has been 

shown to be a determinant channel that may depress education outcomes, especially for children from 

less advantaged families (Piatek and Gensowski, 2016). Gevrek and Gevrek (2009), merging 

administrative and survey data from Turkey, study nepotism in the form of family firms employing their 

children. They show that self-employed’s and entrepreneurs’ children who foresee to work in their family 

firms, enjoy lower success in the educational carrier, either in terms of attainment and grades. In this 

respect, Italy has been documented to be characterized by high levels of nepotism in politics (Gagliarducci 

and Manacorda, 2016), academia (Allesina, 2011) and in the job market (Scoppa, 2009). Accordingly, Italy 

shows low levels of upward social mobility and return on education (Corak, 2013). Wide differences exist 

between north and south of Italy. Northern Italy, the richest area of the country, shows 3-4 times larger 

levels of upward mobility than the South. This regional variation is strongly correlated with local labor 

market conditions, indicators of family instability, and school quality (Acciari et al., 2019). The present 

research contributes to these two fields of study. We aim at investigating the long-term effects on human 

capital accumulation, of the interaction between nepotism and parental background. Using Italian SHIW 

data, we proxy the level of nepotism during ‘90s by the Inequality of Opportunity (IoP) at regional level, 



and parental background by household income. We show that children who grow up in regions 

characterized by highly nepotistic social context, and who at the same time enjoy high parental 

background, tend to accumulate less human capital in the long run. Individuals with strong parental 

background living in highly nepotistic areas may be induced to rely more on their parental background, 

rather than on personal effort, for the determination of their future socio-economic status (SES). Given 

that in these regions parental background constitutes a valuable asset for the determination of children 

future SES, investment in effort and human capital accumulation loses attractiveness. The rest of the 

paper is structured as follows. In section 2 we present the model we use to compute IoP. In section 3 we 

pose our research hypothesis. We then introduce the SHIW dataset and discuss the main variables of 

interest used to perform the analysis. In section 5 we present the descriptive statistics, while section 6 is 

dedicated to the econometric specification. We discuss our results in section 7 and 8. Finally  we conclude 

in section 9. 

 

Inequality of Opportunity 

The concept of inequality of opportunity is at the root of any discussion about inequality, social and 

redistributive justice. The seminal contribution of philosophers as Dworkin (1981) and Cohen (1989), 

and economists as Roemer (1993, 1998) and Fleurbaey (1995, 2008) made clear the idea that within a 

“just society” a certain level of inequality is eventually acceptable. Differences in achievements that are 

generated by differences in individuals’ level of commitment are deemed to be fair and also desirable, 

inasmuch they are intended to reward accordingly different levels of effort (rewarding principle). By 

contrast, inequalities due to circumstances, factors outside the sphere of individual control, are considered 

unfair, unethically acceptable, and ought to be compensated through public intervention, according to 

the compensation principle. According to the famous metaphor of “leveling the playing field”4, any fair 

society should not be concerned about differences observed in the final outcomes, as long as the field 

 
4 “Our philosophy is that we have no problem competing with the mutual savings banks if they start from the level playing 
field," J. Bolger, 1977, lobbyist for the US Bankers Association. 



has been leveled equally for everybody, and resources and initial endowment have been redistributed 

evenly across individuals. Inequality of opportunity emerges within a society whenever life achievements 

directly depend on circumstances or factors for which individuals could not be held responsible for (i.e. 

gender, ethnicity or parental background). Hence, seeking equality of opportunity does not imply the 

elimination of all differences in terms of final outcomes. It rather means that such differences in 

achievements reflect individuals’ levels of effort, as well as differences in decision taken at different stages 

in life (Ferreira and Peragine, 2016).  

The model used to compute IoP in Italy at regional level builds up the ex-ante non-parametric 

approach developed by Checchi and Peragine (2010). In general terms, a society is said to be characterized 

by equality of opportunity if the outcome variable does not depend on circumstances. In our paper we 

consider individual earnings as outcome variable and parental education as the unique circumstance 

outside individual control. The model develops as follows: within a given society each individual can be 

represented by a list of traits grouped in two broad classes: the first class includes traits beyond individual 

responsibility, called circumstances (m), while the second embraces all other factors for which individuals 

are considered to be responsible for, grouped into a single variable called effort (e), for simplicity. Each 

circumstance 𝑚 can assume a certain number of different values, denoted by 𝑚𝑗 . The entire population 

ca be divided into groups of homogeneous individuals, called types (𝑡 ∈ {1, … , 𝑇}), according to their 

specific vector of circumstances, 𝑐𝑖
5. Within the society, therefore, the number of types reflects the 

number of circumstances and the number of different values that each circumstance can have. For 

example, assuming as unique circumstances gender and race, taking values {Male, Female} and {Black, 

White}, respectively, the finite set of types would consists of four mutually exclusive combinations 

𝑇: ({𝑀𝑎𝑙𝑒, 𝑊ℎ𝑖𝑡𝑒}, {𝑀𝑎𝑙𝑒, 𝐵𝑙𝑎𝑐𝑘}, {𝐹𝑒𝑚𝑎𝑙𝑒, 𝑊ℎ𝑖𝑡𝑒}, {𝐹𝑒𝑚𝑎𝑙𝑒, 𝐵𝑙𝑎𝑐𝑘}). Formally, 𝑇 = ∏ 𝑚𝑗
𝐽
𝑗=1 . 

The second class that includes all the factors for which individuals are accounted to be responsible for is 

represented by a scalar variable, called effort for ease of understanding, 𝑒 ∈ 𝐸. The effort variable is 

 
5 Where 𝑐𝑖 = (𝑚1,𝑖, … , 𝑚𝑗,𝑖) 



assumed to be one-dimensional and by construction captures all the other factors that are not explicitly 

included in the list of circumstances. The outcome variable, individual earnings 𝑦, is generated by a 

deterministic function 𝑓: 𝑀 ∗ 𝐸 → ℝ+ that combines effort and circumstances. Under this specification, 

for any initial set of circumstances, any variation in individual income is attributed to personal effort, that 

implies to consider individuals responsible for any random component beyond the personal control also, 

and to overestimate the part of the total inequality that is “ethically acceptable”. However, the function 

𝑓 is assumed to be identical for each individual, monotonically increasing in effort, and the conditional 

distribution of effort is assumed to be independent from circumstances. This last assumption might result 

particularly strong given the existence of a series of intermediate variables determined by the joint effect 

of effort and circumstances. This type of variables directly affects the determination of individual income. 

Attained education represents a clear example as discussed by Pistolesi (2009). Better circumstances may 

facilitate effort, which in turn determines final outcome. In such a case, the orthogonality assumption 

between effort and circumstances should be extended to all of these intermediate factors. However, 

assuming that the conditional distribution of effort is independent from circumstances constitutes the 

simplest version of the model, compatible with the empirical analysis performed in the paper. Given the 

individuals’ income distribution, 𝑌, the society results to be characterized by a certain degree of income 

inequality, denoted by 𝐼(𝑌). The main idea of the model is to decompose the total heterogeneity in 

income into a “non-ethically acceptable” part, attributable to differences in initial circumstances, and a 

residual “ethically acceptable” component, that reflects differences in individual effort. Hence, the model 

needs to be coupled with a measure of inequality that is additively decomposable into subgroups by a 

path-independent decomposition. The mean logarithmic deviation, MLD, or Theil’s L, defined as 

𝑀𝐿𝐷 =  
1

𝑁
∑ ln (

𝑦̅

𝑦𝑖
)𝑁

𝑖=1 , which belongs to the family of generalized entropy measures, represents a 

suitable candidate to operate such decomposition (Shorroks, 1980, Foster and Shneyrov, 2000).  

The model proceeds considering a population of size 𝑁, represented by an income distribution 

𝑌 = (𝑦1, … , 𝑦𝑁) ∈ ℝ+
N , that can be divided into 𝑇 types of homogeneous individuals. The type income 



distribution can be interpreted as the opportunity set of outcomes that each individual can achieve, by 

exerting different level of effort, starting with the same set of circumstances. The same population can 

be also partitioned according to the level of effort exercised to achieve the final outcome. Because effort 

is not directly observable, it is proxied by the quantile in the income distribution by type. In this sense, 

independently from their type, all individuals in the 𝑞𝑡ℎ quantile of their income distribution are assumed 

to have exercised effort to the same extent. Ideally, if circumstances do not matter for the determination 

of income, if effort is independent from circumstances and if it is equally distributed across the entire 

population, the mean incomes across types should be equal, and the relative inequality should tend to 0. 

Therefore, there is inequality of opportunity if all the types do not have the same mean income, and it 

lowers if inequality between the types incomes reduces. Now, considering all the individuals who share 

the same initial circumstances, an artificial distribution can be created to eliminate the inequality within 

types, by substituting to each individual the mean of the income distribution of their type, denoted by 

𝜇𝑖
𝑡. Therefore, thanks to this transformation, the population incomes vector can now be written as 𝜇𝑖

𝑡 =

(𝜇1
1, … , 𝜇𝑛1

1 , … , 𝜇𝑖
𝑇 , … , 𝜇𝑁

𝑡 ). This artificially smoothed income distribution is characterized by a certain 

level of inequality, 𝐼{𝜇𝑖
𝑡}. By construction, the MLD applied to this smoothed vector captures only and 

fully the between-type inequality, and therefore the part of inequality that exclusively depends on 

circumstances. In the same fashion, a similar transformation can be applied to the original income 

distribution in order to obtain a standardized vector of incomes such that the inequality between types 

disappears. This time, the artificial distribution is obtained by proportionally rescaling each quantile 

distribution until it has the same mean as the original population distribution, that is 𝑌̃𝑞 = (𝑦̃1, … , 𝑦̃𝑞). 

The relative level of inequality is denoted by 𝐼{𝑌̃𝑞}. This standardized distribution eliminates between 

quantiles inequality, while leaving unaffected inequality within quantiles. The MLD applied to this 

distribution captures the part of income inequality that is attributable to individual responsibility only. As 

said, MLD permits to decompose total inequality into these two additive parts. Therefore, for any income 

distribution, 𝑌, total inequality, 𝐼(𝑌), can be written as the sum of inequality due to individual 

responsibility 𝐼{𝑌̃𝑞} and the part given by circumstances 𝐼{𝜇𝑖
𝑡}.  



𝐼(𝑌) =  𝐼{𝜇𝑖
𝑡} +  𝐼{𝑌̃𝑞} 

Hence, for any initial income distribution, the part of “non-ethically acceptable” inequality that 

only depends on factors outside individual control, in relative terms, is given by 𝑂𝐼𝐵
𝐶 =

𝐼{𝜇𝑖
𝑡}

𝐼(𝑌)
, which 

represents Inequality of Opportunity (IoP).  In this paper we estimate IoP with respect to income, taking 

individual earnings as objective outcome, and consider household-head’s education status as the unique 

circumstance. It takes five different mutually exclusive categories: i) no education, ii) primary school, iii) 

middle or secondary school, iv) high school, and v) tertiary education6. What we get is a relative measure 

of the relevance of parental education to explain total income inequality at regional level. We use this 

measure to proxy for regional nepotism in the labor market. Our estimate is extremely conservative as 

we do not include in the circumstances a set of factors that are clearly outside individual control, such as 

sex or ethnicity. If any, the effect of circumstances on total income inequality that we find represents, 

therefore, a lower bound. 

 

Outline of the hypothesis  

The transition from high school to academic or work carrier is a crucial decision-point for young adult 

individuals. The decision they face has long-term impact in many respects, and a substantial part of 

achievements in adult age depends on it (Chen et al, 1996, Sansone and Berg, 1993). Clearly, either 

keeping on with education and going straight to work are options that increase human capital but require 

effort and commitment. Our hypothesis is that young adult individuals take this decision with the 

objective of maximizing their future socio-economic status. We assume that future SES depends on 

individual effort, circumstances outside individual control, i.e. parental background (PB), and on the 

social context, proxied by regional IoP in our paper. We also assume that future SES is an increasing 

function with respect to effort and parental background. Each individual who is about to take the decision 

 
6 Estimations have been implemented using the user-written STATA command iop (Juárez and Soloaga, 2014). 



perfectly recognizes his or her own PB, and has an idea about the level of IoP in the region where he or 

she lives in. In this framework, therefore, better SES is expected from higher level of effort and higher 

level of PB. From a young adult’s perspective, investment in human capital is costly in terms of effort 

and time. PB on the other hand is given, and depending on the region where he or she lives in, it can be 

more or less exploited to for future SES achievements. We investigate whether under specific 

circumstances parental background can refrain individuals to invest in human capital. The idea behind is 

that young adult can perceive PB and effort either as complementary or substitute components for the 

determination of future SES. Perceived as complementary, for any level of PB, the optimal strategy would 

be to engage and accumulate human capital. Contrarily, perceived as substitute, young adults with high 

parental background would be more prone to substitute human capital accumulation with parental 

background to form future SES. In other words, in high nepotistic regions (high IoP), perceived return 

on circumstances may outweigh perceived return on effort, hence, crowding out human capital 

investment. In this respect, Aparicio-Fenoll (2016) using a novel identification strategy that exploits 

housing boom in Spain, shows that perceived return on human capital is a determinant driver for school 

enrollment decision and grade completion. Under this perspective, the decision about the level of effort 

can be seen as an unconstrained maximization problem in which each individual, taking as given IoP and 

PB, choses the optimal effort level. That is, 

max
𝑒

{𝑈𝑖,𝑡} = max
𝑒

{𝑓(𝑒𝑖,𝑡−1, 𝑃𝐵̅̅ ̅̅
𝑖,𝑡−1 , 𝐼𝑜𝑃̅̅ ̅̅

𝑡̅−1)}   

Where, 

𝑈𝑖,𝑡 represents the objective function that has to be maximized, i.e. future SES, 𝑒 is the level of effort 

that each individual 𝑖 decides to put before getting adult, 𝑃𝐵 captures parental background during 

adolescence, and 𝐼𝑜𝑃 the social context in which they grow up, i.e. the regional level of inequality of 

opportunity. We test whether and how the interaction between PB and IoP affects young adults’ 

investment decision on human capital. 

In particular, we aim to test the following hypotheses: 



Hp1: High inequality of opportunity, coupled with strong parental background, affects negatively the 

probability to obtain tertiary education. 

Hp2: High inequality of opportunity, coupled with strong parental background, increases the probability 

to accumulate years of delay in the educational carrier. 

Hp3: High inequality of opportunity, coupled with strong parental background, affects negatively work 

participation. 

The mechanism supporting our research hypotheses is as follows. On the one hand, high parental 

background facilitates investment in effort and human capital accumulation. On the other, higher levels 

of IoP suggest that the job market and social context are characterized by high levels of nepotism and 

low return-on-effort and human capital. Young adults with high parental background in high IoP regions 

would neglect human capital accumulation, substituting effort with parental background. From a public 

perspective, understanding such dynamics has relevant implications in terms of youth education and work 

involvement policy.  

 

Source of data  

The Survey on Household Income and Wealth (SHIW) of the Bank of Italy constitutes the main body 

of our source of data. Conducted any two years since the 60’s, SHIW collects detailed information on 

income and wealth of around 8,000 thousand households (20,000 individuals) across 300 municipalities 

each wave. The panel dimension covering almost one third of the interviewed makes SHIW dataset the 

ideal source of data to study intergenerational dynamics in Italy. SHIW provides us with a rich set of 

information on individual and household income, education attainment, work participation and parental 

background of each individual within the household. Particularly relevant for our analysis is the section 

dedicated to the collection of retrospective information on socio-economic status of respondents. 

Among other things, in this section respondents are asked to recall the education attained and the job 

occupation of their parents, when parents were the same age as respondent. We create the final dataset 



in two sequential steps. In the first step, we use surveys from the year 1993 to 2006 to compute annual 

IoP at regional level. As in Checchi and Peragine (2010), due to low reliability of earnings information, 

in this step we exclude from the sample self-employed individuals, those who reported non positive 

incomes, and respondents younger than 15 and older than 75 years old. As of the very low sample 

numerosity, we merge Valle d’Aosta with Piemonte region. We apply the model described in section 2 to 

this dataset, considering individual incomes as outcome variable, and education attained by the 

breadwinner as the unique circumstance outside individual control. Specifically, for each component 

within the household we directly observe the education level of the household-head, while for the 

household head himself or herself and for his/her spouse, we rely on retrospective information about 

their breadwinner’s education attainment when the breadwinner was the same age. We obtain an 

estimation of the level of relative IoP at regional level for the years of the SHIW waves (i.e 1993, 1995, 

1998, 2000, 2002, 2004 and 2006)7. Figure 2 maps regional IoP across the seven waves. In general, 

southern regions have higher values of IoP with respect to center and northern regions. Still, Lombardia, 

Trentino Alto Adige, Friuli Venezia Giulia or Umbria showed high levels of IoP quite frequently across 

the years. As described in section 2, this measure informs us on the relative weight that circumstances 

outside individual control (i.e. parental education) have in explaining regional income inequality. For 

example, Lombardia region registered an income inequality of 0.22 in 1993. The relative IoP of 0.061 

tells us that parental education is responsible for the 6.1% of the total income inequality observed in 

Lombardia in that year. In this way, independently of the absolute value of income inequality, we are able 

to compute the relative weight attached to parental education8. To perform our analysis, we eventually 

divide Italian regions in high and low nepotistic area depending on the IoP level. Nepotistic are those 

areas which IoP value is in top 30% of the IoP distribution across waves, i.e. greater than 9% (Figure 3). 

In this way we are allowed to exploit the within region variation of the IoP level across years, and to 

 
7 To compute yearly IoP we consider always 3 waves together. For example, to compute IoP in 2000, we use data from 1998 
to 2002. 
8 An example may clarify the identification. Consider two regions, A and B, that share the same (low) value of income 
inequality, be 0.1. In region A parental education explains the 20% of total inequality, while in region B it accounts only for 
the 5%. Consider two other regions, C and D, that share the same (high) value of income inequality, be 0.9. In region C, PB 
accounts for 20% of total inequality, while in D its weight is 5%. According to our identification, region A and C are high IoP 
regions. B and D are instead low IoP regions. 



assign each region in either group, depending on the wave. For example, Lombardia region was a 

nepotistic area in the years 2002, 2004 and 2006, and not earlier. As already noted in Section 2, this 

measure of IoP constitutes a lower bound estimation. First, we only consider parental education as 

circumstance. Clearly, including parental occupation, gender or ethnicity among the list of circumstances 

outside individual control increases the share of the total inequality that can be explained by 

circumstances. Second, we exclude from the sample entrepreneurs and self-employed and consider after 

tax and transfer net incomes as outcome variable. Given that taxes and transfers are used to redistribute 

wealth in the population, relying on net incomes, we underestimate the level of income inequality. As a 

consequence, our circumstances are able to capture only a smaller fraction of the total inequality. 

In the second step, we use SHIW data from the year 2004 to year 2016 and exploit the panel 

dimension of the database. In each wave we consider individuals aged 26 to 35 years old and, along with 

base demographic characteristics (age, gender, year and birth region), we draw information on their 

current socio-economic status (education attained and job status). Relying on the panel dimension, we 

are able to recollect information, relative to respondents’ adolescence, about the region of residence, 

parental education and occupation, household income, household size and population size of the 

municipality of residence. Information about region of residence during adolescence permits us to assign 

to each individual the level of relative IoP of the region where he or she was living during that period9. 

We use information on household income to divide individuals in high and low parental background 

(high PB for household income in the top 30% of the yearly regional income distribution, low PB in 

bottom 70%). This two information, jointly considered, constitute the core our research hypothesis. 

Figure 4 shows the distribution across regions of the group of children who had high parental background 

and at the same time were living in high IoP regions at age 18. Most of them are from southern regions 

(74%), while the rest is distributed evenly between north and center (13% per area). As of outcomes of 

interest, we chose three different variables to capture effort exercised and human capital of each 

individual in the educational and working career. First, exploiting information on the level and the type 

 
9 We assign individuals the level of relative IoP of the year in which they were 18 years old. If not available we look at the 
value when they were 17 years old or, alternatively, 19 years old. 



of education attained and year of completion, we are able to see whether respondents obtained a degree, 

either bachelor or master (graduated). Second, we observe whether he or she accumulated years of delay 

in the study completion (out of course). Third, using information on the age at which respondents started 

working, we compute the years of working experience (experience). The second source of data is Italian 

Institute of Statistics (ISTAT) from which we collect information on the unemployment rate of the 

working age population and GDP growth rate at regional level from 1993 to 2016. 

 

Descriptive statistics 

Table 1 reports descriptive statistics of our sample. We have around 2,000 individuals aged 26 to 35 years 

(mean age 29 years), distributed across 7 waves. The sample is slightly unbalanced towards male (58.4%) 

and southern region representativeness. 47% of the sample lives in southern regions and islands 

(Abruzzo, Molise, Campania, Puglia, Basilicata, Calabria, Sicilia, Sardegna). Central regions (Toscana, 

Umbria, Marche and Lazio) represent the 20% of our sample, while the remaining 33% is from the north 

(Val d’Aosta, Piemonte, Lombardia, Trentino Alto Adige, Veneto, Friuli Venezia Giulia, Liguria and 

Emilia Romagna). 30% obtained tertiary education, 45% accumulated years of delay to complete 

education and 13% of the sample results to be still in education. Our subjects have on average 7 years of 

work experience. 12.4% started to work before turning 20. In Figure 5 we report the descriptive statistics 

of our three outcome variables (gradauate, out of course, work experience) by high and low parental background. 

According to the existing literature, high PB children graduates more frequently (39% vs 25%, p-value 

0.003) (Figure 5 Panel A). They also seem to accumulate more frequently years of delay to complete their 

studies. 49% of high PB children completed education with a delay, compared to the 42% of low PB 

(Figure 5 Panel B). The difference is statistically significant at 1% level. High PB individuals also 

accumulate less years of work experience. On average, wealthier children have 6.5 years of working 

experience, compared to 7.6 of less wealthy children (Figure 5 Panel C). 41% of the sample has educated 

household-head, i.e. completed high school, while slightly more than one third enjoyed high parental 

background during adolescence, i.e. household income on the top 30% of the yearly regional income 



distribution. Almost 10% of the sample changed region of residence during his or her life. Regarding 

parental job status, around one tenth of the sample had unemployed parents in adolescence. One fourth 

were blue collars’ children and one third were white’s. Almost 18% of the sample had self-employed 

household-head (of which 4.6% entrepreneurs). 16% of our respondents instead had retired parent in 

adolescence. For what concerns education attained, less than 1% results to be very little educated (primary 

or no education completed). Almost one fifth of the sample instead dropped out of school after 

secondary education, while 50% obtained higher education diploma (of which 7.6% from a professional 

school). The vast majority of respondents with tertiary education (30%) obtained a master degree (23%), 

5% bachelor, and 2% kept on further after the master. As of the job status, around 44% declared not to 

have a job, 47% are employed and 9% are instead self-employed. Almost the totality of the sample never 

married (92%). Only 0.5% separated or divorced from partner, while 6.5% is married. The majority of 

our respondents during adolescence lived in a municipality with number of inhabitants between 40 and 

500 thousand (47,4) and only 5.5 % come from big cities (i.e. with more than 500,000 inhabitants). The 

rest of the sample (47%) lived in municipalities with less than 40,000 individuals (27% of which in cities 

with up to 20,000 inhabitants). SHIW dataset also provides us with a set of variables that describe the 

house of residence during adolescence. In particular, we have information on house size (in squared 

meters), on the presence of heating and bathroom, type of house (a categorical variable with 6 options 

from luxury to popular house) and location (another categorical variable with 6 options, from city center 

to rural area). We exploit this information to perform a principal component analysis and use the decile 

distribution of the first extracted components to proxy for house characteristics during adolescence. 

Finally, regarding unemployment rate of the working age population at NUTS3 level, we have that during 

adolescence period the worst region was Sicily in 1998 (24.4%), while the best was Emilia-Romagna in 

2002 (2.5%). At current period instead, the region with highest unemployment rate is Calabria in 2016 

(23.2%), while the lowest is registered in Trentino Alto Adige (2.4% in 2004). As of GDP growth rate 

during adolescence, Friuli Venezia Giulia recorded the highest rate in 2000 (5.6%) and Liguria the lowest 



(-1.95% in 2002). In current period, Lazio in 2004 is the region that performed the best (6.5% of GPD 

growth rate), while Basilicata the worst (-3.74% in 2014). 

 

Econometric model 

In order to assess the joint effect of IoP and PB on human capital accumulation in a long-run perspective 

we estimate the following model, by means of random effects panel regressions. 

𝑌𝑖,𝑡 = 𝛽0 + 𝛽1𝐻𝑖𝑔ℎ𝐼𝑜𝑃𝑗,𝑡−1 + 𝛽2𝐻𝑖𝑔ℎ𝑃𝐵𝑖,𝑡−1 + 𝛽3𝐻𝑖𝑔ℎ𝐼𝑜𝑃𝑗,𝑡−1 ∗ 𝐻𝑖𝑔ℎ𝑃𝐵𝑖,𝑡−1

+ ∑ 𝛾𝛼

𝛼

𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖,𝑡−1 + ∑ 𝛿𝑘

𝑘

𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠𝑖,𝑡 + ∑ 𝜃𝑗

𝑗

𝐷𝑢𝑚𝑚𝑦𝑌𝑒𝑎𝑟

+ ∑ 𝜗𝜑

𝜑

𝐷𝑢𝑚𝑚𝑦𝑅𝑒𝑔𝑖𝑜𝑛 + 𝜀𝑖,𝑡 

Where, 

𝑌𝑖,𝑡, is alternatively one of the three variables of interest described in the previous section, of individual 

i, at time t (present time). With respect to the two dummy variables of interest (graduated, and out of course) 

we use a panel logistic regression, while for the continuous variable (years of work experience) we perform a 

panel OLS. High IoP is a dummy variable that takes value 1 for nepotistic regions, i.e. if the IoP level of 

the region of residence during adolescence is in the top 30% of the annual IoP distribution. High PB is 

the dummy that captures strong parental background during adolescence (time t-1). It is 1 if the subject’s 

household income was in the top 30% of the regional yearly income distribution of incomes when he or 

she was aged 18. The interaction term between these two dummy variables (High IoP*HighPB) is the main 

variable of interest of the paper. It informs about the relationship between regional nepotism, parental 

background and young adult children human capital accumulation. The set of control variables referred 

to the adolescence period includes parental occupation, parental education, household size and 

characteristics of the house of residence (decile of pca score distribution), and a multinomial variable 

with 4 categories to capture for municipality population size. The inclusion of this variable permits us to 

limit errors due to the fact that in our dataset we are forced to consider cities within the same region, 



with different size and characteristics, as sharing the same level of IoP. As for current period control 

variables, apart from standard demographic characteristics as gender, marital status, age and age squared, 

we include in our econometric specification a dummy variable equal to 1 if respondent is still in education, 

a dummy variable equal to 1 if respondents has changed region of residence between adolescence and 

adult age, and a dummy variable equal to 1 if respondents worked under age 20. Region, year and cohort 

fixed effects are included in the regressions.  

 

Results 

Tables 2 reports regression results of the first variable of interest (graduated). According to the literature, 

we find that parental background at age 18 affects positively and significantly the probability to graduate 

in adult age. Growing up in a highly nepotistic area (high IoP) does not play instead a crucial role in this 

respect in the long run (column 1). We also find that males are less likely to graduate than females. In 

column 2 we add the interaction term between parental background and IoP, and the set of adolescence 

period controls.  Educated parents facilitate substantially the process of accumulation of human capital. 

None of the parental job status instead affects significantly the relationship. The effect of house 

characteristics pca score is relevant and in the expected direction. Interpreted as a proxy for household 

wealth, the higher the score, the higher the probability to be graduated in adult age. The two dummy 

variables capturing high parental background and regional IoP at age 18 do not affect significantly the 

probability to graduate, individually considered. According to our predictions, their joint effect instead 

influences negatively and significantly (at 5% level) the probability to have a degree in adulthood, and the 

size of the effect remains constant across all the specifications. Due to the possible presence of omitted 

variables bias, in column 3 we further control for additional factors that might be driving our results. We 

include a dummy variable equal to 1 if the respondent started to work early in life (i.e. under age 20), a 

dummy variable equal to 1 if respondent changed region of residence, and two categorical variables that 

capture current marital and job status. Having changed regions is positively correlated with the probability 

to graduate, while surprisingly, early starting work does not affect significantly the likelihood to graduate 



in adulthood. Never being married is the only marital status that correlates positively with the outcome 

variable. In the last two columns (4 and 5) we add two standard variables that describe the economic 

context of the region of residence (GDP growth rate and unemployment rate of the working age population) during 

young age and in adulthood, alternatively. As evidenced, the magnitude of the effect of the interaction 

term remains stable and significant. In Table 2.1 we report the marginal effects of models in columns 2 

to 5 of Table 2. Individuals who happened to live in wealthy families and in a high IoP regions at age 18 

are 16% less likely to have obtained a bachelor or a master degree years after, with respect to individuals 

who had strong parental background but did not grew up in high IoP regions. Results regarding out of 

course outcome variable are reported in Table 3. While high IoP dummy variable does not affect the 

probability to accumulate years of delay in study completion, high parental back seems to correlate 

positively with it. Older respondents are more likely to have gone out of course in their educational carrier 

than younger individuals (column 1). In column 2 we introduce the interaction term between parental 

background and regional IoP at age 18, as well as the set of adolescence control variables. The effect of 

parental background reduces sensibly and loses significance, while the interaction term itself does not 

show a relevant effect. As soon as we add controls for education attained and current period controls the 

interaction term turns to be sizeable, significant and in the expected directions (column 3). Having 

obtained a degree, either bachelor or master, increases the probability to have accumulated years of delay 

in the educational carrier (with respect to the omitted category of high school completion). Having started 

to work early, i.e. before turning 20, correlates positively with the probability to be out of course in adult 

age. Working individuals instead, either employed and self-employed, are less likely to have accumulated 

years of delay in the educational carrier than unemployed. Read together, these results might suggest that 

working students take more time to complete their studies after high school, if they decide to go for 

tertiary education. In following columns (4 and 5) we further control for the two standard economic 

variables, at adolescent period and at present time, respectively. The effect of the interaction term remains 

stable and significant across both specifications. To facilitate understanding of our results, in Table 3.1 

we report marginal effects. Growing up in wealthy family and in highly nepotistic regions increases on 



average by a factor of 17-18% the likelihood to have accumulated years of delay in adulthood in the 

educational carrier. Finally, In Table 4 we investigate the effect of high PB and high IoP on the years of 

working experience, our last variable of interest used to proxy for human capital. We find that having 

high parental background at age 18 does not affect significantly the years of work experience accumulated 

in adult age, as soon as we add controls in the model (columns 2 to 5). Growing up in highly nepotistic 

regions instead seems to facilitate entry in the job market. The coefficient of high IoP is sizeable and 

significant across all specifications from column 2 to 5. Parental job status and house characteristics do 

not play a significant role in this respect. Parental education instead is negatively correlated with work 

experience. An explanation of this result might be that educated parents are more likely to push their 

children towards tertiary education, postponing job market entry. In line with this reasoning, individuals 

who worked under age 20 accumulate sensibly higher work experience, while higher level of education 

attained correlates negatively with the outcome variable in consideration (column 3). According to our 

hypothesis, we find that the interaction term between PB and IoP affects negatively and significantly with 

years of work experience (columns 3 to 5 Table 4 and Table 4.1). Respondents who at age 18 had high 

parental background and were living in high IoP regions, have on average 1 year less of work experience. 

Considering an average experience of 7.2 years, this result translates into a 14% lower working experience 

in adulthood. Taken together, these findings do not reject our research hypothesis. 

 

Alternative definition of parental background 

In this section we further proceed our analysis by changing the definition of parental background. Instead 

of considering household income at age 18, in this step we proxy parental background with parental 

education and parental occupation. First, we consider as high PB children those whose household-head 

obtained at least a higher education diploma. Second, we define as high PB those children whose 

household-head was employed as a white collar and those whose household-head was an entrepreneur 

or a professional self-employed (such as doctors and lawyers). Household income is highly correlated 

with household-head’s education and occupation status. By changing definition of parental background, 



we check whether our results remain unchanged across these two different specifications, or whether 

children weight differently parental income, education and occupation. Results of this exercise are 

reported in Table 5. We find that the interaction term between High IoP and parental occupation or 

parental education produces strikingly different results with respect to our initial definition of parental 

background. In particular, only the interaction term between High IoP and parental occupation affects 

negatively and significantly the probability to graduate (column 1), although the magnitude of the 

marginal effects is sensibly smaller than our previous findings. We do not find any significant effect with 

respect to the two other variables of interest, i.e. out of course and work experience. According to the existing 

literature, this result suggests that entrepreneurs’ and white collars’ children who grow up in highly 

nepotistic area tend to neglect tertiary education. An explanation of this result can be that these children 

perceive return on education as less profitable than return on parental background and that they are likely 

to believe they inherit their job status from their parents. As of parental education (columns 4 to 6) we 

do not find any significant result of the interaction term with IoP. Read together, these results suggest 

that children in highly nepotistic area weight parental income much more than parental education and 

parental occupation when deciding about how to proceed after high school completion. In particular, we 

find that high parental income can offset human capital accumulation incentives. Contrarily, parental 

occupation and education do not produce the same evidence.  

 

Robustness checks 

In order to test the reliability of our results we perform a series of robustness checks. First, given that 

the majority of our sample is from southern regions, it might be that individuals in those regions 

constitute outlier observations and are driving our results. To that aim, following the approach of Frey 

and Stutzer (2000) and Otterbach (2010) we perform a DFBETA test. We consider the coefficient of the 

interaction term in column 3 of each outcome variable, (Tables 2, 3 and 4) and compare it with the 

coefficient estimated omitting one region at a time. According to the following formula, DFBETA are 



computed as the difference between regression coefficients, divided by the diminished regression 

standard error 

 

𝐷𝐹𝐵𝐸𝑇𝐴𝑖,𝑘 =
𝛽𝑘 − 𝛽𝑘(−𝑖)

𝑠𝑒𝑘(−𝑖)
 

where, 𝛽𝑘 is the coefficient of the model that includes all the regions, 𝛽𝑘(−𝑖) the coefficient of the 

regression without region i, and 𝑠𝑒𝑘(−𝑖) its standard error. Belseley, Kuh, and Welsh (1980) suggest that 

the significance of the considered regressor does not depend crucially from the omitted region if the 

value of the DFBETA is below the 1.96 threshold, in absolute value. Table 6 reports the results of the 

test and confirms that none of the region is driving our findings. These results are also confirmed in 

Figure 6. In panel A we draw the distribution of graduated individuals by parental background and IoP 

quartiles, on the left, and by parental background and macro-area, on the right. The picture we produce 

shows that the drop we observe in the share of high PB graduated is not driven by southern region and 

islands. In panel B, we display the same graph considering the distribution of the out of course students. 

Again, the graph clearly shows that our results are not entirely driven by regional differences. Panel C, 

dedicated to distribution of years of work experience is also in line with our previous findings. 

In a second check, we test whether our results are robust when we depart from the normality 

assumption on our dependent variables of interest. We re-estimate the models in column 3 of Table 2, 

Table 3 and Table 4, performing bootstrap estimations with 500 repetitions, and compute marginal 

effects. Table 7 shows that our findings remain unchanged with bootstrapped estimates. 

Finally, given the age composition of our sample, we check whether our results are robust to 

exclusion of younger and older individuals. To that aim, we re-estimate the models in column 3 of Table 

2, Table 3 and Table 4 excluding individuals aged 26 and 27 years old, and individuals aged 35 and 36 

years old. Also considering therefore only individuals aged from 28 to 34 years old, our results remain 

stable and coherent with our previous finding10. 

 
10 Results table of this robustness check is available upon request. 



Conclusion 

The main goal of this paper is to shed light on the determinants of the (poor) educational outcomes in 

Italy. Starting with the evidence that parental background and social context both affects the process of 

young adults’ human capital accumulation, we provide new findings of their joint effect. Exploiting Italian 

data from the Survey on Household Income and Wealth (SHIW), we show that the interaction between 

parental background and social context may have counterintuitive effects on young adults’ investment in 

human capital. We consider a specific aspect of the social context at regional level, i.e. nepotism. We 

proxy nepotism by the relative share of income inequality explained by parental education at regional 

level, i.e. Inequality of Opportunity. We consider highly nepotistic areas all those regions which level of 

IoP is in the top 30% of the distribution across years. In this way we are able to exploit within region 

variations of the level of Inequality of Opportunity. Parental background is instead captured by the 

percentile of the yearly household income distribution at regional level. Similarly, we consider high 

parental background all those individuals whose household income was in the top 30% of the 

distribution. Relying on the panel dimension of the database, we are able to reconstruct the initial 

condition of each respondents in terms of parental background and regional IoP at age 18. We assume 

that young adult individuals, when facing the decision on how to proceed with their carrier after high 

school, observe their parental background and form an idea on the extent to which the job market 

rewards effort and parental background. High level of IoP signals highly nepotistic job market 

functioning and relatively low return on effort. Therefore, concerned with the determination of their 

future SES, young adults evaluate these circumstances and decide on the accumulation of their human 

capital. We show that respondents who at age 18 happened to live in wealthy families in highly nepotistic 

regions, display lower human capital accumulation in adult age with respect to individuals with the same 

parental background in different regions or cohorts. We believe that these results are driven by the way 

children perceive the functioning of the job market. In nepotistic regions, perceived return on parental 

background outweighs that on human capital. This in turn affects human capital investments by the 

group of young adults who have high parental background, and at the same time live in region where it 



can be exploited as an asset. Although most of the nepotistic regions are from the south of Italy, we 

produce evidence to show that our results are not only capturing a “north vs south” effect. Our findings 

have relevant implications in terms of higher education and youth work participation policy. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 1. Tertiary education and NEET in EU 15 
 

Panel A 
 

 
 

Panel B 

 

Note: Our elaboration based on Eurostat data, 2018. Panel A: percentage of individuals aged 30-34 with tertiary 
education (ISCED 5-8), by EU 15 countries. Panel B: percentage of individuals neither in employment nor in 
education and training (NEET) aged 20-34, by EU 15 countries. 
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Figure 2. Inequality of Opportunity in Italy over the years 1993-2006. 

        

 

        



        

 

Note: Our elaboration based on SHIW data, 1993-2006. These graphs map regional IoP across regions and waves. 
Dark blue IoP>15%, Ligth blue IoP<3%. 

 

 

 



Figure 3. Regional IoP across waves. 

 
Panel A 

 

Panel B 

 

Panel C 

 

Note: Our elaboration based on SHIW data,1993-2006. These graphs report regional IoP across waves. Panel A: 
northern regions. Panel B: central regions. Panel C: southern regions and islands. The red dashed line represents the 
threshold for high IoP region (9%). 



Figure 4. Distribution of the High PB-High IoP individuals across regions. 

 

 
Note: Our elaboration based on SHIW data, 1993-2006. It reports the distribution of the group of high PB-high 
IoP (Panel A) and Non high PB-high IoP (Panel B) individuals across regions, over the years 1993-2006. 

 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 5. Share of graduated, out of course, work experience, by parental background 
 

Panel A 

 
Panel B 

 
Panel C 

 
Note: Our elaboration based on SHIW data, 2004-2016. Household income in bottom 70% proxies low parental 
background; Household income in top 30% proxies high parental background; Panel A: share of graduated, 
bachelor or master, in the age range 26-35, by parental background at age 18. Panel B: share of out of course 
students, in the age range 26-35, by parental background at age 18. Panel C: average years of work experience in 
the age range 26-35, by by parental background at age 18 



Table 1. Descriptive statistics 
Variable  Obs  Mean  Std.Dev.  Min  Max 

Graduated 1,961 .304 .460 0 1 
Out of course 1,443 .450 .498 0 1 
Years of work experience 1,318 7.193 4.317 0 21 
Inequality of Opportunity   1,961 .067 .033 .011 .216 
High Inequality of Opportunity 1,961 .246 .431 0 1 
Household income at age 18 1,961 46604.15 32753.48 607.5402 316969.8 
High Parental Background 1,961 .357 .479 0 1 
Educated parents 1,961 .412 .492 0 1 
Male 1,961 .584 .493 0 1 
Age 1,961 28.739 2.388 26 35 
Still in education 1,961 .130 .336 0 1 
Worked under 20 1,961 .124 .330 0 1 
Migrated 1,961 .093 .290 0 1 

Parental Occupation      
Unemployed 1,929 .090 .287 0 1 
Blue collar 1,929 .237 .426 0 1 
White collar 1,929 .331 .471 0 1 
Self-employed 1,929 .137 .344 0 1 
Entrepreneur 1,929 .046 .209 0 1 
Retired 1,929 .160 .367 0 1 
Decile of home characteristics (PCA) 1,961 5.805 2.803 1 10 
Household size 1,961 4.159 .904 1 8 

Education attained      
Primary or no education 1,961 .008 .090 0 1 
Secondary education 1,961 .180 .384 0 1 
Professional education 1,961 .076 .265 0 1 
High school 1,961 .432 .495 0 1 
Bachelor degree 1,961 .056 .230 0 1 
Master 1,961 .228 .420 0 1 
Post-graduate 1,961 .019 .138 0 1 

Marital status      
Married 1,961 .069 .253 0 1 
Not Married 1,961 .927 .260 0 1 
Separated/ divorced 1,961 .004 .064 0 1 

Job status      
Unemployed 1,960 .437 .496 0 1 
Employed 1,960 .474 .499 0 1 
Self-employed 1,960 0.89 .284 0 1 

 Municipality population size      
Less than 20,000 inhabitants 1,961 .274 .446 0 1 
From 20,000 to 40,000 inhabitants 1,961 .197 .398 0 1 
From 40,000 to 500,000 inhabitants 1,961 .474 .499 0 1 
More than 500,000 inhabitants 1,961 .055 .228 0 1 
Unemployment rate NUTS3 (t0) 1,858 10.672 5.653 2.4 23.2 
GDP growth rate NUTS3 (t0) 1,858 1.465 2.188 -3.474 6.506 
Unemployment rate NUTS3 (t1) 1,961 11.099 6.15 2.5 24.4 
GDP growth rate NUTS3 (t1) 1,936 1.582 1.34 -1.955 5.628 

Wave      
2004 1,961 .125 .331 0 1 
2006 1,961 .139 .346 0 1 
2008 1,961 .154 .361 0 1 
2010 1,961 .153 .361 0 1 
2012 1,961 .184 .387 0 1 
2014 1,961 .138 .345 0 1 
2016 1,961 .107 .309 0 1 



 Cohort      
1972-1975 1,961 .088 .283 0 1 
1976-1979 1,961 .273 .446 0 1 
1980-1983 1,961 .313 .464 0 1 
1984-1987 1,961 .261 .439 0 1 
1988-1990 1,961 .065 .247 0 1 

Region      
 Piemonte & Val d’Aosta 1,961 .054 .225 0 1 
 Lombardia 1,961 .064 .245 0 1 
 Trentino Alto Adige 1,961 .016 .125 0 1 
 Veneto 1,961 .053 .224 0 1 
 Friuli Venezia Giulia 1,961 .030 .171 0 1 
 Liguria 1,961 .014 .117 0 1 
 Emilia Romagna 1,961 .105 .307 0 1 
 Toscana 1,961 .057 .231 0 1 
 Umbria 1,961 .035 .183 0 1 
 Marche 1,961 .043 .204 0 1 
 Lazio 1,961 .060 .237 0 1 
 Abruzzo 1,961 .035 .184 0 1 
 Molise 1,961 .009 .095 0 1 
 Campania 1,961 .076 .265 0 1 
 Puglia 1,961 .075 .264 0 1 
 Basilicata 1,961 .022 .146 0 1 
 Calabria 1,961 .055 .227 0 1 
 Sicilia 1,961 .122 .328 0 1 
 Sardegna 1,961 .075 .263 0 1 

 

 

 



Table 2. The negative effect of IoP and PB on the probability to have a master degree. 

  (1) (2) (3) (4) (5) 

            

High Inequality of Opportunity (IoP) 0.394 1.918 2.499 2.277 2.601 
 (1.396) (1.505) (1.628) (2.245) (1.813) 

High Parental Background (PB) 2.477*** 0.953 0.836 1.053 1.158 
 (0.907) (1.321) (1.222) (1.320) (1.329) 

High IoP*High PB  -4.800*** -4.428** -4.833** -4.832** 
  (1.845) (1.916) (2.102) (2.035) 

Household head educated  7.220*** 7.159*** 7.501*** 5.778*** 
  (1.200) (1.051) (1.097) (0.780) 

Household head occupation      

Blue collar  0.607 1.092 1.400 2.406 
  (2.042) (1.912) (2.267) (2.343) 

White collar  3.759 3.988** 4.452** 5.240** 
  (2.364) (1.829) (2.261) (2.145) 

Self-employed  -0.530 -0.510 0.180 1.051 
  (2.403) (2.115) (2.617) (2.446) 

Entrepreneur  3.064 2.004 3.639 3.334 
  (2.422) (3.838) (2.727) (3.090) 

Retired  1.346 1.311 1.786 2.702 
  (2.376) (1.842) (2.382) (2.309) 
      

House PCA      

Second decile  4.678* 3.950* 3.798* 3.661 
  (2.651) (2.336) (2.271) (3.112) 

Third decile  3.046 2.840 3.035 1.976 
  (2.155) (2.044) (2.532) (2.928) 

Fourth decile  8.047*** 7.434*** 7.602*** 7.340** 
  (2.262) (2.095) (2.149) (3.117) 

Fifth decile  5.409** 4.597** 5.309** 3.640 
  (2.256) (2.300) (2.199) (3.178) 

Sixth decile  8.510*** 7.203*** 7.470*** 7.013** 
  (2.193) (2.085) (2.120) (3.070) 

Seventh decile  5.824*** 4.832** 5.060** 5.113 
  (2.184) (2.162) (2.107) (3.193) 

Eighth decile  9.004*** 9.039*** 8.489*** 8.153*** 
  (2.394) (2.056) (2.391) (3.111) 

Ninth decile  8.620*** 8.839*** 8.674*** 8.873*** 
  (2.038) (2.069) (2.248) (3.011) 

Tenth decile  11.904*** 12.035*** 11.952*** 11.112*** 
  (2.439) (2.246) (2.631) (3.281) 

Household size  -0.626 -0.654* -0.545 -0.486 
  (0.423) (0.396) (0.518) (0.501) 

Municipality size      

20-40 thousand inhabitants  1.162 1.062 1.065 0.836 
  (1.295) (1.374) (1.464) (1.547) 

40-500 thousand inhabitants  3.620*** 3.198*** 3.337** 3.310** 
  (1.150) (1.191) (1.531) (1.550) 



More than 500 thousand inhabitants  1.282 1.245 0.715 -1.669 
  (2.874) (2.737) (2.719) (3.380) 

Student  
 -2.855*** -2.794*** -2.977*** 

  
 (0.677) (0.702) (0.725) 

Worked under age 20   -1.186 -1.177 -1.072 
   (0.956) (0.970) (1.050) 

Migrated   4.577*** 4.909** 5.066*** 
   (1.593) (2.109) (1.845) 

Marital status      

Not married   2.650** 2.557** 2.704** 
   (1.182) (1.043) (1.101) 

Separated/divorced   -2.891 -1.683 -0.154 
   (7.629) (4.710) (5.619) 

Job status      

Employed   -0.489 -0.505 -0.806 
   (0.633) (0.621) (0.675) 

Self employed   -0.349 -0.283 -0.600 
   (0.882) (0.835) (0.903) 

Unemployment (t0)    0.184  

    (0.218)  

GDP growth rate (t0)    0.000  

    (0.000)  

Unemployment (t1)     0.023 
     (0.175) 

GDP growth rate (t1)     0.130 
     (0.177) 

Male -4.221*** -4.435*** -4.737*** -4.453*** -4.073*** 
 (1.052) (0.848) (0.997) (1.053) (1.118) 

Age 6.074*** 5.497*** 5.913*** 5.903*** 6.312*** 
 (1.826) (1.725) (1.893) (1.884) (2.037) 

Age squared -0.091*** -0.084*** -0.089*** -0.091*** -0.097*** 
 (0.030) (0.029) (0.031) (0.031) (0.033) 

Constant -111.718*** -107.592*** -120.677*** -125.243*** -121.031*** 
 (28.465) (27.288) (30.778) (32.365) (33.192) 
      

Observations 1,961 1,929 1,928 1,928 1,824 

Number of id 918 907 907 907 854 

Note: Dependent variable Dummy Graduated; RE panel logit estimation with robust standard errors in 
parentheses; C.I. *** p<0.01; ** p<0.05; * p<0.1; All models include year, birth region and cohort dummies; 
Omitted category for Household head occupation "unemployed", for House PCS "first decile", Municipality size 
"less than 20,000 inhabitants", Marital status "Married", Job status "Unemployed". 

 

 

 
 
 
 



Table 2.1. The negative effect of IoP and PB on the probability to have a master degree. Marginal 
effects 

  (1) (2) (3) (4) 

          

High Inequality of Opportunity (IoP) 0.051 0.067 0.061 0.070 
 (0.039) (0.042) (0.058) (0.048) 

High Parental Background (PB) 0.025 0.023 0.028 0.031 
 (0.035) (0.033) (0.035) (0.036) 

High IoP*High PB -0.127*** -0.119** -0.129** -0.129** 
 (0.048) (0.051) (0.054) (0.054) 
     

Observations 1,929 1,928 1,928 1,824 

Student, Work <20, Migrated No Yes Yes Yes 

Job and Marital status No Yes Yes Yes 

NUTS3 economic variables t-1 No No Yes No 

NUTS3 economic variables t No No No Yes 

Note: Dependent variable Dummy Graduated; Marginal effects after RE panel logit estimation with robust 
standard errors in parentheses; C.I. *** p<0.01; ** p<0.05; * p<0.1; All models include Adolescence control 
variables and year, birth region and cohort dummies. Omitted category for Household head occupation 
"unemployed", for House PCA "first decile", Municipality size "less than 20,000 inhabitants", Marital status 
"Married", Job status "Unemployed". 

 
 

 

Table 3. The positive effect of IoP and PB on the probability to have be out of course. 

  (1) (2) (3) (4) (5) 

            

High Inequality of Opportunity (IoP) 0.251 0.389 -0.017 -0.173 -0.028 
 (0.364) (0.483) (0.527) (0.540) (0.536) 

High Parental Background (PB) 0.712*** -0.017 0.037 0.092 0.042 
 (0.229) (0.330) (0.361) (0.369) (0.375) 

High IoP*High PB  0.815 1.688*** 1.665*** 1.720*** 
  (0.569) (0.631) (0.636) (0.642) 

Household head educated  0.918*** 0.158 0.169 0.134 
  (0.291) (0.323) (0.330) (0.335) 

Household head occupation      

Blue collar  0.996* 0.940 0.873 1.107* 
  (0.576) (0.623) (0.630) (0.654) 

White collar  0.857 0.581 0.551 0.841 
  (0.554) (0.599) (0.604) (0.633) 

Self-employed  0.606 0.793 0.775 1.030 
  (0.607) (0.656) (0.664) (0.689) 

Entrepreneur  0.883 0.813 0.786 1.045 
  (0.770) (0.837) (0.846) (0.862) 

Retired  0.066 -0.155 -0.156 0.259 
  (0.602) (0.652) (0.659) (0.688) 
      

House PCA      



Second decile  0.315 -0.078 -0.069 -0.125 
  (0.701) (0.747) (0.764) (0.771) 

Third decile  -1.035 -1.149 -1.130 -1.121 
  (0.683) (0.729) (0.738) (0.743) 

Fourth decile  -0.515 -1.200* -1.192* -1.153 
  (0.652) (0.707) (0.715) (0.730) 

Fifth decile  -0.472 -0.976 -0.963 -0.986 
  (0.682) (0.736) (0.745) (0.753) 

Sixth decile  -0.167 -0.730 -0.665 -0.746 
  (0.648) (0.700) (0.709) (0.714) 

Seventh decile  -0.672 -1.011 -1.059 -0.976 
  (0.649) (0.692) (0.706) (0.715) 

Eighth decile  0.026 -0.601 -0.632 -0.769 
  (0.641) (0.694) (0.708) (0.718) 

Ninth decile  -0.207 -1.009 -0.979 -1.068 
  (0.623) (0.671) (0.679) (0.688) 

Tenth decile  0.037 -0.851 -0.822 -1.021 
  (0.673) (0.731) (0.740) (0.759) 

Household size  -0.092 -0.045 -0.073 -0.029 
  (0.144) (0.158) (0.161) (0.163) 

Municipality size      

20-40 thousand inhabitants  0.290 0.304 0.372 0.225 
  (0.381) (0.418) (0.425) (0.434) 

40-500 thousand inhabitants  0.003 -0.332 -0.317 -0.389 
  (0.318) (0.349) (0.354) (0.360) 

More than 500 thousand inhabitants  -1.129* -0.950 -0.932 -0.658 
  (0.629) (0.676) (0.680) (0.741) 

Education attained      
Undergraduate   5.457*** 5.487*** 5.403*** 

 
  (0.632) (0.636) (0.649) 

Graduated   3.603*** 3.640*** 3.695*** 
 

  (0.380) (0.385) (0.396) 

Post graduate   -0.804 -0.794 -0.657 
 

  (0.805) (0.811) (0.816) 

Still in education  
 -0.226 -0.264 -0.166 

  
 (0.341) (0.345) (0.346) 

Worked under age 20   1.117** 1.137** 1.360** 
   (0.556) (0.560) (0.578) 

Migrated   0.973 1.009 0.976 
   (0.665) (0.672) (0.672) 

Marital status      

Not married   0.634 0.619 0.614 
   (0.549) (0.557) (0.558) 

Separated/divorced   2.118 2.194 2.359 
   (1.774) (1.804) (2.251) 

Job status      

Employed   -0.882*** -0.890*** -0.850*** 
   (0.280) (0.283) (0.287) 

Self employed   -1.078*** -1.145*** -1.067** 



   (0.417) (0.423) (0.425) 

Unemployment (t0)    -0.126  

    (0.091)  

GDP growth rate (t0)    -0.084  

    (0.119)  

Unemployment (t1)     -0.170* 
     (0.096) 

GDP growth rate (t1)     -0.059 
     (0.086) 

Male 0.200 0.006 0.503* 0.529* 0.507* 
 (0.221) (0.244) (0.274) (0.277) (0.281) 

Age 2.928*** 3.125*** 2.806*** 2.943*** 2.983*** 
 (0.624) (0.851) (0.946) (0.958) (0.970) 

Age squared -0.046*** -0.050*** -0.045*** -0.047*** -0.047*** 
 (0.011) (0.014) (0.016) (0.016) (0.016) 

Constant -46.057*** -48.857*** -43.190*** -44.235*** -46.113*** 
 (9.275) (12.982) (14.443) (14.658) (14.814) 
      

Observations 1,787 1,421 1,421 1,410 1,369 

Number of id 834 688 688 682 656 

Note: Dependent variable dummy Out of course 1/0; RE panel logit estimation with robust standard errors in 
parentheses; C.I. *** p<0.01; ** p<0.05; * p<0.1; All models include year, birth region and cohort dummies; 
Omitted category for Household head occupation "unemployed", for House PCA "first decile", Municipality 
size "less than 20,000 inhabitants", Education attained "High school", Marital status "Married", Job status 
"Unemployed". 

 

 
Table 3.1. The positive effect of IoP and PB on the probability to have be out of course. Marginal 
effects 

  (1) (2) (3) (4) 

          

High Inequality of Opportunity (IoP) 0.052 -0.002 -0.018 -0.003 
 (0.064) (0.055) (0.056) (0.056) 

High Parental Background (PB) -0.002 0.004 0.010 0.004 
 (0.044) (0.038) (0.038) (0.039) 

High IoP*High PB 0.109 0.177*** 0.173*** 0.179*** 
 (0.075) (0.065) (0.065) (0.065) 
     

Observations 1,421 1,421 1,410 1,369 

Student, Work <20, Migrated No Yes Yes Yes 

Education attained No Yes Yes Yes 

Job and Marital status No Yes Yes Yes 

NUTS3 economic variables t-1 No No Yes No 

NUTS3 economic variables t No No No Yes 

Note: Dependent variable dummy Out of course 1/0; Marginal effects RE panel logit estimation with robust standard 
errors in parentheses; C.I. *** p<0.01; ** p<0.05; * p<0.1; All models include Adolescence control variables, year, 
birth region and cohort dummies;  

 

 



Table 4. The negative effect of IoP and PB on years of work experience. 

  (1) (2) (3) (4) (5) 

            

High Inequality of Opportunity (IoP) 0.481 0.967* 0.846** 0.936*** 0.844** 
 (0.425) (0.514) (0.349) (0.354) (0.357) 

High Parental Background (PB) -0.773*** 0.532 0.343 0.317 0.271 
 (0.253) (0.346) (0.234) (0.237) (0.250) 

High IoP*High PB  -0.957 -0.998** -0.996** -0.968** 
  (0.631) (0.429) (0.430) (0.439) 

Household head educated  -1.712*** -0.646*** -0.707*** -0.599** 
  (0.322) (0.225) (0.227) (0.233) 

Household head occupation      

Blue collar  -0.334 -0.133 -0.142 -0.169 
  (0.543) (0.367) (0.368) (0.384) 

White collar  -1.196** -0.087 -0.079 -0.239 
  (0.559) (0.382) (0.383) (0.401) 

Self-employed  -0.858 -0.004 -0.034 -0.243 
  (0.601) (0.407) (0.409) (0.431) 

Entrepreneur  -0.368 0.466 0.434 0.323 
  (0.767) (0.512) (0.515) (0.527) 

Retired  -0.109 -0.048 -0.067 -0.205 
  (0.591) (0.399) (0.400) (0.422) 

House PCA      

Second decile  -0.501 -0.138 -0.214 -0.032 
  (0.672) (0.453) (0.462) (0.469) 

Third decile  -0.332 -0.008 0.006 0.154 
  (0.623) (0.420) (0.425) (0.435) 

Fourth decile  -0.511 0.158 0.218 0.282 
  (0.617) (0.414) (0.421) (0.432) 

Fifth decile  -0.331 -0.205 -0.244 -0.072 
  (0.652) (0.436) (0.443) (0.450) 

Sixth decile  -0.735 0.011 0.044 0.268 
  (0.623) (0.423) (0.429) (0.442) 

Seventh decile  0.148 0.558 0.613 0.861* 
  (0.623) (0.420) (0.425) (0.442) 

Eighth decile  -1.424** -0.348 -0.308 -0.160 
  (0.632) (0.431) (0.438) (0.451) 

Ninth decile  -1.542** -0.173 -0.149 0.046 
  (0.621) (0.422) (0.427) (0.440) 

Tenth decile  -1.870*** -0.557 -0.480 -0.198 
  (0.682) (0.462) (0.468) (0.486) 

Household size  0.074 0.121 0.149 0.126 
  (0.153) (0.103) (0.104) (0.106) 

Municipality size      

20-40 thousand inhabitants  -0.347 -0.275 -0.291 -0.136 
  (0.381) (0.256) (0.257) (0.268) 

40-500 thousand inhabitants  -0.392 -0.240 -0.267 -0.125 
  (0.335) (0.225) (0.225) (0.235) 

More than 500 thousand inhabitants  -1.345* -0.978** -0.944* -1.223** 



  (0.717) (0.494) (0.494) (0.604) 

Education attained      
Secondary school   1.102 1.105 0.491 

 
  (0.811) (0.813) (0.889) 

Professional school   0.609 0.627 0.155 

   (0.839) (0.841) (0.915) 

High school   0.642 0.660 0.140 
 

  (0.811) (0.812) (0.881) 

Undergraduate   -1.619* -1.627* -2.209** 

   (0.873) (0.874) (0.942) 

Graduated   -2.466*** -2.437*** -3.054*** 
 

  (0.834) (0.836) (0.903) 

Post graduate   -2.659*** -2.603*** -3.215*** 

   (0.944) (0.946) (1.008) 

Still in education  
 -0.405 -0.408 -0.439 

  
 (0.498) (0.500) (0.504) 

Worked under age 20   4.937*** 5.032*** 5.073*** 
   (0.215) (0.219) (0.224) 

Migrated   0.549 0.612 0.666 
   (0.511) (0.511) (0.529) 

Marital status      

Not married   -0.648** -0.638** -0.541* 
   (0.305) (0.306) (0.314) 

Separated/ divorced   -2.014** -2.042** -2.834*** 
   (1.016) (1.016) (1.090) 

Job status      

Employed   -0.078 -0.077 -0.131 
   (0.209) (0.212) (0.215) 

Self employed   -0.686** -0.731*** -0.791*** 
   (0.270) (0.273) (0.275) 

Unemployment (t0)    0.067  

    (0.058)  

GDP growth rate (t0)    0.129*  

    (0.077)  

Unemployment (t1)     -0.085 
     (0.067) 

GDP growth rate (t1)     -0.035 
     (0.054) 

Male 0.929*** 0.945*** -0.064 -0.076 -0.077 
 (0.250) (0.268) (0.187) (0.188) (0.195) 

Age -1.064** -0.442 0.118 0.138 0.202 
 (0.515) (0.696) (0.584) (0.588) (0.593) 

Age squared 0.030*** 0.020* 0.010 0.010 0.009 
 (0.009) (0.011) (0.010) (0.010) (0.010) 

Constant 12.879 4.901 -5.711 -7.024 -3.264 
 (7.935) (10.928) (9.057) (9.144) (9.430) 
      

Observations 1,553 1,291 1,291 1,276 1,208 

Number of id 773 674 674 667 631 



Note: Dependent variable Years of work experience; RE panel OLS estimation with robust standard errors in 
parentheses; C.I. *** p<0.01; ** p<0.05; * p<0.1; All models include year, birth region and cohort dummies; 
Omitted category for Household head occupation "unemployed", for House PCA "first decile", Municipality size 
"less than 20,000 inhabitants", Education attained "Primary school", Marital status "Married", Job status 
"Unemployed". 

 

Table 4.1. The negative effect of IoP and PB on years of work experience. Marginal effects. 

  (1) (2) (3) (4) 

          

High Inequality of Opportunity (IoP) 0.967* 0.846** 0.936*** 0.844** 
 (0.514) (0.349) (0.354) (0.357) 

High Parental Background (PB) 0.532 0.343 0.317 0.271 
 (0.346) (0.234) (0.237) (0.250) 

High IoP*High PB -0.957 -0.998** -0.996** -0.968** 
 (0.631) (0.429) (0.430) (0.439) 
     

Observations 1,553 1,291 1,291 1,276 

Student, Work <20, Migrated No Yes Yes Yes 

Education attained No Yes Yes Yes 

Job and Marital status No Yes Yes Yes 

NUTS3 economic variables t-1 No No Yes No 

NUTS3 economic variables t No No No Yes 

Note: Dependent variable Years of work experience; Marginal effects after RE panel OLS estimation with robust 
standard errors in parentheses; C.I. *** p<0.01; ** p<0.05; * p<0.1; All models include Adolescence control 
variables, year, birth region and cohort dummies. 

 

 

Table 5. The role of parental occupation and parental education 

  Graduated 
Out of 
course 

Work 
experience 

Graduated 
Out of 
course 

Work 
experience 

 (1) (2) (3) (4) (5) (6) 

        

High Inequality of Opportunity (IoP) 0.065* 0.065 0.272 0.048 0.041 0.246 
 (0.039) (0.057) (0.355) (0.039) (0.057) (0.354) 

HH-head entrepreneur or white collar 0.067 0.081 0.312    

 (0.086) (0.088) (0.523)    

High IoP*HH-head entrep. or W.C. -0.097** 0.019 0.520    

 (0.049) (0.064) (0.432)    

Educated HH-head    0.221*** 0.001 -0.807*** 
    (0.030) (0.038) (0.245) 

High IoP*Educated HH-head    -0.062 0.070 0.609 
    (0.046) (0.065) (0.441) 
       

Observations 1,928 1,421 1,291 1,928 1,421 1,291 

Student, Work <20, Migrated Yes Yes Yes Yes Yes Yes 

Education attained Yes Yes Yes Yes Yes Yes 

Job and Marital status Yes Yes Yes Yes Yes Yes 

Note: Marginal effects after logit panel random effects estimation in columns 1, 2, 4 and 5. Marginal effects after OLS 
panel random effects estimation in columns 3 and 6; Robust standard errors in parenthesis; C.I. *** p<0.01; ** p<0.05; 
* p<0.1; All models include Adolescence control variables, year, birth region and cohort dummies. 



 

Table 6. Robustness check. DFBETA. 

Omitted region Graduated Out of course Work experience 

  Observations DFBETA Observations DFBETA Observations DFBETA 

       

Piemonte 1,824 0.362 1,369 0.012 1,206 -0.136 

Lombardia 1,803 0.187 1,321 0.012 1,194 -0.050 

Trentino Alto Adige 1,897 0.330 1,398 -0.086 1,265 0.141 

Veneto 1,824 0.215 1,348 -0.296 1,198 0.153 

Friuli Venezia Giulia 1,869 0.403 1,367 0.081 1,244 -0.464 

Liguria 1,901 0.695 1,396 0.013 1,272 0.016 

Emilia-Romagna 1,722 0.033 1,261 0.056 1,124 -0.321 

Toscana 1,821 0.201 1,341 -0.101 1,211 -0.147 

Umbria 1,860 0.336 1,365 0.108 1,230 -0.038 

Marche 1,844 -0.013 1,355 -0.116 1,229 0.077 

Lazio 1,811 -0.731 1,334 0.025 1,207 0.513 

Abruzzo 1,867 0.204 1,363 -0.148 1,256 0.140 

Molise 1,910 -0.166 1,311 -0.799 1,279 0.166 

Campania 1,786 -0.765 1,318 0.773 1,211 0.331 

Puglia 1,780 -0.642 1,388 -0.197 1,187 -0.534 

Basilicata 1,885 0.178 1,388 -0.177 1,266 0.208 

Calabria 1,824 0.084 1,334 0.031 1,261 0.008 

Sicilia 1,687 0.038 1,268 0.493 1,197 -0.172 

Sardegna 1,789 0.845 1,320 0.301 1,201 0.058 

Note: The table reports the DFBETA test for the coefficient of the interaction term High IoP*High PB of the 
models in column 3 of Table 2 (graduated), Table 3 (out of course), and Table 4 (work experience). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 6. Share of graduated, out of course, and average work experience, by IoP and macro-
area 
Panel A 

  
Panel B  

  
Panel C 

  
Note: Our elaboration based on SHIW data, 2004-2016. Black bars are for high parental background: household 
income in top 30%, white bars are for low parental background: household income in bottom 70%. I quartile: IoP 
< 4%; IV quartile: IoP >9.5%. Panel A: share of graduated, bachelor or master, in the age range 26-35, by parental 
background at age 18 and IoP, left, and by parental background at age 18 and macro-area, right. Panel B: share of 
out of course students, in the age range 26-35, by parental background at age 18 and IoP, left, and by parental 
background at age 18 and macro-area, right. Panel C: average years of work experience in the age range 26-35, by 
by parental background at age 18 and IoP, left, and by parental background at age 18 and macro-area, right. 

 

 

 



Table 7. Robustness check. Bootstrap estimation. Marginal effects 

  Graduated Out of course Work experience 

        

High Inequality of Opportunity (IoP) 0.064 -0.002 0.849*** 
 (0.039) (0.055) (0.301) 

High Parental Background (PB) 0.025 0.004 0.348** 
 (0.030) (0.038) (0.178) 

High IoP*High PB -0.112** 0.177*** -1.017*** 
 (0.051) (0.065) (0.374) 
    

Observations 1,928 1,421 1,291 

Student, Work <20, Migrated Yes Yes Yes 

Education attained Yes Yes Yes 

Job and Marital status Yes Yes Yes 

Note: Marginal effects after bootstrap estimation with 500 repetitions of models in column 3 of Table 2 
(graduated), Table 3 (out of course), and Table 4 (work experience); C.I. *** p<0.01; ** p<0.05; * p<0.1; All models 
include Adolescence control variables, year, birth region and cohort dummies. 
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ABSTRACT 
 
A growing number of studies have found significant effects of inflows of migrants on electoral 
outcomes. However, the role of perceived immigration, which in many European countries is above 
official migration statistics, is overlooked. This paper investigates the effects of perceived threat of 
immigration on voting behavior, by looking at whether local elections in Italy were affected by sea 
arrivals of refugees before the election day. While, upon arrival, refugees cannot freely go to the 
destination municipality, landing episodes were discussed in the media especially before the 
elections, thereby influencing voters’ perceptions about the arrivals. We develop an index of exposure 
to arrivals that varies over time and across municipalities depending on the nationality of the incoming 
refugees. This index captures the impact of perceived immigration on voting behavior, on top of the 
effects of real immigration as proxied for by the stock of immigrants and the presence of refugee 
centers. Results show that, in municipalities where refugees are more expected to arrive, participation 
decreases, whereas protest votes and support for extreme-right, populist and anti-immigration parties 
increase. Since these effects are driven by areas with fast broadband availability, we argue that anti-
immigration campaigns played a key role. 
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1. INTRODUCTION 

Recent national and European Parliament elections across European countries have shown increasing 

support for far-right and right-wing populist political parties, calling for a rise of nationalism in 

Europe (e.g. Guiso et al. 2017 and 2018). This political scenario has been exacerbated by the refugee 

crisis that occurred in the last few years when thousands of migrants arrived on the Greek and Italian 

coasts as well as at the borders of Germany, Austria and Hungary. As migration became a key issue 

in the political debate, support to populist and nationalist parties raised. An interesting, yet overlooked 

issue is to what extent the rise of anti-immigration and populist right-wing parties results from 

(mis)perceptions of immigration, likely induced by biased news and anti-immigration campaigns, 

rather than real exposure to (i.e. contact with) migrants.  

In many European countries, the perceived presence of immigrants does not match with the 

data. This is true especially in Italy, where over-estimation of the number of immigrants living in the 

country is among the highest in Europe1. In addition, while in official statistics the actual number of 

migrants landed in the ports of Italy, Greece and Spain peaked only in October 2015 and declined 

soon after to its pre-2015 level (UNHCR data, 2018), inflow of immigrants continues to populate the 

political debate and to influence the public opinion. The frequency of articles in Italian newspapers 

containing the words “immigrant(s)” and “crime(s)” raised considerably since 2016, whereas refugee 

arrivals decreased and crime rates remained constant. Furthermore, Eurobarometer data suggest that 

immigration and terrorism are still the main concerns among European citizens, whereas economy, 

finance and unemployment have gradually lost importance since 2011. Not surprisingly, natives in 

Germany, France, Italy, and the UK on average believe that there are between two and three times as 

many immigrants as there are in reality (Alesina et al. 2018).  

This paper focuses on the role of perceived immigration in political competitions. We depart 

from previous studies based on real immigration statistics (e.g. Dustmann et al. 2018; Steinmayr 

2019; Edo et al. 2019), and test whether and how the sea-arrival of refugees before the local elections 

shaped Italians’ voting behavior. While, upon arrival, refugees could not freely go to the destination 

municipality, landing episodes were largely discussed in the media before the elections, thereby 

influencing voters’ perceptions about the arrivals. Our focus is on local elections in Italy, which ranks 

among the first countries in Europe not only for over-estimation of immigrants, but also for the rise 

of populist parties (42 percentage points from 2008 to 2018). Moreover, Italy, jointly with UK and 

France, is in the bloc of countries where right-wing and populist groups did best in the EU elections 

in 2019. 

                                                
1 Source: Integration of immigrants in the European Union – Eurobarometer (2018). 
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Our main hypothesis is that, rather than the presence of migrants itself, the perceived threat of 

(and anxiety about) an inflow of refugees significantly contributed to the decline in turnout and the 

increase in protest, extreme right-wing and populist votes that has occurred in Italy from 2010 to 

2018. Voting preferences, we argue, were gradually shaped not much by the overall share of (regular) 

immigrants, but, rather, by negative perceptions associated with the inflow of refugees. Arrival 

episodes gained importance in the media especially before the elections, and were used by far-right 

parties to represent immigration as a threat for natives. As a consequence, salience of immigration 

and misperceptions about the severity of the inflows increased, especially where refugees were more 

expected to arrive, and independently from the stock of immigrants residing in the city.  

To assess the impact of perceived immigration on electoral outcomes, we rely on official data 

on the arrivals of refugees at Italian ports and exploit variation in the nationality composition of the 

incoming boats, which is (reasonably) exogenous to the local electoral cycle. Thus, we build an index 

of exposure that varies by municipality and over time: it weights the number of arriving nationalities 

by time-distance from the (exogenously determined) election day as well as by the share of co-

nationals residing in each municipality. Since, after disembarking, refugees cannot freely and 

immediately reach the desired destination, our index captures the increased salience (and perceived 

threat) of immigration due to arrival episodes occurred in the weeks preceding the elections. As a 

matter of fact, voters located far away from the main ports of arrival could know about the refugee 

inflow only through the media. News and public discussions about the arrivals could therefore 

increase perception of immigration to a larger (lower) extent where refugees are more (less) expected 

to go after landing, i.e. in municipalities with a high (low) share of regular migrants having the same 

nationality as that of the arriving refugees.  

We use data on Italian municipal elections from 2010 to 2018, and consider only 

municipalities that voted twice in this time window. We perform first-differences estimates to net out 

municipality fixed effects, and control for time-varying factors that may interact with migration 

inflows and electoral outcomes, i.e. the presence of centers for refugees and asylum seekers, and 

demographic and economic characteristics of the municipalities. Conditional on the share of regular 

migrants residing in the municipality and proximity to refugee centers, both capturing real exposure 

to migration, our reduced-form strategy provides estimated impact of perceived migration on changes 

in electoral outcomes. We consider five outcomes separately: turnout, share of protest votes, and 

share of votes for anti-immigration, populist and extreme-right parties.        

Our results show that the increase in perceived exposure to arrivals significantly predicts the 

negative trend in turnout that Italian municipalities experienced in the last years. It also explains the 

recent rise in protest and populist votes, as well as the increased consensus gathered by anti-
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immigration and extreme-right parties. As expected, these effects are mainly driven by voters in 

municipalities with wider access to informal media, as proxied for by broadband diffusion; in 

contrast, voters in municipalities with high newspaper circulation do not react to the arrival episodes 

before the elections. This finding is consistent with previous studies, which attribute a sizeable part 

of the rise in populism in Italy to use of internet as main source of political information (Campante et 

al. 2018; Shaub and Morisi 2019). 

The rest of the paper is structured as follows. Section 2 sets the stage for the empirical analysis 

by discussing misperceptions of migration and the rise of populism, jointly with the institutional and 

political context. Section 3 discuss the related literature, while Section 4 presents the variables used 

in the analysis, the data sources and provides descriptive statistics. Section 5 introduces the empirical 

model. Section 6 shows our baseline results while in Section 7 we show robustness checks and various 

tests for heterogeneity, which allow to shed lights on the main mechanisms behind our findings. 

Section 8 concludes. 

 

 

2. BACKGROUND  

2.1 MISPERCEPTION OF MIGRATION AND POPULISM  

European countries have recently witnessed an increase in the share of votes for far-right and right-

wing populist political parties. The Freedom Party in Austria (26%), the Swiss People’s Party in 

Switzerland (29%), the Northern League in Italy (17.4%), Vox in Spain (10.3%), the Danish People’s 

Party in Denmark (21%), Fidesz in Hungary (49%) are few examples of national parties that have 

increased consistently their percentage of votes in the most recent national elections2. The last 

European elections have seen nationalist and far-right parties across Europe increasing their political 

power (especially in Italy, France and United Kingdom) as well as their chances to promote radical 

anti-euro and anti-immigration policies.  

As far as Italy is concerned, the leader of Northern League (the deputy Prime Minister, Matteo 

Salvini) spearheaded the new government's anti-immigration stance, turning away humanitarian 

rescue ships from Italian ports. His party has had a long Eurosceptic reputation, and a number of its 

candidates for the European elections want to leave the eurozone. The arrivals of refugees to European 

countries has exacerbated such political scenario up to the point that Italian government wants to 

abolish key forms of protection for migrants, suspend the refugee application process of those who 

are considered socially dangerous or who have been convicted of a crime, and make it easier for the 

latter to be deported. 

                                                
2 https://www.bbc.com/news/world-europe-36130006. 
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 Although countries are still struggling to absorb migrants’ sea arrivals, migration to Europe is 

going down sharply, whereas the perception that it represents a real crisis is not. In the last years, the 

actual number of arrivals is back to its pre-peak level, which has been reached in late 20153. Indeed, 

according to the European Border and Coast Guard Agency, an estimated 150,000 people entered the 

European Union through irregular crossings in 2018; yet this number represents the lowest total since 

2013 and it is 92% below the peak recorded during the 2015 crisis4. Nevertheless, the politics of 

migration still presents Europe as a continent under siege from migrants, even though the numbers 

depicts a very different picture. For instance, the far-right prime minister of Hungary claimed “we 

have failed to defend ourselves against the migrant invasion”5, the Czech prime minister said “there 

are 700,000 illegal migrants – they need to go home” 6, the German interior minister has threatened 

to turn back refugees at his country’s southern border and wants to close borders7, and Italy’s deputy 

prime minister and interior minister (also leader of the Northern League) tweeted that the ports have 

been (and remain) closed8. 

This strategy seems to have reached the awaited consequences as Europeans appear more 

concerned about immigration than about any other social challenge. In facts, the inflow of immigrants 

as measured in official records does not often match with subjective estimates of the citizens, which 

tend to respond to the political debate on migration in the months preceding elections. Official 

statistics show that, in comparison with other European Union (EU) citizens, Italians have the most 

biased perceptions ---they over-estimate the share of immigrants living in their country by 18 

percentage points (Figure 1). This is not only an Italian issue, since EU respondents, on average, over-

estimate the proportion of immigrants in their country by about 10 percentage points. Lack of 

knowledge about migration could be one of the reasons behind these biased beliefs: when asked how 

much they were informed about immigration and integration issues, 62% of Italians answered either 

that they were not at all or not informed, two percentage points above the EU-28 average9. Indeed, 

the little is known about a key topic in the political debate, the higher is the scope for political parties 

to influence voters’ behavior.  

 

                                                
3 According to the island of Lampedusa’s mayor (one of the southernmost point of Italy and therefore among the main 
front line of the crisis), “the number of arrivals has dramatically reduced” such that the place is now as “quietest it’s been 
since 2011” (https://www.nytimes.com/interactive/2018/06/27/world/europe/europe-migrant-crisis-change.html). 
4 See also https://www.bbc.com/news/world-europe-46764500 
5 https://www.kormany.hu/en/the-prime-minister/the-prime-minister-s-speeches/prime-minister-viktor-orban-s-speech-
at-a-conference-held-in-memory-of-helmut-kohl. 
6 https://www.theguardian.com/world/2018/oct/25/europe-migrants-need-to-go-home-says-czech-prime-minister 
7 https://www.nytimes.com/2018/06/15/world/europe/germany-merkel-migrants-bavaria-seehofer.html 
8 https://twitter.com/matteosalvinimi/status/1107755836259139585 
9 Source: Integration of immigrants in the European Union – Eurobarometer (2018). 
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[Figure 1 around here] 

 

In this paper, we argue that voting preferences are not so much shaped by the overall share of (regular) 

immigrants, but, rather, by the expectation of refugees’ inflows, as boosted by news announcing 

arrival episodes (and by the following public debate). These episodes were, in facts, largely discussed 

in formal and informal media before the elections. Google Trends statistics show that the frequency 

of searches of a migration-related topic in Italy tend to follow the electoral cycle (Figure 2)10. Google 

searches containing the Italian words “Sbarchi” (boat landings) or “Migranti” (migrants) seem also 

to mirror the distribution of the actual arrivals, rising substantially in the month preceding or during 

the elections, and decreasing thereafter. Data on joint occurrences of the words “Immigrati/o” 

(immigrant/s) and “Reato/i” (crime/s) in Italian newspapers underlines a gradual mismatch between 

perceptions and reality: the frequency of these words display an increasing trend, especially after 

2016; however, refugee arrivals started to decline in 2016, while the number of immigrant’s and 

native’s crimes remained constant for the entire period considered (Figure 3).  

Misperceptions of immigrants, likely induced by anti-immigration campaigns spread out in 

the media, might have therefore played a non-negligible role in electoral outcomes. From a 

descriptive perspective, countries with the largest share of citizens showing biased estimates of 

migration are also those in which populist parties have obtained the highest share of votes between 

2008 and 2018 (Figure 4). Interestingly, Italy ranks among the first EU countries not only for over-

estimation of immigrants, but also for the rise of populist parties, i.e. from around 8% in 2008 to 

almost 50% in 2018. Greece, Spain, France, Hungary, Czech Republic are other cases in which 

misperception of migrants and support to national parties are both at high levels. 

 

[Figures 2, 3 and 4 around here] 

 

While informative, this descriptive evidence does not allow to trace a causal link between 

misperceptions of migration and political outcomes. Our paper contributes in this direction by 

exploiting (plausible) exogenous variation in the distribution of nationalities in the landing episodes 

preceding the predetermined election day. 

 

2.2 INSTITUTIONAL AND POLITICAL CONTEXT  

                                                
10 Google Trends gives a 0–100 index of interest over time of a given word or phrase, compared to the total number of 
Google searches done during that time. 
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Since our study relies on data on Italian municipal elections held from 2010 to 2018, we provide in 

this section a brief description of the institutional background of the country. 

The municipal level of government in Italy includes over 8,000 authorities. The average 

population size is around 7,000 inhabitants, and the number of cities above 100,000 inhabitants is 

only around 40; just two of them exceed one million residents, with more than half localities having 

less than 3,000 residents.  

Elections for municipal governments (local council and mayor) take place every five years, 

with direct election of the mayor in a single or dual ballot depending on resident population size. 

Cities with more than 15,000 inhabitants have a runoff stage among the two most voted candidates if 

none of them collects more than 50% of the votes in the first stage. Voters can express a vote for a 

mayor candidate as well as for a councilor candidate. Two thirds of the council seats are assigned to 

the councilor candidates that are typically grouped in a list supporting the mayor that is elected. 

Voting is formally mandatory for all citizens aged above 18, yet no sanctions exist for abstainers.  

The electoral schedule across the country is staggered ---several elections occurred in the years 

considered in this paper and, more importantly, not all the municipalities vote in the same year and 

at the same time11. This feature allows us also to take into account how salience of migration varies 

according to the time distance between the date of the landing episodes and the date of local elections.  

At national level, in the last two decades in Italy there were five parliamentary national 

elections, i.e. in 2001, 2006, 2008, 2013 and 2018. Two of them (2001 and 2006) were won by the 

center-right coalition, headed by Mr. Silvio Berlusconi, while the third round (2008) was, instead, 

won by the center-left coalition, headed by Mr. Romano Prodi. In the fourth round (2013), the Centre-

Left Democratic Party led by social democrat Pier Luigi Bersani emerged as the Italian voters’ first 

choice. The Centre-Right alliance, led by Mr. Silvio Berlusconi was the second-most preferred party. 

An important feature of this election term was the electoral success of the populist party “Five Star 

Movement”, which ranked third in the election.  

Finally, in 2018 Italy voted for the first time with a new electoral law, passed by Parliament 

in the autumn of 2017. The Five Star Movement was the most voted party, while the center-right 

alliance was the most voted coalition. Within this coalition, the Northern League (“Lega Nord”) 

received the largest share of votes. This party started as a regionalist party in the ‘90s, with a political 

agenda focused on fiscal federalism and political autonomy of the Italian northern regions. At the 

                                                
11 The exact day of the election is chosen each year by decree of the Minister of Internal Affairs among all Sundays in the 
period 15 April to 15 June and it is the same for all municipalities that are in the election year. Usually municipal elections 
are held every five years to replace the mayor, the municipal government and the council. The only case in which a 
municipality votes with a different schedule is in the case the mayors, or at least half of the councilors, resign before the 
end of the term. Early termination can be also due to a dissolution for suspected mafia presence in the council, merging 
with other municipalities and other violations of the law. 
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beginning of the 2000s, the party reached increasing success in the country, taking the form of a 

proper nationalist party as other national parties in Europe (e.g. National Front in France, Freedom 

Party in Austria, AfD in Germany, Danish People’s Party in Denmark, Progress Party in Norway). 

More importantly, this party is associated with anti-euro and anti-immigration campaign. Their 

leaders have repeatedly promised to expel all illegal migrants from Italy under the slogan “Italians 

first”. Along with Northern League, there are also extreme right parties, such as neo-fascist groups 

like “Casa Pound” and “Forza Nuova”, which openly revive the symbols, vocabulary and ideas of 

Mussolini-era fascism. 

 

2.3 IMMIGRATION TRENDS AND POLICIES IN ITALY 

Upon arrival, migrants receive first aid and assistance in first-level centers set up near to the main 

places of disembarkation. They are free to exit from first reception centers during the daytime, but 

they have the duty to re-enter during the night-time. The Protection System for Asylum Seekers and 

Refugees (SPRAR) centers are the second level of the reception that host refugees coming from the 

first level of reception. Allocations of asylum applicants from first-reception centers to second-level 

reception centers are managed by the Home Office through call for tenders. Municipalities that open 

a SPRAR center receive substantial fiscal grants from higher levels of government. Thus, for a 

municipal government, opening a reception center may be an investment, with benefits for the local 

economy (e.g. Gamalerio 2018)12. 

  Especially in the first-reception centers, refugees’ freedom of movement is rather restricted. 

This means that the migrants arriving at the Italian ports cannot freely circulate over the territory, and 

eventually reach their co-national fellows in other municipalities –at least not legally, and not 

immediately after the landing (upon arrival, refugees enter immediately the formal reception process). 

This legal feature allows us to restrict the analysis of voting behavior to the arrivals occurred in 

different time windows preceding the election day. For instance, when looking at the effects of the 

arrivals one month before the election day, refugees could only be expected to arrive since it is very 

unlikely that they can actually reach their co-nationals in the voting municipality soon after 

disembarking. Since landings occur mainly in the ports located in the southern regions of Sicily, 

Calabria, Puglia and Campania, it is very likely that voters living far away from these ports form their 

                                                
12 SPRAR was created in 2002 in order to establish a network of local institutions that implement reception projects for 
forced migrants. The primary objective of SPRAR is to provide support for each individual in the reception system, and 
make interventions that go beyond the simple distribution of food and housing, by also providing complementary services 
such as legal and social guidance and support in order to promote socioeconomic inclusion and integration. A fundamental 
element of those services is the temporary nature of reception, which is intended in all cases to ensure the independence 
and integration of recipients. The participation of local institutions in the network of reception projects is voluntary. 
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expectations through formal and informal media, and feel more vulnerable to immigration the higher 

is the share of migrants in their municipality having same nationality as that of the incoming refugees.   

Thus, controlling also for the share of resident migrants in the municipality and for the 

presence of SPRAR centers in the province, the effect we measure would capture expectations of 

(perceptions about) migration, instead of changes in natives’ attitudes stemming from direct 

interactions with immigrants. 

 

 

3. CLOSELY RELATED LITERATURE 

This paper is connected to different strands of literature that focus on the role of migration in shaping 

voting behavior and electoral outcomes.  

A first strand of literature is the political economy of immigration, which aims to explore 

whether immigration has a positive impact on the support for extreme-right parties and anti-

immigration policies. One way to answer these questions empirically is to relate variation in voting 

outcomes to variation in immigrants’ settlement. However, a major challenge in this strategy is that 

immigrants are not randomly allocated across electoral districts. For instance, they tend to avoid 

hostile regions, e.g. regions where citizens are likely to vote for far-right candidates, leading to a 

spurious correlation between immigration and anti-immigration votes. A recent paper by Bracco et 

al. (2018) studies the effect of far-right parties on the location choice of immigrants in Italy; they find 

that the election of Northern-League mayors discouraged immigrants from moving into a 

municipality. On the contrary, Halla et al. (2017) find no evidence that election outcomes in Austria 

drive immigrant sorting. A widespread strategy to tackle this source of endogeneity rests on 

instrumenting current immigrant stocks with historical settlement, as pioneered by Altonji and Card 

(1991)13. A common result in this literature is that immigration affects voters’ preferences, leading to 

the rise of anti-immigration parties through a variety of mechanisms, e.g. cultural diversity (Mendez 

and Cutillaz 2014; Brunner and Kuhn 2018), competition in the labor market and redistributive 

consequences (Barone et al. 2016; Halla et al. 2017; Edo et al. 2019), concerns over welfare and 

compositional amenities (Otto and Steinhard 2014; Halla et al. 2017), etc.  

Our paper investigates the issue from an alternative perspective, i.e. we assess the role of 

perceived rather than real immigration. Moreover, while most studies focus on economic migrants, 

our focus is on refugees – the group that has so dramatically entered the political debate in Europe 

                                                
13 Employing a different strategy, Harmon (2018) uses historical housing stock data in order to address the issue of 
endogenous location choices of immigrants arguing that the share of high-rise buildings in a municipality decades ago 
provides a valid instrument for the increase in ethnic diversity in more recent times, which is in turn associated with more 
votes for the extreme right. 
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and beyond. From the empirical point of view, we exploit municipality-level variation in the 

nationalities of the refugees landing to Italian coasts before the elections. Since migrants cannot freely 

decide where and when to go (neither before nor after leaving), this source of variation is reasonably 

orthogonal to the local electoral process.  

Relying on contact (Allport 1954) or conflict (Key 1949) theories, a slightly different body of 

the literature has shown that electoral outcomes are affected by proximity to refugee centers 

(Dustmann et al. 2018; Vertier and Viskanic 2018; Steinmayr 2019; Dinas et al. 2019; Hangartner et 

al. 2019), which spurs anti-immigration attitudes14. Our focus, instead, is on the role of perceived 

immigration in voting behavior; by controlling for supply of SPRAR in the province, the effect of 

exposure to arrivals we estimate is net of the confounding effect of proximity to refugees’ centers. 

Similar to Dinas et al. (2019) and Hangartner et al. (2019), we also explore the intensity to exposure 

to refugees using migrants’ boat arrivals to Italian ports. Yet, this paper differs from the 

aforementioned studies since it explores the role of “potential”, rather than “actual” contact with 

immigrants in voting behavior. In our empirical framework, the refugees’ arrivals occurring a few 

weeks before local elections do not turn into an increase in the number of migrants in the city; thus, 

there is no scope for real intergroup interactions.   

 

 

4. VARIABLES, DATA SOURCES, AND DESCRIPTIVE STATISTICS 

4.1 SOURCES OF DATA 

The main dataset results from a combination of different sources of data. The first part of the dataset 

reports electoral outcomes of all the Italian municipalities that voted twice in the period from 2010 to 

2018, with a distance of 5 years between the first and the second election. The dataset gathers 

information on the day of election, electorate and electoral turnout, blank and null ballot papers, 

number of candidate mayors and the share of votes all the parties15. We merge this information with 

data on municipality characteristics, i.e. total population, share of migrants and taxable income, which 

have been downloaded from the Italian National Statistical Institute (ISTAT)’s website.  

                                                
14 In line with the predictions of the contact theory (Allport 1954), the presence of individuals characterized by different 
backgrounds may help to reduce prejudice towards foreigners due to the intercultural interchange between communities. 
Therefore, in presence of certain conditions such as equal status of the groups, presence of common goals, cooperation 
between the groups and support of authorities, direct or mass-mediated contact with immigrants may reduce support for 
anti-immigration parties and help to improve attitudes towards migration. In these situations, the larger the fraction of 
immigrants already present in an area, the lower would be the threat natives perceive from additional immigrants, which 
would probably be reflected in less support for a far-right party. However, as suggested by the conflict theory put forward 
by (Key 1949) immigrants could be perceived, instead, as a threat to the culture of the native population, generating a 
sense of collective prejudice and disadvantage. Under these circumstances, natives living in high-immigrant areas 
perceive higher threat from additional immigrants and will be more opposed to refugee allocation, leading to an increase 
in votes for the center-right coalition and in support to political ideas less favorable to immigrants. 
15 The dataset is available from the Italian Ministry of Interior at the website: https://elezionistorico.interno.gov.it  
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The second dataset contains detailed information on immigrants’ arrivals through boat arrivals 

at Italian ports. For each landing episode, we gather information on the day and place of arrival, the 

total number of persons landed, and its composition in terms of nationalities16.   

We also collect information at province level on SPRAR. Specifically, for each year in our 

dataset, we gather information on presence of SPRAR centers across Italy and on the number of 

available beds of each center. Although the number of available beds does not faithfully represent the 

actual presence of immigrants (some of the centers might be under or overcrowded), this variable 

may nevertheless proxy for hosted refugees’ presence. This information is publicly accessible 

consulting the annual reports and documents published on the SPRAR website17.  

Along with this data, we extract information at province level (i.e. NUTS-3 level) on 

unemployment rate of the working age population (i.e. individuals aged 15 and over) and on crime 

rates (per electorate) from ISTAT18. We also collect data about the number of newspapers sold at 

province level, which is publicly provided by ADS Institute (Accertamenti Diffusione Stampa)19. To 

construct our measure of news diffusion, we consider only daily and weekly newspapers with national 

coverage20. 

The last source of data is the AGCOM website (Autorità per la Garanzia nelle 

Comunicazioni), which provides data about broadband diffusion at province level. In particular, this 

database allows us to compute the share of households at province level with an ADSL connection, 

and to group them depending on their average download speed (< 30 Mbps; <100 Mbps; >100 Mbps). 
 

4.2  THE “EXPOSURE TO ARRIVALS” INDEX 

In order to capture the effect of perceived immigration on electoral outcomes, for each municipality 

we construct an index of exposure to immigrants arrived at Italian ports. We exploit the plausibly 

exogenous match between nationalities in the boats approaching the Italian ports before the elections 

and the nationalities residing in the voting municipalities.  

First, we compute the shares of immigrants of nationality j in municipality i as the ratio 

between the number of immigrants of nationality j and the total number of immigrants in the 

municipality i. Then, as shown in equation (1) below, in the time period between the 1st of January 

                                                
16 Data have been kindly provided by Statistic Office of the Ministry of Interior - Dipartimento Libertà Civili e 
Immigrazione.  
17 www.sprar.it/pubblicazioni   
18 We compute the crime rate at province level as the ratio between the total number of crimes reported by the police in 
a given province, over the annual-regional average of the number of crimes. 
19 http://www.adsnotizie.it/_dati_certificati.asp 
20 Specifically, we extract aggregated information on the diffusion of main Italian newspapers such as il Corriere della 
Sera, La Repubblica, Il Sole 24 Ore, Il Mattino, La Stampa, Il Tempo, Il Tirreno, Il Messaggero, and Il Fatto Quotidiano. 
ADS is accessible through its website at following link http://www.adsnotizie.it/index.asp 
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and the election day, for each municipality i and for each single ship landing k, we sum up these 

shares for nationalities j of immigrants arriving in boat k that are represented also in the municipality 

i. We consider nationality j as represented in municipality i if the municipality has at least one resident 

migrant of the nationality j at the time of the landing.  

Then, for each arrival k, we sum up the number of arriving immigrants whose nationality 

matches with that in the municipality i (Immigrantsj,k), and multiply it by the sum of shares of 

immigrants with matching nationalities in that municipality (ShareImmigrantsj,k). This step is 

important for our estimation strategy since it allows to exploit within-year, across-municipality 

variation in exposure to arrivals: municipalities with a large (small) share of official migrants whose 

nationality matches with those of the incoming migrants are more (less) exposed to the arrivals. 

To take into account the time distance between the date of arrival and the date of election, we 

also weight the index by the inverse of 1 plus the logarithm of the number of days between the day 

of arrival and the day of election (WDistancek).  

The resulting index is a measure of municipal exposure to each single boat landing k occurred 

in the period preceding the election. The final exposure index is an arithmetic average of the exposure 

indices calculated for each single arrival episode k.  

In sum, our exposure index is a measure of intensity of exposure at municipal level that 

considers both the share of migrants in the municipality and the number of entrant migrants, whenever 

their nationality matches. It can be interpreted as the average number of incoming immigrants 

expected to arrive in the municipality, because of boat landings before elections. 

 

!"#$%&'(	*+,("- =
∑ 011-2345678,:8,: ∗<=43>011-2345678,?∗@A-7645B>:

C:
                    (1) 

 

We compute the index considering different time windows. In the first version we consider all the 

boat landings occurred in the period between the beginning of the year and the day of election (usually 

in May). In the second version, we restrict our attention to the 30 days before the election day. Then, 

we repeat the procedure focusing on arrivals relative to the second and third month before the election 

day, i.e. we compute the index considering all the landings that occurred between 30 and 60 days, 

and between 60 and 90 days before the election21. As a robustness check, we also calculate the index 

                                                
21 The following example clarifies the procedure. Consider 2 municipalities A and B. Municipality A has 5 immigrants of 
nationalities x, 10 y, and 5 z. Municipality B has 10 immigrants of nationalities x, 20 q, and 20 w. Suppose that, before 
the election day, there are two ships landing on the Italian coasts (1 and 2). Boat landing 1 counts 20 immigrants of 
nationality x, 30 of nationality y, and 50 of nationality q. Boat landing 2 instead is composed by 20 immigrants of 
nationality x, 20 of nationality y, 20 q and 20 w. Then, municipality A has an index of exposure equal to 33,75 (67,5/2), 
while municipality B of 51 (102/2). A possible concern this index does not directly consider the relative weight of the 
immigrant population with respect to the total population. Two municipalities with the same number and type of foreign 
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expanding the time-window so to include all landing episodes occurred 30, 60 or 90 days before the 

elections. In all the empirical specifications, we use a logarithmic transformation of the index (i.e. 

ln(1 + !"#$%&'(	*+,("-)) to account for the high frequency of values that are close to zero. 

 

4.3 ELECTORAL OUTCOMES  

Turnout and votes distribution per-type of votes are our main outcome variables. Turnout is calculated 

as the ratio between number of valid votes and the total electorate. Valid votes are computed as the 

difference between the number of people who voted, net of blank and null ballot papers. Electorate 

is the number of individuals entitled to vote.  

Distribution of votes allows us to directly observe political preferences of citizens. We group 

votes into four non-mutually exclusive categories, and compute their relative share of votes. Firstly, 

we consider protest vote, which groups together null and white votes.  

Secondly, we use anti-immigration votes (i.e. the sum of preferences expressed in favor of 

right and extreme-right parties22). To categorize anti-immigrants parties, we group together all those 

parties characterized by a strong rhetoric against immigrants and ethnic minorities, that publicly refer 

to migration flows as a concern for the national security, that aim at national borders closure, and that 

place domestic population in a position of primacy against foreign citizens23.  

Thirdly, we consider populist votes as the sum of votes in favor of populist parties. To 

distinguish between populist and mainstream parties we mainly rely on the seminal work by Van 

Kessel (2015), who classifies as populist those parties whose political ideas hinge mainly i) on the 

distinction between “the people”, referred to as the unique good part of the society, and “the elite”, 

ii) on the supremacy of the former over the latter, and iii) on motives of national sovereignty24. 

Finally, we also take into account Northern League coalition, i.e. the sum of all the votes directly 

collected by “Lega” and strictly related parties25. Different definitions of populism are discussed and 

used as further robustness checks in Section 7.5. 
 

4.4 DESCRIPTIVE STATISTICS 

Our dataset contains municipalities that voted twice in the time period between 2010-2018 at a 

distance of five years from the first to the second election. We have 2803 municipalities, for a total 

                                                
nationalities could be equally exposed even if one of the two hosts more migrants than the other in relative terms. As a 
potential remedy, we control for both the size of the electorate and the share of regular migrants residing in the 
municipality. 
22 Extreme right parties are Casapound, Forza nuova, Movimento Sociale Italiano and Alleanza Nazionale. 
23 The group includes Lega, Forza Nuova, Casa Pound, Movimento Sociale Italiano and Alleanza Nazionale 
24 Populist parties are Forza Italia, Il Popolo delle libertà, Lega and Movimento 5 Stelle.  
25 Lega list contains votes expressed for Lega, Lega Nord and Lega Padana. 
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of 5606 observations. From 2010 to 2018, Italy has been intensively exposed to immigrants’ arrival. 

During this period there have been 29,242 boat landings, with a total of 725,915 immigrants reaching 

the Italian coasts. The majority of them arrived between 2014 and 2017 (Figure 2). 

As far as the exposure index is concerned, Figure 5 shows its distribution across Italian 

municipalities in the first election round election (years 2010 – 2013, Panel A), and in the second 

election round (years 2015 – 2018, Panel B). More specifically, our exposure index averages at 1.4 

and varies from a minimum value of 0, due either to the absence of migrants within the municipality 

or to the lack of matches between nationalities of arrived and resident migrants, to a maximum of 

32.15, recorded in Brognaturo (Vibo Valentia) in 2017. Reflecting arrivals on Italian coasts, our index 

of exposure grows steadily across all macro-area from 2012 to 2017, to sharp decline in 2018 (Figure 

6, Panel A). As illustrated in Figure 6, Panel B, on average, northern Italy is the area mainly exposed 

to the arrivals as measured by our index.  

On average, roughly 2 out of 3 citizens voted in the municipal elections (67.6%). As reported 

in Figure 7, Panel A, average turnout steadily declined since 2010. The decline in voters’ turnout 

couples with an increase in the share of protest votes, which has grown sensibly since 2011, reaching 

the peak in 2017 elections (Figure 7, Panel B).  

On average, the share of votes in favor of anti-immigration parties is 4.4%, with peaks of 

100% as in Moriago della Battaglia (Treviso) in 2018, or Rovere' Veronese (Verona) in 2011. The 

share of populist votes follows a similar pattern, with an average of 5.9% of preferences and a 

maximum of 73.7% in the aforementioned municipalities. However, as shown in Figure 8, Panel A, 

votes in favor of extreme-right and populist parties has grown dramatically since 2015 in Italy. The 

most pronounced increase has been registered in northern and central Italy, while islands are less 

inclined to vote for extreme-right and populist parties over the period considered (Figure 8, Panel B).  

 

[Figures 5, 6, 7 and 8 around here] 

 

The number of available beds in SPRAR centers averages to around 340 units per municipality, while 

the share of resident migrants averages at 7.5%. Ageing index, calculated as the ratio between the 

share of elder individuals (i.e. over 65 years) and the share of pupils and children (i.e. from 0 to 14 

years), is a compact index informing about the age structure of the municipality. It ranges from 0.24 

to 56. As of criminality, proxied for by the number of reported crimes, provinces in our sample 

suffered, on average, 3.6 crimes per electorate. The province of Milan is the most problematic, with 

more than 18 thousand crimes recorded by police in 2012. For what concern unemployment rates, 

northern regions of Italy are historically those that on average enjoy lower rates. In particular, the 
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province of Cuneo (Piemonte) in 2010 had a very low rate, less than 4%. By contrast, southern regions 

suffer it most. Several provinces, mostly in Calabria and Sardinia, reached levels of unemployment 

greater than 30% in 2015. Taxable income follows a very similar pattern, with northern regions being 

richer than central and southern areas, with Milan registering a taxable income of more than 300 

million euro in 2011. Finally, regarding news diffusion, over the time period considered, around 20 

newspapers per electorate per day are sold on average at the province level. The province of Rome 

ranks first in newspaper circulation, registering a total of more than 340 thousand journals sold in 

2010. Provinces with lower newspapers circulation are concentrated in Calabria and Sardinia in 2018. 

Finally, we use data on average download speed of household in 2017 across Italian provinces 

to proxy for quality and diffusion of internet connection, thereby capturing access to information 

through (social) media. More than half of the families surf the Internet with a speed lower than 30 

Mbps, while almost 21% browse with an average speed between 30 and 100 Mbps. Those who enjoy 

fast internet connection represent 10% of the sample (9% between 100 and 500 Mbps, 1% faster than 

500). The rest of households (12%) does not have any internet connection available at home. 

See Table 1 for the descriptive statistics and Table A1 in Appendix for further details on the 

construction of variables. 

 

[Table 1 around here] 

 

 

5. THE EMPIRICAL STRATEGY 

To investigate the impact of immigration on extreme voting, we estimate the following equation: 

 

∆K$L(%-6 = MN ∙ ∆!"#$%&'(	*+,("-6 + MP ∙ ∆QℎS'(	$T	UVW'S+L%-6 + MX ∙

∆Y&+VZV#S[VL\	]ℎS'SZL('V%LVZ%-6 + ^6 + ∆_-6                                                     (2) 

 

The dependent variable is the difference in turnout, protest votes or vote shares for anti-immigrant, 

populist and Northern League parties between two elections at municipal level. For example, 

∆K$L(%-6 = (L&'+$&L)-6 − (L&'+$&L)-,6aN in case the dependent variable is political participation.  

We measure the change in the exposure to migration at municipality level by 

∆!"#$%&'(	*+,("-6 = !"#$%&'(	*+,("-6 − !"#$%&'(	*+,("-,6aN where  !"#$%&'(	*+,("-6 is 

our treatment variable defined in eq. (1), expressed in natural logarithm.   

We measure the change in immigrant share at municipal level as ∆QℎS'(	$T	UVW'S+L%-6 =

QℎS'(	$T	UVW'S+L%-6 − QℎS'(	$T	UVW'S+L%-,6aN,		where QℎS'(	$T	UVW'S+L%-6 is the population 
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share of immigrants (excluding those with Italian citizenship) living in municipality V at time L; this 

variable allows us to control for the pre-existing presence of migrants at municipal level. 

Municipality characteristics is a vector including, as first differences, Total SPRAR beds, i.e. 

the total number of available beds in SPRAR centers at province level as proxy for presence of  

refugee centers, which allows us to control for the effect that direct contact with refugees and asylum 

seekers through refugee allocation has on voting behavior; Electorate, i.e. the number of individuals 

entitled to vote at municipal level, which takes into account the changes in the size of the electorate 

due, for instance, to the historical variation in the dimension of the cohorts entering the electorate for 

the first time; Number of mayors, i.e. the number of mayor candidates at the elections at municipal 

level, which allows to control for political competition (higher values imply higher competition); 

Share of taxable income greater that 120,000 euro, i.e. the share of citizens with annual personal 

taxable income greater that 120,000€, which takes into account that political support for immigration 

may change with individual income. Finally, in order to capture demographic dynamics, we also 

include an Ageing index, i.e. the ratio between the share of elder individuals over 65 years old and 

the share of children between 0 and 14 years old. All these controls are included for each municipality 

V at time L.  

We also include a vector of time fixed effects ^6 to control for common factors specific to 

each year such as, for instance, the business cycle. Municipality fixed effects are differenced out in 

first-difference panel estimations. In all the specification, standard errors are clustered at province 

level to account for within-province error correlation. 

The main parameter of interest is MN, which identifies the effect of the change in the exposure 

to migration across municipalities on changes in the electoral outcome. When also dependent 

variables are expressed in logarithms, it provides time elasticities, i.e. the percentage point change in 

the electoral outcome in response to a 1 percentage increase in exposure to arrivals from the previous 

elections. 

Endogenous sorting of immigrants does not represent a serious concern in our framework. It 

is unlikely that, in each landing episode preceding the election date – which has been exogenously 

determined –, the composition of the incoming nationalities is affected by the local political process. 

For this type of sorting to be a problem, refugees should be able to schedule the day and choose the 

destination city in response to the political process in that city. We can exclude this possibility 

because, at the departure, migrants do not enjoy freedom of choice regarding the day of leaving and 

the day and place of arrival: such decisions depend mainly on the informal shipping industry managed 

by local smugglers. Allocations to second-level refugee centers (SPRAR), instead, is managed by 
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Home Office. In other words, migrants could not exactly know when they will travel, when they will 

land, and whether and when they will eventually reach the municipality they intend to go. 

Controlling also for the share of regular immigrants and presence of SPRAR centers, our 

treatment variable (exposure index) would therefore capture to what extent the threat of a refugee 

crisis – as clamored in pre-electoral campaigns – affected voting behavior.   

 

 

6. RESULTS 

6.1 PERCEIVED IMMIGRATION AND POLITICAL PARTICIPATION 

This section investigates the effects of intensity of migration exposure on political participation. The 

dependent variable is the turnout rate at municipal level. Table 2 reports the estimates for our main 

coefficient of interest, e.g. exposure index. We start by measuring the index taking into account all 

the arrivals occurring from the beginning of the year to the election day (Table, 2 Column 1), and 

subsequently experiment with shorter time spans such as 1, 2 or 3 months (Table 2, Columns 2, 3 and 

4), which would further restrict the possibility that refugees legally or illegally reach the municipality.   

Results highlight that the increase in exposure to immigration causes a decrease in turnout, 

suggesting that the recent trends in immigration may have contributed to a surge of disaffection 

toward political participation. It could be the case, as suggested by Barone et al. (2016), that part of 

the center and left-wing voters, who are ideologically more in favor of a multiethnic society but are 

not happy about the immigration trends and regulations, might have decided not to vote instead of 

directly voting for the center-right coalition26. This result is also confirmed by Edo et al. (2019) who 

find that high immigration increases abstention rates (i.e. lower turnout). 

To further explore the nexus between subjective exposure to migration and political 

participation, we also consider, as dependent variable, the number of blank and invalid ballots. If 

citizens are not satisfied with any of the existing political parties and their immigration policies, then 

we should also expect an increase in protest votes. Accordingly, we find that exposure has a positive 

effect on the share of blank/invalid votes (Table 3), which is consistent with the idea that the prospect 

of incoming refugees, as presented in the pre-electoral debate throughout the media, has contributed 

to an increase in dissatisfaction with how ruling parties address the issue (see again Barone et al. 2016 

for a similar result). 

 

                                                
26 In a different setting, Dustmann et al. (2018) document, instead, that a higher share of allocated refugees leads to a 
higher share of individuals voting (e.g. increase turnout) in municipality elections but not in Parliamentary election. 
Steinmayr (2019) finds that turnout is not significantly affected by hosting refugees in a municipality. Dinas et al. (2019) 
show that overall turnout increased significantly in Greek islands receiving refugees, suggesting that the refugee crisis 
also acts as mobilizer of new voters who previously had not participated in elections. 
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 [Tables 2 and 3 around here] 

 

6.2 PERCEIVED IMMIGRATION AND SHARE OF VOTES 

This section investigates the effects of the intensity to migration exposure on support for populist and 

far-right candidates. The parameter of interest now identifies the effect of the change in the exposure 

to migration across municipalities on the change in votes for anti-immigration parties (Table 4), 

populist parties (Table 5) and Northern-League candidates (Table 6). As before, we measure the index 

taking into account all the migrants’ arrivals in the months preceding the election day, and then with 

shorter time spans (one, two, or three months). Results show a positive effect of perceived 

immigration on votes for center-right coalitions, which have a political platform less favorable to 

immigrants. 

More specifically, Table 4 summarizes the results when the share of votes for anti-

immigration parties is considered as dependent variable. Exposure to migration increases support for 

anti-immigration parties when the index takes into account of all the arrivals from January 1st to the 

election day. When we restrict the time span of arrivals, we find that exposure to migrants drives the 

electoral outcome only when we consider the influx of refugees within a month from the date of the 

elections, consistent with the idea that anti-immigration campaigns affects voting behavior especially 

when elections are approaching. 

Table 5 shows that the increase in the share of votes for populist parties is driven by exposure 

to arrivals independently from the time-window considered to measure arrivals; however, as 

expected, we find a higher coefficient especially when only the arrivals in the 4 weeks preceding the 

elections are considered (Table 5, Column 2). 

Finally, Table 6 summarizes results for the share of votes for the Northern League. In this 

case, the sample is restricted to municipalities in the North macro-area, where the party enjoys higher 

consensus. Results document that exposure to arrivals increased support for the right-parties when 

the index includes all the arrivals since the beginning of the year; however, the effect is mainly driven 

by the exposure to arrivals occurring four weeks before the elections (Table 6, Column 2), suggesting 

again that what matters is perceived (media-influenced) rather than actual immigration. 

 

[Tables 4, 5 and 6 around here] 

 

 

7. HETEROGENEITY AND ROBUSTNESS CHECKS 

7.1 HETEROGENEOUS EFFECTS: THE ROLE OF MEDIA EXPOSURE  
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The proposed mechanism underlying our results is the increased salience of (and anxiety for) 

immigration through formal and informal media coverage of arrivals during electoral campaigns. We 

therefore study the role of media first by looking at local newspapers in disseminating information to 

voters in order to test whether the effect of exposure varies with availability of news. We split the 

sample according to per electorate newspapers sales below and above the median value, which has 

been computed for each region and year separately27.  

Local newspapers either directly report news on migrants’ boat arrivals or interview 

politicians in order to comment on refugees’ allocation policies. They often host pre-electoral 

propaganda of competing parties. By doing so, they lower the cost of information, and increase both 

the number of informed voters and, perhaps, the quality of the information they have (Drago et al. 

2014; Repetto 2018). Therefore, we expect that municipalities where newspapers are more 

widespread are less sensitive to pre-electoral arrivals of refugees. We find that the negative effect of 

arrivals on participation and support to anti-immigration and populist parties is mainly driven by 

municipalities with below-median diffusion of newspapers (Table 7, Column 1, 3, 5 and 7).  

 

[Table 7 around here] 

 

The second test for media exposure hinges on data on expansion of broadband coverage. When we 

split the sample for values of connection speed below and above the median in the region, we find 

that the effect of subjective exposure to immigration increases with the speed of the available 

connection (Table 8).  

 

[Table 8 around here] 

 

Results on newspaper and internet availability, jointly considered, provide support to our main 

hypothesis: the inflow of refugees affected voters’ behavior through access to (often biased) informal 

media, rather than through personal interactions with immigrants. The effect of exposure to perceived 

inflows of refugees is in fact higher in municipalities where most citizens tend to substitute traditional 

(and potentially more informative) media with internet as the main source of political information 

(Gentzkow 2006; Campante 2017; Shaub and Morisi 2019).  

 

7.2 HETEROGENEOUS EFFECTS ACROSS COMMUNITIES: THE ROLE OF CRIME 

                                                
27 We define the median for each region separately because using the national level median would essentially divide the 
sample in north and south (see Repetto 2018). 
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A possible channel behind the effect of migration exposure on far-right voting is the perception that 

immigration can increase the level of criminal activities (Bianchi et al. 2012; Barone et al. 2016). To 

test this source of heterogeneity, we split the sample in tertiles according to the values of crime per 

electorate in the region. The higher the crime rate in a given municipality, the higher may be the 

perception (often influenced by mass media) that immigrants are associated with criminal activities, 

thereby leading to high support for right-wing parties. However, we could also expect an opposite 

result if residents of high-crime areas are less sensitive to a marginal increase in delinquency expected 

from the arrival of migrants. 

Results, summarized in Table A2 in Appendix, show that only in low-crime municipalities 

there is a slightly positive and significant relationship between migration exposure and protest votes 

(Table A2, Panel B). Instead, in those municipalities, a stronger positive relationship exists between 

migration exposure and anti-immigration and populist votes (Table A2, Panels C and D). This 

evidence suggests that increased sensitivity to arrival episodes characterizes municipalities that are 

less exposed to crime.  

 

7.3 CHARACTERISTICS OF THE MUNICIPALITIES: POPULATION & UNEMPLOYMENT  

Evidence in the literature on immigration and political attitudes and electoral outcomes suggests that 

municipality size matters. Immigration inflows produce large increases in the votes obtained by far-

right parties especially in small towns, while leaving large towns mostly unaffected (Barone et al. 

2016; Dustmann et al. 2018). We therefore split the sample according to the municipality’s population 

size below and above the 90th percentile as in Dustmann et al. (2018).  

Results in Table A3 in Appendix show that, consistent with previous studies, the main effect 

of exposure to arrivals is not significant in the largest cities. There are different explanations to this 

finding (Barone et al. 2016; Dustmann et al. 2018). First, in larger cities, natives and migrants tend 

to live far away from each other, and therefore there is less need for the former to compete with the 

latter for local public services. Second, weaker competition is expected also in the labor market, since 

more skilled workers usually tend to concentrate in larger cities. Third, larger cities attracted migrants 

before the smallest ones; therefore, residents of the former are more accustomed to ethnic diversity, 

and adapted earlier to the positive and negative sides of immigration.  

All these explanations suggest that in big cities people tend to develop positive attitudes 

towards refugees. Therefore, it is not surprising to find that they do not react significantly to the pre-

electoral inflow of immigrants and to the anti-immigration rhetoric associated with the arrivals.  

Furthermore, economic theory suggests that changes in attitudes of natives towards migrants 

and the increased support to anti-immigration parties are driven by concerns on labor-market 
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opportunities. Since those providing substitutable skills might lose the most from migration, low-

skilled immigration is perceived as problematic: the native-immigrant contest for jobs might be 

tougher for unskilled native workers. Therefore, we would expect that support for right-wing parties 

is higher in municipalities characterized by high unemployment, and hence by a stronger (expected) 

labor market competition. To further this issue, we use data on unemployment at province level 

splitting the sample in tertiles according to the values of unemployment in the region (for a similar 

analysis see Halla et al. 2019).  

Results in Table A4 in Appendix show that, consistent with previous studies, the main effect 

of exposure to arrivals has the strongest impact on far-right voting in communities with high 

unemployment (Table A4, Panel C and D). This is consistent with the idea that immigration hurts 

natives supplying production factors closely substitutable by those of the immigrants. Therefore, far-

right parties might be more appealing for voters who can lose the most from immigration. As a 

consequence, the relative economic insecurity associated with the possibility of hosting refugees 

would push voters in high unemployment areas towards far-right, populist parties in response to 

immigration episodes (Halla et al. 2019). 

 

7.4 COMPETITION FOR PUBLIC SERVICES 

Immigration also has an impact on public finance and policies (Halla et al. 2017). Indeed, the expected 

financial burden associated with low-skilled immigrants, who are those more likely to be net 

recipients of welfare (Otto and Steinhardt 2014), would also increase electoral support for anti-

immigration parties. Increased immigration has negative effects on natives’ attitudes towards 

redistribution, driven by voters supporting center- and the right-wing parties (Dahlberg et al. 2012). 

If more immigrants are expected to arrive in their city, natives might expect stronger competition for 

public services, such as compositional amenities stemming from neighborhoods, schools, and 

workplaces, thereby increasing anti-immigration sentiments (Edo et al. 2019). The prospective 

increase in immigration rates could be associated with a huge rise in the share of immigrant relative 

to native children. This could further increase future competition between immigrants and natives for 

public services for children. For instance, areas with a high share of the population in early schooling 

may be more sensitive to arrivals of migrants if natives believe that immigrants will get priority in 

admission to schools.  

To assess the role of competition for public services, we split the sample by the share of 

children aged 0-15 (see for a similar analysis Barone et al. 2016). The intuition is that the higher the 

share of native children, the higher may be the perception that immigrants, for instance, can “steal” 

admission to school from the natives’ set of rights. More specifically, we divide municipalities below 
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and above the median share of 0-15 children in the region. Results, reported in Table A5 in Appendix, 

provide scarce support for this channel: migration exposure increases vote for the far-right parties 

both below and above the median presence of children. 

 

7.5 AN ALTERNATIVE DEFINITION OF POPULISM 

One limit to the use of Van Kessel’s strategy to group populist parties is that it focuses exclusively 

on parties with political representation in the national parliament28. Therefore, strictly relying on Van 

Kessel’s classification would imply to consider as non-populist a set of minor parties that instead fit 

well the criteria.  

Another widely used benchmark to identify populist parties is the Chapel Hill Expert Survey 

(CHES)29. The 2017 survey scores 132 political parties in 11 European countries, over a long list of 

dimensions, through questionnaires conducted with experts about European political parties. The 

survey uses experts' opinion to estimate the ideological and political positions of each representative 

party. Aassve et al. (2018), for example, consider as populist those parties with an average score 

higher than 6, over a maximum value of 10, on the question “the people, not politicians, should make 

the most important decisions”. However, also CHES only focuses on political parties that are 

representative at national level.  

In order to overcome this limit, as in Aassve et al. (2018), we look at parties’ political program 

and include in the list of populist parties a number of other minor parties that: i) concurred in 

municipal elections, ii) according to our judgement, satisfy Van Kessels’ conditions, and iii) score 

higher than 6 on the aforementioned CHES question. The parties we include are: Casa Pound, Il 

Popolo della Famiglia (both right wing parties), and Potere al Popolo (left wing). Although often 

present in media, considered together these parties collected less 3% of preferences in last Italian 

elections (held in March 2018).  

Importantly, our main results using these alternative definitions of populism do not change 

substantially (Tables A6 and A7 in Appendix). 

 

7.6 MAGNITUDE 

When the dependent variables are expressed in logarithms, MN in eq. 2 measures the percentage 

point change in the electoral outcome in response to a 1% change in the index of exposure to 

migration. 

                                                
28 Van Kessel lists as populist parties Lega Nord, Movimento 5 Stelle, Fratelli d’Italia and Popolo delle Libertà. 
29 The unique difference between Van Kessel and Chapel Hill Expert Survey (CHES), is that the latter consider as 
populist only Lega Nord, Movimento 5 Stelle and Fratelli d’Italia. 
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Results in Table A8 in Appendix show that an increase in exposure by 1% from previous 

elections decreases turnout by about 1.6% points, while it increases protest votes by 0.5% and votes 

for anti-immigration, populist and League parties by 0.8%, 2% and 1.2%, respectively.   

 

 

7.7 DIFFERENT TIME-WINDOWS 

As an additional robustness check, we re-estimate our baseline models with an alternative 

version of the exposure index. More specifically, we extend the time-period from the election day to 

the arrivals so to include all the arrivals occurred 60 or 90 days before the elections. This version of 

the index differs from the previous one because these new time windows include also the arrivals 

occurred later in time (and close to the election day).  

Results, reported in Tables A9a-b in Appendix, suggest that estimated effect of exposure does 

not seem to vary substantially across the different time-windows considered. This evidence underlines 

that our exposure index measures the effects of the anti-immigration campaign, rather than the effects 

of the real inflow of refugees that might have occurred (legally or illegally) after the arrivals. For real 

inflow to matter, we should expect a significant increase in the coefficient of the exposure index when 

expanding the time-window to 60 or 90 days before the elections, i.e.  considering a larger time-span 

so to include regular or irregular refugees who might have reached the municipality after landing. 

However, we do not find empirical support for this hypothesis since the effect of exposure does not 

vary substantially when including arrivals occurred 60 o 90 days before the elections.    

 

 

8. CONCLUSIONS 

This paper aims to understand the effects of perceived immigration on voting behavior in Italy. To 

this purpose, we rely on a reduced-form identification strategy that exploits two main sources of 

exogenous variation. First, we rely on the predetermined calendar of mayoral elections occurring 

every five years, and according to a staggered electoral schedule, across the about 2,700 Italian 

municipalities. Second, we build an index of exposure that exploits the (plausibly) exogenous 

variation in the nationality of immigrants approaching the Italian ports from 2010 to 2018. In each 

year, exposure to arrivals varies at the intensive margin across municipalities, with more (less) 

exposed cities having larger (lower) share of regular immigrants with the same nationality of those 

approaching the Italian coasts before the elections.  

Since we also control for the share of regular immigrants, our reduced-form estimates capture 

the additional role that the arrival episodes, widely announced and discussed in the media before the 
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elections, played on voting behavior. We claim that it is not the actual share of immigrants that favor 

disaffection towards political participation and the rise of populist or far-right parties; it is, rather, the 

perception of migration, influenced by anti-immigration campaign populating formal and informal 

media, that played a key role in voting behavior.  

The main results show that perceived exposure to arrivals decreases turnout, whereas it 

increases protest votes and support for extreme-right, populist and anti-immigration parties. Tests for 

heterogeneity of the effect provide further insights into the mechanisms underlying our results.  

First, we find that the impact of perceived immigration is driven by voters who are less likely 

to read newspapers and more exposed to a fast internet connection. Since supporters of mainstream 

parties tend to rely more on the traditional media as main sources of political information (Shaub and 

Morisi 2019), these results suggest that the effect of refugees’ arrivals can be due to crowding-out of 

internet over traditional (and potentially more informative) media as main source of political 

information (e.g. Gentzkow 2006; Campante 2017). Overall, this evidence provides support to our 

hypothesized pathway from exposure to arrivals to electoral outcomes: it is the increased salience of 

(and anxiety for) immigration during electoral campaigns, rather than the personal contact with 

immigrants, that spurred the changes in voting behavior observed in the last years.  

Second, large cities, where citizens tend to have more positive attitudes towards immigration, 

are less sensitive to the prospect of an inflow of refugees. Third, exposure to arrivals explains the rise 

of anti-immigration parties mainly in low-delinquency municipalities, where citizens are perhaps 

more sensitive to the increase in crime envisaged by far-right politicians. Fourth, we find a stronger 

effect of perceived immigration in high-unemployment areas, where the prospect of an increase in 

labor-market competition associated with the future inflow of refugees offered larger support to far-

right and nationalist parties.  

These results, jointly considered, suggest that, as immigration became central in electoral 

disputes, misperceptions about the issue, jointly with perception of insecurity due to the socio-

economic costs of hosting refugees, raised. Representation of immigration as a permanent crisis in 

the media, even though this was not always the case, spurred or reinforced such negative perceptions, 

and raised voters’ disappointment about mainstream parties. By losing trust in the ruling right- or left-

wing parties, citizens reduced political participation and increased protest or populist votes (Barone 

et al. 2016; Guiso et al. 2017 and 2018; Algan et al. 2018). However, strong anti-immigration 

campaigns were successful for far-right parties, which, by emphasizing the severity of the arrivals 

and proposing severe restrictions to solve the “refugee crisis”, obtained larger support in the cities 

where refugees were more expected to arrive.  
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TABLES  
Table 1 – Descriptive statistics  

Variable Obs Mean Std.Dev. Min Max 
Turnout 5605 .643 .115 .139 .961 
Turnout (log) 5606 -0.46 0.20 -1.98 -0.04 
Share of anti-immigrants votes 5606 .044 .12 0 1 
Share of anti-immigrants votes (log) 5606 .037 .099 0 .737 
Share of populist votes 5606 .058 .132 0 1 
Share of populist votes (log) 5606 .050 .108 0 .737 
Share of populist votes (including minor parties) 5606 .059 .132 0 1 
Share of populist votes (including minor parties) (log) 5606 .051 .109 0 0.737 
Share of Lega coalition votes 5606 .042 .12 0 1 
Share of Lega coalition votes (log) 5606 .036 .098 0 .737 
Share of protest votes 5605 .051 .044 0 .811 
Share of protest votes (log) 5605 .049 .039 0 .594 
Electorate 5606 7941.768 32380.95 79 1010000 
Number of mayors 5592 4.274 4.855 1 41 
Exposure index 5606 1.403 2.725 0 32.152 
Exposure index 30 days before 5606 4.671 8.645 0 97.367 
Exposure index 30-60 days before 5606 2.482 6.324 0 82.605 
Exposure index 60-90 days before 5606 2.54 5.808 0 66.279 
Exposure index 0-60 days before 5606 3.511 6.738 0 76.323 
Exposure index 0-90 days before 5606 3.322 6.433 0 73.411 
Exposure index (log) 5606 .562 .689 0 3.501 
Exposure index 30 days before (log) 5606 1.015 1.099 0 4.589 
Exposure index 30-60 days before (log) 5606 .665 .879 0 4.426 
Exposure index 60-90 days before (log) 5606 .674 .917 0 4.209 
Exposure index 0-60 days before (log) 5606 .897 .988 0 4.348 
Exposure index 0-90 days before (log) 5606 .876 .966 0 4.310 
Share of household with annual income > 120k 5427 .03 .044 0 .464 
Total SPRAR beds 5606 338.813 684.754 0 5165 
Total SPRAR beds (log) 5606 4.5 1.992 0 8.55 
Ageing index 5426 2.833 3.086 .235 56 
Share of migrants 5420 .075 .078 .001 .752 
Share of migrants (log) 5420 .07 .067 .001 .561 
No. of reported crimes (per electorate) 5606 3.684 6.207 0.011 87.032 
Crimes rate I tertile (per electorate) 5606 .341 .474 0 1 
Crimes rate II tertile (per electorate) 5606 .331 .470 0 1 
Crimes rate III tertile (per electorate) 5606 .326 .479 0 1 
News diffusion (per electorate) 5604 20.005 66.607 0.020 1849.03 
News diffusion above median value (per electorate) 5604 .494 .500 0 1 
Share of household with 2<ADS≤30 Mbps 5426 .538 .378 0 1 
Share of household with 30<ADS≤100 Mbps 5426 .208 .278 0 1 
Share of household with 100<ADS≤500 Mbps 5426 .087 .159 0 .854 
Unemployment rate (aged 15 and over) 5606 11.862 5.849 3.341 31.456 
Unemployment rate I tertile 5606 .449 .497 0 1 
Unemployment rate II tertile 5606 .342 .475 0 1 
Unemployment rate III tertile 5606 .208 .406 0 1 
Year 2010 5606 .093 .29 0 1 
Year 2011 5606 .195 .396 0 1 
Year 2012 5606 .127 .333 0 1 
Year 2013 5606 .085 .28 0 1 
Year 2015 5606 .093 .29 0 1 
Year 2016 5606 .195 .396 0 1 
Year 2017 5606 .127 .333 0 1 
Year 2018 5606 .085 .28 0 1 
North Italy 5592 .406 .491 0 1 
Center Italy 5592 .124 .33 0 1 
Southern Italy and Islands 5592 .469 .499 0 1 
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Table 2 – Exposure to arrivals and turnout  
 
  (1) (2) (3) (4) 
     
 Dependent Variable: Turnout 
  
          
Exposure index (log) -0.009***    

 (0.003)    
Exposure index 30 days before (log)  -0.005**   

  (0.002)   
Exposure index 30-60 days before (log)   -0.007***  

   (0.002)  
Exposure index 60-90 days before (log)    -0.006*** 

    (0.002) 
Total SPRAR beds 0.000* 0.000** 0.000* 0.000* 

 (0.000) (0.000) (0.000) (0.000) 
Share of migrants 0.005 -0.004 0.005 -0.007 

 (0.034) (0.035) (0.033) (0.032) 
Electorate 0.000 0.000 0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) 
Number of mayors 0.007*** 0.007*** 0.007*** 0.007*** 

 (0.001) (0.001) (0.001) (0.001) 
Taxable income share > 120,000 -0.084 -0.087 -0.084 -0.084 

 (0.073) (0.073) (0.073) (0.072) 
Ageing index 0.000 0.000 0.000 0.000 

 (0.001) (0.001) (0.001) (0.001) 
Constant 0.588*** 0.587*** 0.589*** 0.589*** 

 (0.017) (0.017) (0.017) (0.017) 
     
Observations 5,396 5,396 5,396 5,396 
R-squared 0.415 0.414 0.415 0.415 
Number of municipalities 2,706 2,706 2,706 2,706 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 3 – Exposure to arrivals and protest votes  
 
  (1) (2) (3) (4) 
     
 Dependent Variable: Share of protest votes 
  
          
Exposure index (log) 0.005**    

 (0.002)    
Exposure index 30 days before (log)  0.003   

  (0.002)   
Exposure index 30-60 days before (log)   0.004***  

   (0.002)  
Exposure index 60-90 days before (log)    0.003** 

    (0.001) 
Total SPRAR beds -0.000 -0.000 -0.000 -0.000 

 (0.000) (0.000) (0.000) (0.000) 
Share of migrants 0.016 0.023 0.015 0.024 

 (0.025) (0.026) (0.025) (0.024) 
Electorate -0.000** -0.000** -0.000** -0.000** 

 (0.000) (0.000) (0.000) (0.000) 
Number of mayors -0.003*** -0.003*** -0.003*** -0.003*** 

 (0.001) (0.001) (0.001) (0.001) 
Taxable income share > 120,000 0.004** 0.004** 0.003** 0.004** 

 (0.002) (0.002) (0.002) (0.002) 
Ageing index 0.025 0.026 0.024 0.025 

 (0.031) (0.031) (0.030) (0.031) 
Constant 0.074*** 0.075*** 0.073*** 0.073*** 

 (0.011) (0.011) (0.011) (0.011) 
     
Observations 5,396 5,396 5,396 5,396 
R-squared 0.041 0.039 0.041 0.040 
Number of municipalities 2,706 2,706 2,706 2,706 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 4– Exposure to arrivals and share of anti-immigration votes  
 
  (1) (2) (3) (4) 
     
 Dependent Variable: Share of votes for anti-immigration parties 
  
          
Exposure index (log) 0.009***    

 (0.003)    
Exposure index 30 days before (log)  0.009***   

  (0.002)   
Exposure index 30-60 days before (log)   0.002  

   (0.002)  
Exposure index 60-90 days before (log)    0.001 

    (0.003) 
Total SPRAR beds 0.000** 0.000** 0.000** 0.000** 

 (0.000) (0.000) (0.000) (0.000) 
Share of migrants 0.025 0.015 0.050 0.055* 

 (0.029) (0.030) (0.031) (0.032) 
Electorate 0.000 0.000 0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) 
Number of mayors -0.002** -0.002** -0.002** -0.002** 

 (0.001) (0.001) (0.001) (0.001) 
Taxable income share > 120,000 -0.080 -0.079 -0.076 -0.076 

 (0.124) (0.123) (0.124) (0.124) 
Ageing index -0.005*** -0.005*** -0.005*** -0.005*** 

 (0.002) (0.002) (0.002) (0.002) 
Constant 0.047** 0.044** 0.050** 0.051** 

 (0.022) (0.022) (0.023) (0.023) 
     
Observations 5,397 5,397 5,397 5,397 
R-squared 0.042 0.045 0.040 0.040 
Number of municipalities 2,706 2,706 2,706 2,706 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 5 – Exposure to arrivals and share of populist votes  
 
  (1) (2) (3) (4) 
     
 Dependent Variable: Share of votes for populist parties 
  
          
Exposure index (log) 0.024***    

 (0.005)    
Exposure index 30 days before (log)  0.016***   

  (0.003)   
Exposure index 30-60 days before (log)   0.014***  

   (0.003)  
Exposure index 60-90 days before (log)    0.011*** 

    (0.003) 
Total SPRAR beds -0.000 -0.000* -0.000 -0.000 

 (0.000) (0.000) (0.000) (0.000) 
Share of migrants 0.024 0.031 0.047 0.073 

 (0.041) (0.040) (0.044) (0.046) 
Electorate 0.000 0.000 0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) 
Number of mayors -0.002 -0.002 -0.002 -0.001 

 (0.002) (0.002) (0.002) (0.002) 
Taxable income share > 120,000 -0.147 -0.140 -0.144 -0.142 

 (0.137) (0.137) (0.138) (0.137) 
Ageing index -0.006*** -0.006*** -0.007*** -0.006*** 

 (0.002) (0.002) (0.002) (0.002) 
Constant 0.082* 0.082 0.085* 0.084* 

 (0.049) (0.050) (0.049) (0.048) 
     
Observations 5,397 5,397 5,397 5,397 
R-squared 0.055 0.055 0.050 0.048 
Number of municipalities 2,706 2,706 2,706 2,706 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 6 – Exposure to arrivals and share of votes for Northern League party 
 

  (1) (2) (3) (4) 
     
 Dependent Variable: Share of votes for Northern League 
          
     
Exposure index (log) 0.015*    

 (0.008)    
Exposure index 30 days before (log)  0.015**   

  (0.006)   
Exposure index 30-60 days before (log)   0.003  

   (0.005)  
Exposure index 60-90 days before (log)    0.003 

    (0.006) 
Total SPRAR beds 0.000 0.000 0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) 
Share of migrants -0.049 -0.063 -0.013 -0.010 

 (0.052) (0.053) (0.055) (0.055) 
Electorate 0.000 0.000 0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) 
Number of mayors -0.007*** -0.007*** -0.007*** -0.007*** 

 (0.002) (0.002) (0.002) (0.002) 
Taxable income share > 120,000 -0.168 -0.164 -0.165 -0.164 

 (0.181) (0.179) (0.182) (0.182) 
Ageing index -0.005** -0.005** -0.005** -0.005** 

 (0.002) (0.002) (0.002) (0.002) 
Constant 0.119*** 0.110*** 0.129*** 0.129*** 

 (0.026) (0.025) (0.027) (0.028) 
     
Observations 2,264 2,264 2,264 2,264 
R-squared 0.080 0.084 0.078 0.078 
Number of municipalities 1,137 1,137 1,137 1,137 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 7 – Exposure to arrivals and turnout: the role of newspaper diffusion 

 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

           

Dependent Variables: Turnout Protest votes 

Share of vote for anti-

immigration parties 

Share of vote for populist 

parties 

Share of vote for Northern 

League 

         

 ≤median >median ≤median >median ≤median >median ≤median >median ≤median >median 

                

Exposure index 30 days before (log) -0.005** -0.005 0.003** 0.002 0.008*** 0.005 0.020*** 0.007 0.008 0.012 

 (0.002) (0.004) (0.001) (0.003) (0.002) (0.004) (0.004) (0.005) (0.006) (0.010) 

Total SPRAR beds 0.000*** 0.000 -0.000*** 0.000 -0.000 0.000*** -0.000** -0.000 -0.000 0.000** 

 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 

Share of migrants -0.064 0.054 0.058** -0.012 0.064 -0.024 0.075 -0.022 0.017 -0.089 

 (0.038) (0.062) (0.029) (0.048) (0.048) (0.038) (0.065) (0.047) (0.094) (0.057) 

Electorate 0.000 -0.000*** -0.000*** 0.000* 0.000 0.000*** -0.000 0.000*** -0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 

Number of mayors 0.004*** 0.021*** -0.001* -0.012*** -0.002** -0.004 -0.002 -0.002 -0.006*** -0.010 

 (0.001) (0.005) (0.001) (0.003) (0.001) (0.002) (0.002) (0.003) (0.001) (0.006) 

Taxable income share > 120,000 -0.054 -0.087 0.058 0.008 0.121 -0.260 -0.032 -0.273 0.159 -0.366 

 (0.086) (0.085) (0.049) (0.040) (0.100) (0.192) (0.141) (0.189) (0.149) (0.243) 

Ageing index 0.001 -0.000 0.002* 0.004** -0.012*** -0.002 -0.016*** -0.002 -0.016*** -0.002 

 (0.002) (0.001) (0.001) (0.002) (0.003) (0.002) (0.004) (0.002) (0.004) (0.002) 

Constant 0.588*** 0.711*** 0.064*** 0.024 0.079*** -0.071** 0.167*** -0.162** 0.198*** -0.109 

 (0.016) (0.032) (0.011) (0.030) (0.024) (0.033) (0.055) (0.064) (0.028) (0.131) 

           

Observations 2,738 2,658 2,738 2,658 2,738 2,659 2,738 2,659 1,145 1,119 

R-squared 0.540 0.378 0.069 0.068 0.081 0.031 0.119 0.026 0.133 0.065 

Number of municipalities 1,415 1,377 1,415 1,377 1,415 1,377 1,415 1,377 586 575 

Robust standard errors in parentheses clustered at province level. All models include year dummies. 

*** p<0.01, ** p<0.05, * p<0.1 
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Table 8 – Exposure to arrivals and electoral outcomes: the role of internet diffusion 
 
  (1) (2) 
    
Electoral outcome: % hh with adsl speed (in 2018): ≤ regional median > regional median 
    
Turnout    

 2-30 mbps -0.009** -0.001 
  (0.003) (0.003) 
 30-100 mbps -0.004 -0.006* 
  (0.003) (0.003) 
 100-500 mbps -0.003 -0.008*** 
  (0.003) (0.003) 

Share of protest votes    
 2-30 mbps 0.006* -0.000 
  (0.003) (0.002) 
 30-100 mbps 0.001 0.004 
  (0.002) (0.003) 
 100-500 mbps 0.001 0.006* 
  (0.002) (0.003) 
Share of anti-immigration votes    

 2-30 mbps 0.012*** 0.003 
  (0.004) (0.003) 
 30-100 mbps 0.003 0.015*** 
  (0.003) (0.005) 
 100-500 mbps 0.003 0.011** 
  (0.003) (0.004) 

Share of populist votes    
 2-30 mbps 0.025*** 0.003 
  (0.005) (0.003) 
 30-100 mbps 0.005* 0.025*** 
  (0.003) (0.006) 
 100-500 mbps 0.005* 0.019*** 
  (0.003) (0.006) 

Share of Northern League    
 2-30 mbps 0.030*** 0.003 
  (0.010) (0.007) 
 30-100 mbps 0.004 0.040** 
  (0.006) (0.015) 
 100-500 mbps 0.006 0.024* 
  (0.006) (0.014) 

Regression coefficients and std. errors from estimates of the electoral outcome on exposure to arrivals. Robust standard errors in parentheses clustered 
at province level. *** p<0.01, ** p<0.05, * p<0.1 
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FIGURES 
 

 
Figure 1 – Actual versus perceived: the proportion of immigrants in each EU country 

 
 

 
Source: Integration of immigrants in the European Union – Eurobarometer (2018) 
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Figure 2 - Google Search of the words “Sbarchi” (boat landing), Panel A, and “Immigrati” 
(immigrants), Panel B, compared with actual arrivals. 
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Figure 3 – Occurrences of the words “Immigrato/i” (immigrant/s) and “Reato/i” (crime/s) in 
newspaper articles, compared with refugee arrivals and crimes committed by natives or 
immigrants 

 

 
Notes: The variable “Immigrato/i &/or Reato/i” counts the number of times the words “immigrato” (immigrants) and “reato” (crime), or their respective 
plurals jointly appear within a phrase written in the main Italian newspaper and news websites, across the years 2010 – 2018. They are constructed by 
means of a FACTIVA search. “Actual arrival” and “Native crimes” report the number of immigrants arrived on Italian shores and the number of crimes 
reported by the police, respectively, across the years 2010 – 2018, in thousands. 
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Figure 4 – Growth of populist parties share and misperception of immigration, 2008-2018 
 

 
Sources: https://www.euronews.com/2018/03/15/explained-the-rise-and-rise-of-populism-in-europe; Integration of immigrants in the European Union 
– Eurobarometer (2018) 
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Figure 5 - Distribution of the exposure index across Italian municipalities in the first and the second election round 
 

Panel A: North, Centre and South of Italy - first election round (2010 – 2013) 

 
 

Panel B: North, Centre and South of Italy - second election round (2015 – 2018) 

 
Source: Our elaboration, based on population composition per nationality at municipal level and ship landing data  
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Figure 6 – Evolution of exposure to arrivals 
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Figure 7 – Turnout and protest votes 
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Figure 8 – Populist, extreme-right and anti-immigration votes 
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APPENDIX 
 

Table A1 – Variable legend 
 

Variable Description 

Turnout Reports the share of individuals entitled to vote at municipal level who went voting at the election, 
net of the null and void ballot papers 

Share of anti-immigrants votes Share of votes expressed in favor of Casa Pound, Forza Nuova, Movimento Sociale Italiano and 
Alleanza Nazionale 

Share of anti-immigrants votes 
(log) Logarithmic transformation of Share of anti-immigrants votes 

Share of populist votes Share of votes expressed in favor of Forza Italia, Il Popolo delle libertà, Lega and Movimento 5 
Stelle 

Share of populist votes (log) Logarithmic transformation of Share of populist votes 
Share of populist votes 
(including minor parties) 

Share of votes expressed in favor of Forza Italia, Il Popolo delle libertà, Lega, Movimento 5Stelle, 
Casa Pound, Il Popolo della Famiglia and Potere al Popolo. 

Share of populist votes (log) 
(including minor parties) Logarithmic transformation of Share of populist votes (including minor parties) 

Share of Lega coalition votes Share of votes expressed in favor of Lega, Lega Nord and Lega Padana 
Share of Lega coalition votes 
(log) Logarithmic transformation of Share of Lega list 

Share of protest votes Share of white, null and void ballot papers 
Share of protest votes (log) Logarithmic transformation of Share of protest vote  
Electorate Number of individuals entitled to vote at municipal level 
Number of mayors Number of mayor candidates at the election 

Exposure index Index of exposure to immigrants’ arrivals. Captures the perception of new entrant immigrants at 
municipal level 

Exposure index 30 days before Index of exposure to immigrants’ arrivals calculated in the 30 days preceding the election 
Exposure index 30-60 days 
before Index of exposure to immigrants’ arrivals calculated between 30 and 60 days preceding the election 

Exposure index 60-90 days 
before Index of exposure to immigrants’ arrivals calculated between 60 and 90 days preceding the election 

Exposure index 0-60 days 
before 

Index of exposure to immigrants’ arrivals calculated between the election day and 60 days 
preceding the election 

Exposure index 0-90 days 
before 

Index of exposure to immigrants’ arrivals calculated between the election day and 90 days 
preceding the election 

Exposure index (log) Logarithmic transformation of the index of exposure to immigrants’ arrivals 
Exposure index 30 days before 
(log) 

Logarithmic transformation of the index of exposure to immigrants’ arrivals calculated in the 30 
days preceding the election 

Exposure index 30-60 days 
before (log) 

Logarithmic transformation of the index of exposure to immigrants’ arrivals calculated between 30 
and 60 days preceding the election 

Exposure index 60-90 days 
before (log) 

Logarithmic transformation of the index of exposure to immigrants’ arrivals calculated between 60 
and 90 days preceding the election 

Exposure index 0-60 days 
before (log) 

Logarithmic transformation of the index of exposure to immigrants’ arrivals calculated between the 
election day and 60 days preceding the election 

Exposure index 0-90 days 
before (log) 

Logarithmic transformation of the index of exposure to immigrants’ arrivals calculated between the 
election day and 90 days preceding the election 

Share of household with annual 
income > 120k Share of citizens with annual personal income greater than 120 thousand at municipal level 

Total SPRAR beds Total number of available beds in SPRAR centers at province level 

Total SPRAR beds (log) Logarithmic transformation of the total number of available beds in SPRAR centers at province 
level 

Ageing index Index of age structure at municipal level, calculated as the ratio between the share of elder 
individuals (i.e. over 65 years) and the share of pupils and children (i..e from 0 to 14 years) 

Share of migrants Share of non-native population with respect to the total resident population, at municipal level 
Share of migrants (log) Logarithmic transformation of Share of migrants 
No. of reported crimes per 
electorate 

Number of crimes reported to the police at province level (NUTS3), divided by electorate (at 
municipal level). 

Crimes per electorate I tertile Dummy variable taking value 1 if the province number of crimes per electorate is in the first tertile 
of the regional annual distribution, 0 otherwise. 



 44 

Crimes per electorate II tertile Dummy variable taking value 1 if the province number of crimes per electorate is in the second 
tertile of the regional annual distribution, 0 otherwise. 

Crimes per electorate III tertile Dummy variable taking value 1 if province number of crimes per electorate is in the third tertile of 
the regional annual distribution, 0 otherwise. 

News diffusion per electorate Annual average of the total number of newspapers daily sold at province level, divided by electorate 
(at municipal level). 

News diffusion per electorate, 
above median value 

Dummy variable taking value 1 if the province has a number news diffusion per electorate greater 
than the median value, calculated by year at regional level (NUTS2), 0 otherwise. 

Umployment rate Annual unemployment rate of the working age population (i.e. individuals aged 15 and over) 
computed at province level (NUTS3) 

Umployment I tertile Dummy variable taking value 1 if the province unemployment rate is in the first tertile of the 
regional annual distribution, 0 otherwise 

Umployment II tertile Dummy variable taking value 1 if the province unemployment rate is in the second tertile of the 
regional annual distribution, 0 otherwise 

Umployment III tertile Dummy variable taking value 1 if the province unemployment rate is in the third tertile of the 
regional annual distribution, 0 otherwise 

Share of household with 
2<ADS<=30 Mbps 

Share of household with average download speed (ADS) between 2 and 30 Mbps at province level 
(NUTS3) 

Share of household with 
30<ADS<=100 Mbps 

Share of household with average download speed between 30 and 100 Mbps at province level 
(NUTS3) 

Share of household with 
100<ADS<=500 Mbps 

Share of household with average download speed between 100 and 500 Mbps at province level 
(NUTS3) 
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Table A2 – Exposure to arrivals and turnout: the role of crime 
 
 

  (1) (2) (3) 
    

 Crimes per voter (region/year) 
  

 1st tertile 2nd tertile 3rd tertile 
    

  
 

Panel A: Turnout 
Exposure index 30 days before (log) -0.004 -0.005 -0.001 

 (0.003) (0.004) (0.005) 
    
Observations 1,837 1,785 1,774 
R-squared 0.672 0.461 0.362 
Number of municipalities 961 969 923 
    
  Panel B: Protest votes 
  
Exposure index 30 days before (log) 0.003* 0.002 -0.001 

 (0.002) (0.004) (0.004) 
    
Observations 1,837 1,785 1,774 
R-squared 0.171 0.063 0.121 
Number of municipalities 961 969 923 
    
  Panel C: Anti-immigration votes 
  
Exposure index 30 days before (log) 0.008*** 0.003 0.003 

 (0.003) (0.004) (0.005) 
    
Observations 1,837 1,785 1,775 
R-squared 0.138 0.037 0.047 
Number of municipalities 961 969 923 
    
  Panel D: Populist votes 
  
Exposure index 30 days before (log) 0.021*** 0.003 0.003 

 (0.005) (0.005) (0.005) 
    
Observations 1,837 1,785 1,775 
R-squared 0.240 0.046 0.033 
Number of municipalities 961 969 923 
    

 Panel E: Northern-league votes 
  
Exposure index 30 days before (log) 0.008 0.005 0.004 

 (0.009) (0.010) (0.010) 
    
Observations 767 751 746 
R-squared 0.202 0.077 0.082 
Number of municipalities 403 409 388 
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Table A3 – Exposure to arrivals and votes for extreme-right parties: the role of municipalities’ characteristics – population size 
 
  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
           

Dependent Variables: Turnout Protest votes 
Share of vote for anti-
immigration parties 

Share of vote for populist 
parties 

Share of vote for Northern 
 League 

         
 ≤90th pc >90th pc ≤90th pc >90th pc ≤90th pc >90th pc ≤90th pc >90th pc ≤90th pc >90th pc 
                
Exposure index 30 days before (log) -0.005** 0.004 -0.001 0.002 0.008*** -0.002 0.013*** -0.001 0.015** -0.027 

 (0.002) (0.003) (0.002) (0.002) (0.003) (0.005) (0.003) (0.011) (0.007) (0.023) 
Total SPRAR beds 0.000 0.000 -0.000** 0.000 0.000*** 0.000* -0.000 -0.000 0.000** 0.000 

 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Share of migrants 0.003 -0.084 0.044 0.020 -0.006 0.155*** 0.019 0.032 -0.078 -0.010 

 (0.038) (0.056) (0.036) (0.029) (0.034) (0.050) (0.045) (0.117) (0.062) (0.131) 
Number of mayors 0.011*** 0.001 0.001 -0.005*** -0.002 -0.002* 0.001 -0.005*** -0.007** -0.007*** 

 (0.002) (0.001) (0.000) (0.001) (0.001) (0.001) (0.002) (0.002) (0.003) (0.002) 
Taxable income share > 120,000 -0.081 -0.974*** 0.606*** 0.020 -0.090 1.563** -0.141 2.089*** -0.170 1.098 

 (0.071) (0.332) (0.210) (0.031) (0.124) (0.613) (0.135) (0.719) (0.178) (1.143) 
Constant 0.582*** 0.623*** 0.028 0.063*** 0.045*** 0.011 0.047*** 0.169*** 0.102*** 0.187** 

 (0.008) (0.027) (0.017) (0.005) (0.007) (0.037) (0.009) (0.061) (0.019) (0.084) 
           

Observations 4,917 479 479 4,917 4,918 479 4,918 479 2,058 206 
R-squared 0.397 0.831 0.615 0.032 0.036 0.381 0.029 0.625 0.075 0.484 
Number of municipalities 2,470 244 244 2,470 2,470 244 2,470 244 1,036 105 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A4 – Exposure to arrivals and votes for extreme-right parties: the role of the labor market 
 

  (1) (2) (3) 
    

 Unemployment (region/year) 
  

 1st tertile 2nd tertile 3rd tertile 
    

  
 

Panel A: Turnout 
Exposure index 30 days before (log) -0.005 0.001 -0.000 

 (0.004) (0.006) (0.004) 
    
Observations 2,407 1,848 1,141 
R-squared 0.393 0.393 0.422 
Number of municipalities 1,551 1,446 897 
    
  Panel B: Protest votes 
  
Exposure index 30 days before (log) 0.002 0.001 0.000 

 (0.002) (0.005) (0.002) 
    
Observations 2,407 1,848 1,141 
R-squared 0.028 0.051 0.068 
Number of municipalities 1,551 1,446 897 
    
  Panel C: Anti-immigration votes 
  
Exposure index 30 days before (log) 0.007* 0.007*** 0.021** 

 (0.004) (0.002) (0.009) 
    
Observations 2,408 1,848 1,141 
R-squared 0.054 0.099 0.144 
Number of municipalities 1,551 1,446 897 
    
  Panel D: Populist votes 
  
Exposure index 30 days before (log) 0.010** 0.019*** 0.036*** 

 (0.004) (0.005) (0.010) 
    
Observations 2,408 1,848 1,141 
R-squared 0.078 0.199 0.180 
Number of municipalities 1,551 1,446 897 
    

 Panel E: Northern-league votes 
  
Exposure index 30 days before (log) 0.014 0.014** 0.011 

 (0.014) (0.007) (0.010) 
    
Observations 882 831 551 
R-squared 0.075 0.160 0.413 
Number of municipalities 585 674 452 
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Table A5 – Exposure to arrivals and votes for extreme-right parties: the role of competition for public services 
 
  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
           

Dependent Variables: Turnout Protest votes 
Share of vote for anti-
immigration parties 

Share of vote for populist 
parties 

Share of vote for Northern 
 League 

         
 ≤median >median ≤median >median ≤median >median ≤median >median ≤median >median 
                
Exposure index 30 days before (log) -0.003 -0.005* 0.002 0.001 0.009** 0.009*** 0.019*** 0.015*** 0.016* 0.013* 

 (0.003) (0.003) (0.002) (0.002) (0.004) (0.003) (0.005) (0.004) (0.009) (0.007) 
Total SPRAR beds 0.000* 0.000* -0.000** -0.000 -0.000 0.000*** -0.000* -0.000 -0.000* 0.000** 

 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Share of migrants 0.042 -0.029 0.038 0.010 0.023 -0.004 0.023 0.060 -0.072 -0.087 

 (0.057) (0.043) (0.036) (0.036) (0.028) (0.063) (0.047) (0.088) (0.061) (0.173) 
Electorate 0.000** 0.000 -0.000 -0.000** 0.000 0.000 0.000 0.000 0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Number of mayors 0.010*** 0.005*** -0.001 -0.006*** -0.000 -0.003** -0.003 -0.001 -0.002 -0.011*** 

 (0.002) (0.002) (0.001) (0.002) (0.001) (0.001) (0.003) (0.002) (0.002) (0.003) 
Taxable income share > 120,000 -0.136 -0.179* 0.022 0.062 -0.109 0.045 -0.131 -0.075 -0.186 -0.099 

 (0.086) (0.093) (0.053) (0.044) (0.137) (0.282) (0.142) (0.303) (0.201) (0.416) 
Constant 0.505*** 0.608*** 0.063*** 0.134*** -0.006 0.014 0.019 0.022 0.054 -0.080 

 (0.030) (0.026) (0.012) (0.033) (0.027) (0.046) (0.072) (0.088) (0.050) (0.136) 
           

Observations 2,716 2,680 2,680 2,716 2,716 2,681 2,716 2,681 1,138 1,126 
R-squared 0.394 0.455 0.032 0.050 0.035 0.053 0.046 0.070 0.077 0.106 
Number of municipalities 1,538 1,516 1,516 1,538 1,538 1,517 1,538 1,517 643 635 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A6 – Exposure to arrivals and share of populist votes – Alternative definition 
 
  (1) (2) (3) (4) 
     
 Dependent Variable: Share of votes for populist parties 
  
          
Exposure index (log) 0.016***    

 (0.003)    
Exposure index 30 days before (log)  0.011***   

  (0.003)   
Exposure index 30-60 days before (log)   0.009***  

   (0.002)  
Exposure index 60-90 days before (log)    0.007** 

    (0.003) 
Total SPRAR beds -0.000 -0.000 -0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) 
Share of migrants -0.018 -0.015 -0.002 0.013 

 (0.035) (0.034) (0.037) (0.039) 
Electorate -0.000 -0.000 -0.000 -0.000 

 (0.000) (0.000) (0.000) (0.000) 
Number of mayors -0.001 -0.001 -0.001 -0.001 

 (0.001) (0.001) (0.001) (0.001) 
Taxable income share > 120,000 -0.160 -0.156 -0.158 -0.157 

 (0.123) (0.123) (0.123) (0.123) 
Ageing index -0.005*** -0.005*** -0.005*** -0.005*** 

 (0.002) (0.002) (0.002) (0.002) 
Constant 0.086** 0.085** 0.088** 0.087** 

 (0.036) (0.037) (0.036) (0.036) 
     
Observations 5,397 5,397 5,397 5,397 
R-squared 0.034 0.034 0.031 0.030 
Number of municipalities 2,706 2,706 2,706 2,706 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A7 – Exposure to arrivals and share of populist votes – Alternative definition 
 
  (1) (2) (3) (4) 
     
 Dependent Variable: Share of votes for populist parties 
  
          
Exposure index (log) 0.016***    

 (0.003)    
Exposure index 30 days before (log)  0.011***   

  (0.003)   
Exposure index 30-60 days before (log)   0.009***  

   (0.002)  
Exposure index 60-90 days before (log)    0.008** 

    (0.003) 
Total SPRAR beds -0.000 -0.000 -0.000 -0.000 

 (0.000) (0.000) (0.000) (0.000) 
Share of migrants -0.011 -0.008 0.006 0.020 

 (0.035) (0.034) (0.038) (0.039) 
Electorate -0.000 -0.000 -0.000 -0.000 

 (0.000) (0.000) (0.000) (0.000) 
Number of mayors -0.001 -0.001 -0.001 -0.001 

 (0.001) (0.001) (0.001) (0.001) 
Taxable income share > 120,000 -0.157 -0.153 -0.155 -0.154 

 (0.122) (0.122) (0.123) (0.123) 
Ageing index -0.005** -0.004** -0.005** -0.005** 

 (0.002) (0.002) (0.002) (0.002) 
Constant 0.083** 0.083** 0.086** 0.084** 

 (0.037) (0.037) (0.037) (0.037) 
     
Observations 5,397 5,397 5,397 5,397 
R-squared 0.037 0.037 0.034 0.033 
Number of municipalities 2,706 2,706 2,706 2,706 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A8 – Exposure to arrivals and electoral outcomes – Elasticities 
 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
           

Dependent variables.: 
Turnout (log) Protest votes (log) 

Share of vote for anti-
immigration parties (log) 

Share of vote for populist 
parties (log) 

Share of vote for Northern 
League (log) 

           
           
Exposure index (log) -0.016***  0.005**  0.008***  0.020***  0.012*  
 (0.006)  (0.002)  (0.002)  (0.004)  (0.007)  
Exposure index 30 days before (log)  -0.010**  0.002  0.007***  0.013***  0.013** 

  (0.004)  (0.001)  (0.002)  (0.003)  (0.005) 
Total SPRAR beds (log) 0.008*** 0.008*** -0.001 -0.001 0.003** 0.003** 0.002 0.002 0.003 0.003 

 (0.002) (0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.003) (0.003) 
Share of migrants (log) 0.062 0.047 0.012 0.020 0.034 0.022 0.033 0.043 -0.041 -0.062 

 (0.093) (0.097) (0.029) (0.031) (0.030) (0.030) (0.046) (0.045) (0.054) (0.055) 
Electorate 0.000 0.000 -0.000** -0.000** 0.000 0.000 0.000 0.000 0.000 0.000 

 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 
Number of mayors 0.012*** 0.013*** -0.003*** -0.003*** -0.001* -0.002* -0.001 -0.001 -0.005*** -0.005*** 

 (0.002) (0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) 
Taxable income share > 120,000 -0.170 -0.175 0.020 0.021 -0.052 -0.051 -0.111 -0.106 -0.123 -0.120 

 (0.133) (0.134) (0.029) (0.029) (0.104) (0.104) (0.113) (0.112) (0.151) (0.149) 
Ageing index -0.001 -0.001 0.003** 0.003** -0.004*** -0.004*** -0.005*** -0.005*** -0.004** -0.004** 

 (0.002) (0.002) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002) (0.002) 
Constant -0.590*** -0.592*** 0.073*** 0.074*** 0.024 0.023 0.050 0.051 0.088*** 0.080*** 
 (0.033) (0.033) (0.011) (0.011) (0.021) (0.021) (0.043) (0.044) (0.027) (0.026) 
           
Observations 5,396 5,396 5,396 5,396 5,397 5,397 5,397 5,397 2,264 2,264 
R-squared 0.365 0.364 0.043 0.042 0.049 0.051 0.056 0.056 0.087 0.091 
Number of municipalities 2,706 2,706 2,706 2,706 2,706 2,706 2,706 2,706 1,137 1,137 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A9a – Exposure to arrivals and votes for extreme-right parties – Alternative time-windows 
 
  (1) (2) (3) (4) (5) (6) 
       

 Dependent variables: Turnout Protest votes 
   
Exposure index 30 days before (log) -0.005**   0.003   

 (0.002)   (0.002)   
Exposure index 0-60 days before (log)  -0.006**   0.004**  

  (0.002)   (0.002)  
Exposure index 0-90 days before (log)   -0.006***   0.004** 

   (0.002)   (0.002) 
       
Observations 5,396 5,396 5,396 5,396 5,396 5,396 
R-squared 0.414 0.415 0.415 0.039 0.040 0.041 
Number of municipalities 2,706 2,706 2,706 2,706 2,706 2,706 

Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 

 
 
 
 
Table A9b – Exposure to arrivals and votes for extreme-right parties – Alternative time-windows 
 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) 
          

 Dependent variables: Anti-immigration votes Populist votes Northern-league votes 
    
Exposure index 30 days before (log) 0.009***   0.016***   0.015**   
 (0.002)   (0.003)   (0.006)   
Exposure index 0-60 days before (log)  0.007***   0.017***   0.012*  
  (0.002)   (0.003)   (0.006)  
Exposure index 0-90 days before (log)   0.006***   0.017***   0.011* 
   (0.002)   (0.003)   (0.006) 
          
Observations 5,397 5,397 5,397 5,397 5,397 5,397 2,264 2,264 2,264 
R-squared 0.045 0.043 0.042 0.055 0.054 0.053 0.084 0.081 0.080 
Number of municipalities 2,706 2,706 2,706 2,706 2,706 2,706 1,137 1,137 1,137 
Robust standard errors in parentheses clustered at province level. All models include year dummies. 
*** p<0.01, ** p<0.05, * p<0.1 

 
 

 


