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Preface

The W boson, one of the two mediators of the weak interaction, has been broadly
studied at both e+e− and hadron colliders since its discovery in 1983. Despite the
increasing accuracy in the measurement of its properties, it still remains relatively
poorly known if compared to the other mediator, the Z boson, mainly due to the
bigger experimental challenges in the reconstruction of the W boson decays.

The work documented in this thesis regards the search for the rare decay of the W
boson into a pion and a photon, using the data collected in proton-proton collisions
at the center-of-mass energy of 13 TeV with the CMS experiment. Similarly to the
other exclusive hadronic decays of the vector bosons, the decay W → πγ is foreseen
by the Standard Model of particle physics, but has never been observed. On the
one hand, the observation would represent a good probe for the Standard Model and
would provide insights into quantum chromodynamics factorization and meson form
factors at high energy scales; on the other, it could offer a new way to measure the
mass of the W boson that is based solely on visible single-particle decay products.

Performing such a search at CMS presents a number of challenges, from the defi-
nition of a suitable trigger strategy, to the individuation of the most effective methods
for background suppression and signal enhancement. Differently from the only pre-
vious search for W → πγ, performed by the CDF Collaboration, this novel analysis
exploits the W production in top quark-antiquark pair events, thanks to the relatively
large cross section for such process at the LHC. The leptonic decay of the W boson
from one of the top quarks is used to tag the event, and the b quark jets are exploited
to reduce the background from the hadronization of light-flavor quarks and gluons.
The W boson originating from the other top quark is then used to search for the
W → πγ decay. Such events are characterized by an isolated track and an isolated
photon of large transverse momentum.

The analysis selection criteria are designed before inspecting the signal region in
the collision data, so to avoid any observational bias. Both cut-based and multivariate
techniques are employed in the offline event selection, which also makes use of a dedi-
cated pion-isolation variable, conceived to discriminate between pions originating from
electroweak processes and pions surrounded by jet activity. The W → πγ branching
fraction is then determined by fitting the reconstructed pion-photon invariant mass
spectrum. No significant excess is observed above the expected background. The first
upper limit on the W→ πγ branching fraction at the LHC is set.

The contents of this thesis are organized as follows: Chapter 1 provides a historical
and physical background for this analysis, from the description of the Standard Model
and the electroweak interactions, to the measurements of the W boson properties at
collider experiments. There I discuss the physics motivations behind the search for
the decay W→ πγ, and I outline the analysis strategy adopted.

The LHC and the CMS detector are described in Chapter 2, with particular em-
phasis on the identification and reconstruction of the particles and physics objects
involved in this search.

Chapter 3 offers a detailed description of the data samples and the simulated
processes the analysis is based on.

In Chapter 4, I discuss in detail the offline event selection procedures, which aim
at suppressing the background sources and isolating signal-like events.

The core of the analysis, that is the method used to extract the branching fraction
of W → πγ from a fit to the pion-photon invariant mass spectrum, is presented in
Chapter 5.
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Chapter 6 outlines the sources of systematic uncertainty that affect this search,
describing the way they are estimated and how they affect the final results.

The final results are presented in Chapter 7, including the extraction of the branch-
ing fraction of W → πγ and the calculation of an upper exclusion limit on this pa-
rameter.
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Chapter 1

Physics motivations

The Standard Model of particle physics includes what nowadays we know as weak
(or electroweak) force, one of the possible ways the particles in the model interact.
In fact, the understanding and rigorous formulation of the electroweak force were not
achieved until the second half of the last century. The discovery of the mediators of
electroweak interactions, the W and Z bosons, followed the theoretical construction
and represented a great success, paving the way to an even deeper understanding of
Nature.

1.1 Historical perspectives

The idea of the existence of the W boson as mediator of the weak force is strictly
bound to the phenomenon of radioactivity. At the end of the nineteenth century,
three kinds of radiation had been observed: α, β, and γ rays. As they all indicated
different transformations of their mother nuclei, α and β rays were found to change
the electric charge of the initial nucleus, resulting in a different element in the final
state. On the other hand, γ rays were emitted by excited nuclei to reach their ground
energy state. At the time and for a few decades, though, the most puzzling difference
among these physical processes was the observation of the continuous energy spectrum
of β rays, as opposed to the discrete energy spectrum of the α and γ radiation. A β
decay was thought to proceed as Ni → Nf + e−, where Ni and Nf are the initial and
final nuclei, respectively. The kinematics of such a process, under the hypothesis of
energy conservation and negligible recoil of the final nucleus (Tf ), is:

mic
2 = mfc

2 + Tf +mec
2 + Te

⇒ Te = mic
2 +mfc

2 −mec
2 − Tf ≈ mic

2 +mfc
2 −mec

2,
(1.1)

Therefore, it was expected that the kinetic energy of the electron was a fixed quan-
tity, corresponding to Te ≈ mic

2 + mfc
2 −mec

2, while the observations indicated a
continuous energy spectrum. Wolfgang Pauli tried to address the problem in such a
way that the energy conservation precept was not violated: in 1931, he proposed the
existence of a still undetected, electrically neutral particle that now we call neutron.
The neutron was supposed to be a constituent of the nuclei, and at the same time to
be emitted in β decays, thus explaining the continuous β spectrum. A couple of years
later, when James Chadwick had discovered the neutron [1] and it was clear that this
particle could not fix the β spectrum problem, the search was directed to a much
lighter particle, possibly even massless, and with a penetrating power exceeding many
times that of photons. Such particle played a crucial role in the famous theory of β
decays formulated by Enrico Fermi, and was named neutrino by the Italian physicist.

Fermi proposed that, in β decays, both an electron e− and a neutrino ν̄ are emitted
from a neutron n [2]. Drawing inspiration from quantum electrodynamics (QED), his
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theory led to the following expression for the Lagrangian density of β decay:

Lβ = GFj
n→p
µ jµν→e = GF(ūpγµun)(ūeγ

µuν), (1.2)

where the u terms are the spinors associated to proton, neutron, electron, and neu-
trino, ū are their complex conjugates, and γ(µ)

µ is a Dirac matrix. GF, known as the
Fermi constant, was a completely new coupling constant which, therefore, indicated
the existence of a new force of nature.

A strength of Fermi’s thesis was that it was not limited to β− decays (n→ p e−ν̄),
but it was actually descriptive of several other processes, an important one being the
muon decay (µ− → e−νµν̄e or µ+ → e+νeν̄µ), proposed by Bruno Pontecorvo in 1947
[3] and observed two years later by Jack Steinberger [4]. Nevertheless, the astounding
discovery that parity was violated in weak interactions [5] highlighted a flaw in Fermi’s
theory, fully symmetric under spatial inversion. In 1957 that the efforts of the physics
community gave birth to the V–A theory [6], according to which the Lagrangian of
weak interactions comprises a vector and an axial vector terms that correctly describe
parity violation.

Despite the great advancement it introduced, the V–A theory was not able to solve
another criticality: the fields representing the four fermions in Eq. (1.2) are evaluated
at the same point in space and time, in what is called a "contact" interaction. This
aspect depicts a force with no range. While low-energy weak interactions are well
described in this framework, problems arise when considering high-energy processes,
since the theory predicts that the involved cross sections rise linearly with energy.
This yields to a violation of the unitarity principle, which states that the probability
for a certain process to happen must be less than or equal to unity.

The attempts to amend Fermi’s theory proceeded through the replacement of the
four-fermion, point-like interaction with a particle exchange mechanism, and culmi-
nated in the late ’60s with the unification of electromagnetic and weak forces using
the language of group theory at the base of the Standard Model.

1.2 The Standard Model

The Standard Model of particle physics is a quantum field theory that describes all the
known elementary particles. Its foundations were laid by Sheldon Glashow [7], Steven
Weinberg [8], Abdus Salam [9], and other physicists operating in the ’60s, who conjec-
tured that the electromagnetic and the weak interactions were different manifestations
of a single, unified electroweak force. In its current formulation, the Standard Model
also describes the strong interaction between particles, thus failing to incorporate
only those phenomena generated by the gravitational interaction. Gravity remains
therefore the only one of the four fundamental forces of nature to miss a predictive
quantum description. Nevertheless, its contribution at the energy ranges spanned by
modern particle colliders can be considered as negligible. Matter is described in terms
of elementary spin-1/2 particles, called fermions. The model theorizes the existence of
twelve elementary fermions, along with their respective anti-fermions, which have all
been experimentally observed or inferred with a great level of confidence. Depending
on the way they are allowed to interact with other particles, fermions are divided into
quarks and leptons. Quarks interact via both the electroweak and the strong force,
and consequently have non-zero weak hypercharge and color charge, which are the
quantum numbers conserved by electroweak and strong interactions, respectively. On
the other hand, leptons do not carry any color charge and only have electroweak inter-
actions with other particles. Leptons and quarks can be further categorized into three
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flavor families or generations, the reason behind the number three still representing
a remarkable open question concerning the Model. Each of these families contains a
quark doublet, composed by quarks with electric charge equal to +2/3 and −1/3 of
the proton charge, respectively, and a leptonic doublet accommodating a lepton with
electric charge −1 and an electrically neutral neutrino. The three fundamental forces
comprised in the Standard Model, acting on elementary particles and on composite
particles made of quarks, are mediated by spin-1 particles called bosons. In particular,
the carriers of the strong force are massless gluons (g), while the electroweak force is
carried by massless photons (γ), responsible for electromagnetic interactions, and by
the massive W+, W−, and Z bosons. The two W bosons and the Z boson mediate
the charged and the neutral currents in weak processes, respectively. The Model is
completed by the scalar (spin-0) Higgs boson, produced by the quantum excitation of
the field that allows elementary particles to acquire mass. A complete picture of the
fundamental constituents of the Standard Model is shown in Figure 1.1.

Standard Model of Elementary Particles
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Figure 1.1: The fundamental constituents of the Standard Model.

1.2.1 Electroweak interactions

In order to explain the complex phenomenology of elementary particles, the Standard
Model adopts a principle of symmetry conservation under local gauge transforma-
tions, which are geometrical transformations in the four-dimensional spacetime. In
particular, it is possible to explain both electromagnetic and weak phenomena by
imposing the invariance of the fermionic Lagrangian under local transformations of
the group SU(2)L ⊗U(1)Y , where the subscripts L and Y indicate the coupling with
the left-handed fermions and the weak hypercharge, respectively. The generators of
SU(2)L are the three components of the weak isospin operator (T i = 1/2τ i, where
τ i are the three Pauli matrices) and the generator of U(1)Y is the weak hypercharge
operator. The weak isospin (T ) and hypercharge are related to the electric charge (Q)
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as follows:
Q = T3 +

Y

2
, (1.3)

where T3 is the eigenvalue of the third component of the isospin. This model inherits
from the framework used in the V–A theory, with quark and lepton fields organized
in left-handed doublets and right-handed singlets:(

u
d

)
L

, uR, dR

(
c
s

)
L

, cR, sR

(
t
b

)
L

, tR, bR(
νe

e

)
L

, eR

(
νµ
µ

)
L

, µR

(
ντ
τ

)
L

, τR

(1.4)

Since only the weak isospin third component of the fields in the doublets is non-null,
the left-handed fermionic fields may undergo weak interactions, while right-handed
particles are blind to it. This provides an explanation to the phenomenon of maximal
parity violation in weak interactions observed in experiments. In addition, it should
be noted that the right handed neutrino νR does not carry SU(2)L or U(1)Y charges,
and thus decouples from the electroweak interaction.

The theory contains four spin-1 gauge fields, or bosons, associated to the generators
of the gauge transformation: W i

µ (i = 1, 2, 3) and Bµ. The interaction among these
gauge bosons and the fermionic fields (ψ) can be mathematically described by the
Lagrangian:

LEW = −1

4

# –

Wµν ·
# –

Wµν − 1

4
BµνB

µν + ψ̄iγµDµψ, (1.5)

using the field strength tensors

W i
µν ≡ ∂µW i

ν − ∂νW i
µ + gεijkW j

µW
k
ν Bµν ≡ ∂µBν − ∂νBµ (1.6)

and the covariant derivative

Dµ ≡ ∂µ − i
g

2
~τ · # –

Wµ − i
g′

2
BµY, (1.7)

with gauge couplings g and g′. The mass eigenstates of these bosons can be expressed
as a combination of the electroweak eigenstates W i

µ and Bµ:

W±
µ =

1√
2

(W 1
µ ∓ iW 2

µ),

Zµ =
gW 3

µ − g′Bµ√
g2 + g′2

= W 3
µ cos θW −Bµ sin θW ,

Aµ =
g′W 3

µ + gBµ√
g2 + g′2

= W 3
µ sin θW +Bµ cos θW ,

(1.8)

with θW the weak (or "Weinberg") mixing angle, and g′/g = tan θW . Nevertheless,
the gauge and chiral symmetries forbid to write a mass term for bosons and fermions.
Thus, the SU(2)L ⊗ U(1)Y Lagrangian (1.5) contains only massless fields, whereas
from experimental observations we certainly know they are not.
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1.2.2 Electroweak symmetry breaking

A natural way of allowing the Standard Model elementary particles to acquire mass
is through the existence of a complex scalar field φ, in the form of an SU(2) doublet:

φ =
1√
2

(
φ1 + iφ2

φ3 + iφ4

)
=

(
φ+

φ0

)
. (1.9)

Choosing for the scalar hypercharge the value Y = 1 in the covariant derivative (1.7),
the Lagrangian in Eq. (1.5) can be further implemented with an interaction and a
potential term arising from the scalar field φ:

L = LEW + (Dµφ)†(Dµφ)− V (φ), (1.10)

with the potential V (φ) given by:

V (φ) = µ2φ†φ+ λ(φ†φ)2. (1.11)

For λ > 0 (since the potential has to be bound inferiorly) and µ2 < 0, the state of
minimum energy does not correspond to φ = 0 and is in fact not unique anymore.
Choosing the vacuum state so that φ1 = φ2 = φ4 = 0 and φ3 = v, the system is no
longer invariant under rotations in the (φ+, φ0) plane, and the void expectation value
of φ results in:

〈0|φ|0〉 ≡ 〈φ〉 =
1√
2

(
0

v + H

)
, v2 = −µ

2

λ
, (1.12)

where the unitary gauge has been adopted to remove "unphysical" fields called Gold-
stone bosons. This choice of vacuum breaks the SU(2)L ⊗ U(1)Y symmetry to the
electromagnetic subgroup U(1)QED, which still remains a true symmetry of the vac-
uum, since Q 〈φ〉 = (T3 + Y/2) 〈φ〉 = 0. This represents an example of spontaneous
symmetry breaking, and, in the particular case of the electroweak interactions, it is
commonly referred to as Brout-Englert-Higgs mechanism [10, 11], from the names of
the physicists who first formulated it in 1964. In the kinetic piece (Dµφ)†(Dµφ) of the
Lagrangian (1.10), the scalar multiplet is coupled to the gauge bosons by the covariant
derivative. After spontaneous symmetry breaking, such kinetic component takes the
form:

(Dµφ)†(Dµφ) =
1

2
∂µH ∂µH + (v + H)2

(
g2

4
W+

µ W−µ +
g2

8 cos2 θW
ZµZµ

)
. (1.13)

The vacuum expectation value chosen has generated quadratic terms for W± and Z,
namely those gauge bosons have acquired masses:

mW = mZ cos θW =
1

2
vg. (1.14)

Since the U(1)QED symmetry of electromagnetism is conserved, the photon keeps
being massless. Nevertheless, after spontaneous symmetry breaking, a physical scalar
boson remains in the spectrum: the Higgs field (H), through which, similarly to bosons,
fermions (quarks and leptons) acquire mass as well. One of the most remarkable
successes of the Standard model was indeed the prediction of the existence of the
Higgs boson, then discovered by the ATLAS and the CMS Collaborations at the
CERN LHC in 2012 [12, 13].
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1.2.3 The Cabibbo-Kobayashi-Maskawa matrix

Similarly to bosons, also quarks and leptons interact with the Higgs field and acquire
mass thanks to spontaneous symmetry breaking, but they do so via a specific coupling,
the Yukawa coupling. Nevertheless, the quark mass eigenstates do not correspond
to pure weak interaction eigenstates, but are a mixture of the latter. The unitary
transformation connecting the two bases of mass and weak eigenstates is represented
by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [14, 15]. By convention, the u, c,
and t quarks are chosen to be pure states, and the flavor mixing is described in terms
of a 3× 3 matrix operating on the d, s and b quark states: d′

s′

b′

 =

 Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 d
s
b

 . (1.15)

The weak interaction and the mass eigenstates are reported on the left and on the right
side of the equation, respectively. The CKM matrix summarizes all the properties of
the weak quark interaction. In the unitarity constraint on its diagonal terms∑

k

|Vik|2 =
∑
i

|Vik|2 (1.16)

is codified the preservation of the weak coupling universality, a consequence of the fact
that all SU(2) doublets couple with the same strength to the vector bosons of weak
interactions. At the same time, the CKM matrix describes the ranking among the
transitions occurring within quarks of the same family and quarks belonging to differ-
ent families. Furthermore, this mechanism provides an explanation for the non con-
servation of quark flavor under weak interactions mediated by W± bosons, namely the
weak charged currents, and incorporates the Glashow-Iliopulos-Maiani (GIM) mecha-
nism [16], which explains why flavor-changing neutral currents mediated by a Z boson
are suppressed. Considering the additional constraint of unitarity∑

k

VikV
∗
jk = 0, (1.17)

it is possible to parametrize the CKM matrix in terms of three Euler angles (θ12, θ23,
θ13) and a complex CP-violating phase (δ13). This imaginary part of the CKM matrix
is the source of all the CP-violating phenomena accounted for in the Standard Model.
The determination of the magnitude of the CKM matrix elements has been targeted
by several experiments in the past 20 years, including the BaBar experiment at SLAC,
the BELLE experiment at KEK, and the LHCb experiment at CERN [17].

1.2.4 Strong interactions

Unlike the other fermions in the Standard Model zoology of elementary particles,
quarks also interact among each others via the strong force, carried by mediators
called gluons. The quantum field theory of strong interactions is called quantum
chromodynamics (QCD) and is based on a local gauge symmetry group SU(3)C , with
the subscript C indicating the color charge, which is the conserved quantity under local
gauge transformations of this group. The non-Abelian structure of SU(3)C , that is
the non-commutativity of its transformations, gives rise to some peculiar properties
which are specific of the strong interaction. The Lagrangian of QCD can be expressed
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as:

LQCD =
∑
q

ψ̄q,i
(
iγµ∂µδij − gSγµtCijACµ −mqδij

)
ψq,j −

1

4
GiµνG

µν
i , (1.18)

where ψq,i are the Dirac spinors of the quark fields, with the indices q, i running
over the quark flavor and color; tCij (with C = 1, . . . , 8) is a set of 3 × 3 Gell-Mann
matrices, generators of the SU(3)C group, and ACµ are the associated 8 bosonic fields
(the gluons); Giµν is the color fields tensor; g2

S = 4παS, with αS the strong coupling
constant, whose nature is one of the peculiar aspects of QCD. αS, which sets the
strength of the interactions involving quarks and gluons, is actually a running constant,
that is a function of the momentum Q transferred in a given process. A first order
solution is:

αS(Q2) =
4π

β0 ln(Q2/Λ2
QCD)

, (1.19)

where β0 is the first term of a perturbative series in the β(αS) function [18, 19], and
ΛQCD ' 200 MeV is a scale parameter that prevents soft divergencies. The value of
αS at the electroweak scale (Q2 ' m2

Z) is of the order of 0.1, but increases at lower
energy, unlike its electroweak partner. An important consequence of this regards the
application of perturbation theory in QCD calculations, which is thus possible only for
a high momentum transfer, in the so-called hard scattering processes. On the contrary,
at low energies the bound between quarks becomes very strong and their dynamics
cannot be described with perturbative approximations. In this latter scenario, the
most precise results are obtained by applying lattice QCD calculations, based on the
numerical evaluation of path integrals on a discretized Euclidean space-time. In the
low Q2 region, interactions between quarks are so strong that they inevitably condense
into colorless SU(3)C singlets, or hadrons: their most common combinations are scalar
qiq̄i states, known asmesons, or anti-symmetrical εijkqiq′jq′′k states, the baryons, such
as the protons and the neutrons the atomic nuclei are made of. This phenomenon is
referred to as color confinement, since it affects all the particles carrying color charge,
and is responsible for the hadronization, the process of creation of hadrons out of
quarks and gluons emitted in a hard scattering. All quarks but the top are subject
to hadronization. The exceptional behavior of the heaviest quark is due the time
scale of its weak decay (≈0.5 × 10−24 s), shorter than that at which the strong force
acts (1/ΛQCD ' 3× 10−24 s). Therefore, a top quark decays before it can hadronize.
On the other hand, in the high-energy/short-distance regime, the coupling constant
αS becomes weaker and a consistent description is possible within the perturbation
theory. This condition is known as asymptotic freedom [18].

1.3 W boson: from the discovery to recent measurements

Despite the fact that the formulation of the electroweak theory dates back to the late
’60s, the discovery of its massive bosons had to wait until particle accelerators were
powerful enough to produce them, almost fifteen years later. The first experiments
ever to observe the evidence of the existence of the W boson were UA1 and UA2, in
the CERN laboratories. UA1 and UA2, which shared the same main purpose with a
different detector design, were placed at two interaction points of the 7-kilometers-long
collider called Super Proton-Antiproton Synchrotron (Spp̄S). This accelerator was the
result of important modifications of the Super Proton Synchrotron (SPS), now part
of the acceleration chain for protons and heavy ions culminating with the LHC. Fol-
lowing a farsighted idea by Carlo Rubbia, also spokesperson of the UA1 experiment,
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the SPS was converted from a one-beam synchrotron to a two-beam collider, where
a single vacuum chamber could be used to circulate protons and antiprotons in op-
posite directions, generating collisions at a center-of-mass energy of 540 GeV. The
production of intense antiproton beams was achieved through the stochastic cooling
technique, invented by Simon van der Meer a few years before [20]. The discovery
of the W boson was announced during a seminar at CERN in January 1983, and
published independently by the UA1 and UA2 Collaborations soon after [21, 22]. The
discovery of the Z boson followed in some months time [23, 24]. Rubbia and van
der Meer were awarded the Nobel Prize for Physics in 1984, for the ideas and the
technological innovations that made such milestones possible.

1.3.1 The Jacobian peak and the first W-mass measurement

The search for the W boson, as it was performed by the UA1 and UA2 Collaborations,
targeted the signature of the decay W± → e±νe(ν̄e), characterized by:

• an isolated electron of large transverse momentum (pT), that is the momentum
component orthogonal to the beam axis;

• a peak in the electron pT distribution at mW/2 (the Jacobian peak), with mW

the mass of the W boson;

• large missing transverse momentum (pmiss
T ), due to the neutrino escaping detec-

tion.

A few clear electron-neutrino events were selected out of an integrated luminosity
Lint ' 18 nb−1. The mass of the W boson, whose most accurate Standard Model
prediction was mW = 82 ± 2.4 GeV, was reconstructed through the Jacobian peak
procedure. The differential cross section for the process pp̄ → W → eν is a slow-
varying function of the helicity angle θ∗ between the charged lepton and the beam
direction in the W boson rest frame:

dσ

d cos θ∗
= A (cos θ∗) , (1.20)

and
dσ

dpe
T

=
dσ

d cos θ∗
d cos θ∗

dpe
T

. (1.21)

The electron transverse momentum pe
T can be expressed as:

pe
T = pe sin θ∗ =

mW

2
sin θ∗. (1.22)

Given the following expressions for the sinusoidal functions of θ∗:

sin θ∗ =
2pT

mW
⇒ cos θ∗ =

√
1− sin2 θ∗ =

√
1−

(
2pe

T

mW

)2

, (1.23)

it is possible to write:

d cos θ∗

dpe
T

=
4pe

T/mW

2

√
1−

(
2peT
mW

)2
=

2pe
T

mW

√
1−

(
2peT
mW

)2
. (1.24)
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Finally, the expression for the differential cross section

dσ

dpe
T

= A (cos θ∗)
d cos θ∗

dpe
T

' K
2pe

T

mW

√
1−

(
2peT
mW

)2
(1.25)

reveals the presence of the Jacobian peak in the pe
T distribution, as shown in Figure

1.2. After correcting for a non-null transverse momentum of the W boson itself, which
can arise from the presence of other particles originating from the pp̄ collision (e.g.,
the associated production of a W boson and jets), the pe

T value that was found to
maximize the peak represents an estimation of mW:

mW = 81± 5 GeV (1.26)

Figure 1.2: Distribution of the peT spectrum from candidate W± → e±νe(ν̄e) events.

1.3.2 Recent W-boson mass measurements

Following the discovery, the properties of the W boson have been broadly investi-
gated at various facilities, including the Tevatron proton-antiproton collider, the Large
Electron-Positron collider (LEP), and, more recently, the LHC. Among these proper-
ties, the W-mass obviously holds a privileged position. In fact, a precise determination
of mW would positively affect the precision on other interdependent SM parameters,
such as the mass of the top quark (mt) and the Higgs boson (mH). Such dependences
are observable in Fig. 1.3, which shows a global fit to several SM parameters. Such fit
may include or not the experimental constraints derived from direct measurements of
mW, mt or mH, thus leading to different allowed regions of the parameters space. In
particular, the gray contour represents the phase space allowed by the theory without
including any measurement of the three aforementioned parameters; the blue contour
is obtained by using mH = 125 GeV; finally, the horizontal and vertical green bands
arise from the measurement of the three masses and identify a region which is expected
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to intersect with the blue contour. Although this happens within the uncertainties, a
more precise determination of mW might confirm or overturn this observation.
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Figure 1.3: Contours of 68% and 95% confidence level obtained from scans of fits to elec-
troweak SM parameters for fixed values of mW and mt. The blue and grey regions are the
results of the fit including and excluding themH measurements, respectively. The green bands
indicate the 1σ regions of the mW and mt measurements (world averages are used).

In the case of hadron colliders, which will be treated more in depth in the next
section, the production of on-shell W bosons is generally tagged by the charged lepton
(muon or electron) of large pT arising from their decay. Given the unknown parton-
parton effective energy in each hadron collision and the presence of missing energy in
the longitudinal direction, the strategy of hadron collider experiments (such as CDF
and D0 at Tevatron, and ATLAS at the LHC) consists in reconstructing the transverse
mass of the W boson

mT =
√

2 p`T p
miss
T (1− cos ∆φ), (1.27)

and derive mW from comparing the transverse mass distribution with MC predic-
tions as a function of mW. In the expression above, p`T denotes the charged lepton
(e, µ) transverse momentum, whereas ∆φ is the azimuthal opening angle between the
charged lepton and the missing transverse momentum. The measurements of the W-
mass carried out with such strategy are at present the most forefront. In particular,
both the CDF and the ATLAS Collaborations have reached comparable precision [25,
26], as can be observed in Fig. 1.4.

In the case of LEP, the nature of lepton collisions permitted a precise knowledge
of the beam energy, which allowed the experiments to determine the e+e− →W+W−

cross section as a function of the center-of-mass energy, as well as to reconstruct the
W mass precisely from its decay products. Close to the W+W− production threshold
(≈161 GeV), the dependence of the W-pair production cross section on mW is large,
and thus this characteristic was exploited to determine mW. At higher energies,
this dependence is much weaker. Therefore, WW boson pairs were reconstructed
through their fully hadronic, semi-leptonic, and fully leptonic decays, and mW was
determined as the invariant mass of the W boson decay products. The results obtained
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Figure 1.4: Measurements of the mass of the W boson (mW) by Tevatron, LEP, and LHC
experiments [17]. The world average of these measurements is also shown, before and after
the most recent mW measurement performed by the ATLAS Collaboration.

at LEP are comparable and generally in good agreement with those of hadron collider
experiments, providing a valuable cross-validation.

1.4 The W boson at the LHC

As anticipated in the previous section, since its discovery at the Spp̄S proton-antiproton
accelerator, the properties of the W boson have been studied at both e+e− (LEP) and
hadron (Tevatron, LHC) colliders. The initial state is reflected into the production
mechanisms of the W boson, and may also originate different underlying conditions
which can make one kind of collider more or less suitable for a specific measurement.
The search this thesis reports on exploits collision data collected at the LHC, a ma-
chine which accelerates and circulates protons. Therefore, the next section is intended
to provide a brief description of the phenomenology of hadron collisions. Afterwards,
the main properties of the W boson will be presented.

1.4.1 Hadron collisions

As discussed previously in this chapter, protons are not elementary particles, but
composite objects constituted of three valence quarks (one down and two up quarks)
surrounded by the gluons they emit and by quark-antiquark pairs from gluon splitting.
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Figure 1.5: Scheme of the main phases of parton interactions.

Thus, a collision between two protons is in fact an interaction which involves their
fundamental constituents, generically referred to as partons. Despite the complexity
of the phenomenology of such process, the theory of QCD may be used to describe its
main phases. Following the scheme in Fig. 1.5, we can identify:

• possible emission of initial state radiation (ISR) from the incoming partons
before the actual interaction takes place, thus reducing the beam energy prior
to the momentum transfer;

• hard scattering : the main parton-parton interaction, which generates other par-
ticles;

• parton shower : in case colored particles are produced in the ISR phase or the
hard scattering, they tend to generate a shower of other partons;

• hadronization: as the shower evolves and the momentum transfer gets lower,
partons inevitably start to recombine into color-singlet states through gluon
radiation, thus forming hadrons.

The cascades of collimated particles generated at hadronization stage, mainly formed
by hadrons but also by leptons and photons, are observed as jets by particle detectors.
The definition of a jet in a physics experiment is not unique, but depends on the
clustering algorithm used to group the jet constituents according to their kinematic
properties. Similarly, the description of this process in Monte Carlo (MC) generators
is achieved through different effective models.

Occasionally, two hard parton-parton interactions may occur within a single proton-
proton (pp) collision. These are commonly referred to as double-parton scattering
events. Nevertheless, the hard scattering is normally accompanied by additional softer
activity originated from the interaction of the other (less energetic) partons in the
same protons. The result is the generation of extra parton showers and hadronization
processes. This activity is known as underlying event.

The compositeness of protons colliding at given center-of-mass energy
√
s is re-

flected on the fact that the energy
√
s′ available for the hard scattering is necessarily
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a fraction of
√
s: √

s′ =
√

(x1p1 + x2p2)2 ≈
√
x1x2s, (1.28)

where p1, p2 are the four-momenta of the two protons and x1, x2 the fractions of these
four-momenta carried by the hard-scattering partons. The aleatoric nature of x1 and
x2 is expressed in terms of probability density functions known as parton distribution
functions (PDFs), which participate in the definition of any particle production cross
section at hadron colliders. Therefore, a precise determination of the PDFs is the
target of several measurements at the LHC.

Moreover, the protons in the LHC vacuum pipes circulate in bunches containing
a large number of particles each (order of 1011). The needle-like shape of the proton
cloud composing each bunch, with its transverse (longitudinal) size of the order of
a few µm (cm), warrants a certain probability that multiple pp interactions occur
within a single bunch crossing. Usually, only one of these interactions generates an
interesting physics event, with large momentum particles. In high-energy physics ex-
periments, the corresponding hard scattering point is commonly referred to as the pri-
mary vertex. The other concurrent interactions are defined pileup (PU), and produce
low-momentum particles which overlap with those from the primary vertex, degrading
the reconstruction performance for the event of interest. It is therefore paramount for
the detectors to be able to precisely identify the primary vertex of interaction, and
for physicists to implement effective methods for PU rejection or subtraction.

1.4.2 Production of the W boson

At the LHC, W bosons are primarily produced, alone or in association with one or
more quarks or gluons, from the interaction of a quark-antiquark pair. Given the
quark composition of colliding protons (uud), the most common scenarios are the
production of a W+ from a u valence-quark and a d̄, or of a W− from a d valence-
quark and a ū, where the q̄ quarks need to be pulled from the proton sea with enough
energy to generate a W. This introduces an asymmetry in the total number of W+

and W− produced at the LHC, with the positive charge sign being favored. Moreover,
the W boson production can be initiated by the quarks of the second family, charm
and strange; the fraction of production from these heavy quarks up to 20% at a
center-of-mass energy of 13 TeV. On the other hand, the production from across-
family quarks is suppressed by the small size of the off-diagonal elements of the CKM
matrix, described in Section 1.2.3.

Another relevant W boson creation mechanism exists at the LHC. The Large
Hadron Collider is often regarded as a "top factory", because of the large cross section
for single top quark and, in particular, for top-antitop pair production. In pp collisions
at
√
s = 13 TeV, the tt̄ production mainly proceeds through gluon-gluon fusion, which

dominates over qq̄ annihilation (see Feynman diagrams in Fig. 1.6). The theoretical
calculations for its cross section, exceeding 800 pb, are now performed at next-to-next-
to-leading order (NNLO) in QCD [27, 28], and are supported by increasingly precise
measurements by the LHC experiments [29]. Given the aforementioned cross section
and considering an average instantaneous luminosity L ' 2× 1034 cm−2s−1, it can be
inferred that roughly 15 tt̄ pairs are produced at the LHC every second. Afterwards,
top (anti)quarks decay with a probability close to 100% into a W boson and a bottom
(anti)quark. Despite the cross section for this production mode being more than two
orders of magnitude smaller than the direct W boson production (which amounts to
about 105000 pb [30]), this is an interesting process for the analysis reported in this
thesis.
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Figure 1.6: Tree-level Feynman diagrams for tt̄ production at the LHC. The two upper
diagrams describe the contribution through the gluon-gluon fusion mechanism, while the
lower diagram describes qq̄ annihilation.

Further production modes of the W boson are accessible at the LHC, but their
cross sections can be considered negligible with respect to the other ones examined in
this section.

1.4.3 Decay of the W boson

With a lifetime of the order of 10−25 s, the W boson cannot be directly detected with
the current technology. Therefore, past and current experiments have exploited either
fully leptonic or fully hadronic decay modes to realize measurements of its properties.
Despite the great efforts accomplished so far, our knowledge of the W boson remains
poor if compared to that of the mediator of neutral currents in weak interactions, the
Z boson. The leptonic and the fully hadronic decays of the Z boson are indeed known
with a precision over an oder of magnitude (i.e., at the per mille level) better than
those of the W boson, mainly reflecting the fact that a great amount of Z bosons
were produced at the LEP e+e− collider, in an experimentally clean environment.
Similarly, the uncertainty in the measurement of the mass of the charged vector boson
(mW) is currently of the order of 10 MeV, while mZ is known with an uncertainty of
few MeV. The search for rare Z decays, then, is much richer, with over 50 different
measurements of semi-exclusive hadronic final states (e.g., Z → J/ψX [17]), as well
as upper limits on exclusive hadronic final states (e.g., Z → π0γ [31]) and on lepton
flavor violating decays (e.g., Z→ e±µ∓ [32]). Comparatively, a very small number of
rare W decays has been investigated so far. Thus, it is evident why, almost 40 years
after its discovery, the W boson and its decays remain an important subject of study.

Fully leptonic decays

The decay amplitude for the process

W→ `ν` ` = e, µ, τ (1.29)

constitutes ≈32% of the total decay amplitude of the W boson [17], a concept which
is commonly expressed by stating that the branching ratio or branching fraction
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B(W → `ν`) ' 0.32. Generally, the charged lepton, if electron or muon, can be
easily detected, and its momentum can be measured with high accuracy and resolu-
tion. The neutrino, though, escapes detection in common experimental apparati. For
this reason, if a measurement of the mW has to be performed, it cannot be based on
the lepton-neutrino invariant mass reconstruction; the energy of the escaping neutrino
must be inferred instead, exploiting the approximately null initial transverse momen-
tum for a collision in a symmetrical accelerator. It is worth underlining that such
approximation is very close to the truth also at hadron colliders, where the interact-
ing particles are composite. Nonetheless, each pp interaction might produce more
than one (anti)neutrino, and the detection efficiency is in general < 1 for any particle
and detector, thus reducing the precision obtainable with the pmiss

T method.

Fully hadronic decays

The process
W→ qq̄′ → hadrons (1.30)

represents the most likely decay of the W boson, with a branching ratio of ≈67%
[17]. Even though, in principle, the invariant mass of the two jets arising from the
qq̄ pair can be fully reconstructed, the typical jet momentum resolution at collider
experiments is around 10%, much larger than that of charged leptons. In addition,
hadronic jets may be an actual source of pmiss

T , due to the presence of neutrinos from
certain hadron decays. Therefore, most of the precision measurements of mW and
other properties of the W boson performed so far have exploited the fully leptonic
decay mode.

Rare decays

Once accounted for the fully hadronic and the fully leptonic decays, which add up to
a branching fraction of about 99%, the Standard Model foresees a few other options
for the W boson to decay, though with a very low probability. These are known
as exclusive hadronic decays, with the term "exclusive" indicating a final state that
contains one specific hadron, and not a cascade generated by the hadronization of free
quarks. According to the theory, low-multiplicity hadronic decays of the gauge and the
Higgs bosons are subject to strong suppression mechanisms (the so-called "Sudakov
effects"), and calculations of their branching fractions, if ever performed, have rather
large uncertainties and may span various orders of magnitude. At present, none of
these decays has been observed by experiments. Nevertheless, for what concerns
the W boson, upper limits at 95% confidence level (CL) were set on the branching
fractions B(W± → π±γ) < 7.0 × 10−6 [33], B(W± → Ds

±γ) < 1.3 × 10−3 [34], and
B(W± → π±π±π∓) < 1.01 × 10−6 [35]. Besides the obvious interest of determining
the aforementioned rare decay branching ratios, the observation of these processes
could on the one hand represent a further probe of the Standard Model, and on the
other offer a new way of measuring essential properties of the W boson, as will be
discussed in the next sections.

1.5 The rare decay of the W boson into a pion and a
photon

The exclusive radiative decays W± → P±γ, where P denotes a generic pseudoscalar
meson, were studied in a few theoretical works since before the discovery of the W
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Figure 1.7: The two diagrams contributing to the decay W→ πγ.

boson. Therefore, we know that the process W± → π±γ receives two main kinds of
contribution, as illustrated in Fig. 1.7. In one of them, which corresponds to the left
diagram, the photon couples directly to the W boson. According to a relatively recent
paper by M. Mangano and T. Melia [36], its rate can be related to the pion decay
constant, fπ = 93 MeV, by evaluating the current〈

π+(p)
∣∣JρW(0)

∣∣ 0〉 =
fπ√

2
pρ, (1.31)

where p indicates the momentum of the pion state |π+(p)〉, and JρW = d̄γρPLu the
weak charged current, with PL = 1

2(1 − γ5) and (d̄,u) the anti-down and up quarks.
On the other hand, contributions of the type shown in the right diagram involve the
calculation of ∫

d4xeik·x〈π+(p)|T [JλW (0)Jµγ (x)]|0〉, (1.32)

where k is the photon momentum and Jµγ =
∑

i=u,dQiq̄iγ
µqi is the electromagnetic

current, with Qi the charge of the quark qi. This can be evaluated by adapting existing
calculations [37] of the decay width of Z →W±π±, and subsequently estimating the
decay Z → π0γ using an operator product expansion at leading order (LO) in αS.
The order of magnitude estimate obtained for the branching ratio of W→ πγ is 10−9,
even though the expansion is not convergent unless important higher order corrections
(not yet calculated) are introduced.

Mangano and Melia’s estimate is in agreement with a previous result by L. Ar-
nellos, W. Marciano, and Z. Parsa [38], who adopted a different approach. On the
contrary, using a one-loop calculation, Y. Kneum and X. Pham [39] hypothesize an en-
hancement of the rare radiative decays in exam, leading to 10−8 < B(W± → π±γ) <
10−6. It has to be noted, though, that in this latter case the upper bound 10−6 follows
a specific choice for the value of the quark masses and the momentum running in the
loop. If such momentum is truly at the scale of mW, then some of the assumptions
of the authors do not hold, and the estimate of 10−6 becomes too optimistic.

Since no experiment has ever been able to observe the rare decay of W → πγ,
we are for the moment only aware that its probability lies in between 10−9 and 10−6,
probably shifted towards the lower bound. The intent of the next section is thus to
discuss how a process as rare as that described above could be observed at the LHC.
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Figure 1.8: Event distribution as a function of the number of final state particles in 1010

events of W+ → ud̄ decay produced with pythia 8.1. Top panel: total number of events.
Bottom panel: average fraction of particle type, in decreasing order (note that leptons are
not visible).

1.5.1 Analysis strategy

The huge number of W bosons produced at the LHC makes this machine suitable to
investigate rare W-decay modes. Nevertheless, the search is complicated by the large
background of QCD processes, giving rise to a vast multiplicity of particles observed
by the detector within every pp collision, including leptons, photons, and charged
and neutral hadrons. This is illustrated in Fig. 1.8, which is the result of a study
[36] performed by simulating about 1010 events of W+ → ud̄ decay with pythia 8.1
[40], a MC generator that handles the showering and the hadronization steps as well.
Even in this rather intricate scenario, the study of a few rare decays leading to low-
multiplicity final states seems plausible. Among them, the decays W± → π+π+π−

and W± → π±γ appear to be the most promising. In particular, the charged pion and
the photon from the latter process show larger momenta than the pions from the three-
body decay, which also suffers from a strong combinatorial background in pp collisions.
On the other hand, at a center-of-mass energy of 13 TeV, a substantial fraction of the
many particles produced in a collision carries a large momentum, forcing the detectors
to set high thresholds on the minimum pT that triggers the data acquisition, in order
to not saturate the trigger system. For instance, at the CMS experiments at the LHC
and during the period 2016–2018, the lowest trigger threshold for single photons was
about 170 GeV, way above the typical pT expected for a photon from the rare W
boson decay, which is on average around 40 GeV.

A work around these issues was proposed in the already mentioned study by M.
Mangano and T. Melia [36], which has been a source of inspiration for the analysis
presented in this thesis. The authors suggest that the abundance of tt̄ events at the
LHC, as described in Section 1.4.2, could be exploited to obtain a clear signature of
W boson production. As the top (anti)quarks decay, two W bosons are available; the
search strategy can then be articulated in three main items, as Fig 1.9 also illustrates:

• isolate the events in which one of the W bosons decays into leptons. As previ-
ously discussed, such decay has a branching fraction B(W→ `ν`) ' 0.1 for each
of the leptons (` = e, µ, τ). From an experimental point of view, the detection
of electrons and muons is generally much simpler than that of tau leptons, given
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Figure 1.9: Pictorial view of the typical topology for the decay of W → πγ in tt̄ events.
The charge signs may of course be flipped.

the short lifetime of the latter. Nevertheless, the process W → τντ could in
principle be considered too. In the context of this analysis, it is accounted for
only in case the τ subsequently decays into leptons, namely τ → e(µ)νe(µ)ντ ;

• identify the b jets, namely the jets originating from the hadronization of the b
quarks from the (anti)top quark decay. Doing so helps suppressing the back-
ground arising from the hadronization of light quarks and gluons;

• use the other W boson in the event to search for the topology characteristic of
the rare decay W→ πγ.

The latter partially depends on the detectors used to perform the search; at CMS,
the topology of the rare decay W → πγ is characterized by an isolated track and an
isolated photon of large transverse momentum.

Since the selection of tt̄ events reduces the cross section for W boson production
by two orders of magnitude with respect to the direct production from pp interaction,
the success of this search is determined first of all by the size of the collision data
available, but also by the detector performance and efficiency, and by the ability to
suppress the background effectively with thoughtful discrimination procedures. In
the period 2016–2018 (commonly referred to as Run 2 by LHC experiments), the
LHC has delivered an unprecedented integrated luminosity Lint ' 137 fb−1, which
allows for precision measurements of Standard Model parameters and searches for
rare phenomena as never before. At the same time, the CMS experiment at the
LHC is able to identify muons and electrons with an efficiency and a purity close to
100%, and to determine the energy of photons in the typical momentum range for this
rare decay with a resolution below 1%. Therefore, it can be regarded as the perfect
candidate in the search for the W→ πγ decay.
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1.5.2 The physical interest of W→ πγ

The low-multiplicity exclusive hadronic decay W → πγ represents a very interesting
probe of strong interaction dynamics, at the boundary between the perturbative and
nonperturbative domains of QCD. From a theoretical perspective, the rare decay
amplitude may be calculated using the QCD factorization approach [41, 42], with
the addition of soft form factor contributions to the hard-scattering contributions
described in the factorization framework. If at leading order such decay amplitude
can be expanded in powers of ΛQCD/mW and calculated in a relatively easy way,
already the first-order power corrections involve ill-defined overlap integrals. This
introduces poorly known model parameters and makes phenomenological predictions
less precise. In this sense, the observation of the decay W→ πγ would provide insights
into factorization and meson form factors at large energy scales.

In addition, a number of recent theoretical works [43–48] has proposed that ex-
clusive hadronic decays of the Higgs boson, of the type H → VM (with V = W,Z
and M a generic meson), could be used for a precise determination of the on- and
off-diagonal couplings of the Higgs to quarks. Thus, the observation of an exclusive
hadronic decay of the W boson would represent a proof of principle that these very
challenging measurements are pursuable at the LHC.

Finally, the decay W → πγ could provide a new way to measure the mass of
the W boson that is based solely on visible decay products. Although a precision
measurement of this fundamental parameter of the Standard Model that exploits
the rare decay must be excluded at the LHC, future hadron colliders, such as the
High Luminosity LHC (HL-LHC), might be able to provide the sufficient amount of
collision data to do so. Therefore, depending on its actual branching fraction, this
decay channel could offer a novel handle in the effort to constrain mW to a precision
of the order of the MeV.

1.5.3 State of the art

At present, the most forefront measurement of the branching fraction of the decay
W± → π±γ is due to the CDF Collaboration at Tevatron [33]. This section is intended
to present an overview of their analysis strategy and the results obtained. The main
differences and affinities with respect to the search presented in this thesis, which
exploits data collected with the CMS experiment, will be highlighted. For a full
description of the CMS detector, the reader should refer to Chapter 2.

Exploiting pp̄ collisions at
√
s = 1.96 TeV, the CDF Collaboration set the 95%

CL upper limit on the ratio of the decay amplitudes (Γ):

Γ(W± → π±γ)/Γ(W± → e±ν) < 6.4× 10−5, (1.33)

based on an integrated luminosity Lint = 4.3 fb−1. Using the world average for
B(W± → e±ν), this result translates into an upper limit on the rare decay branching
fraction

B(W± → π±γ) < 7.0× 10−6. (1.34)

The strategy adopted by CDF was to analyze events containing a pion and a photon
candidates, collected using an inclusive photon trigger with no tracking requirement.
Thanks to this latter characteristic, W± → e±ν events were also collected with the
same trigger and used to renormalize the result of the search, allowing for the cance-
lation of many common systematic uncertainties in the measurement of the two decay
amplitudes.
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The offline reconstruction and identification of electron, charged pion, and photon
candidates exploited information from the central tracker and the electromagnetic
and hadronic calorimeters. Similarly to the CMS case, the CDF experiment did not
comprise a detector specifically devoted to particle identification. Therefore, a charged
pion candidate was defined as a track consistent with originating from the primary
vertex of the pp̄ interaction, pointing to a narrow calorimeter cluster, incompatible
with that of an electron.

An important characteristic of both the particles emerging from the rare decay of
the W boson in exam consists in the reduced jet activity expected in their vicinity,
due to their electroweak production process. At detector level, this is observed as the
presence of isolated tracks and calorimetric clusters. Thus, specific techniques aiming
to quantify the pion and photon isolation were developed by the Collaboration, in a
similar fashion to what is done in the analysis presented in this thesis (see for instance
Sections 2.3.2 and 4.2.6). In particular, these are based on the computation of the
energy deposited in the calorimeters in a solid angle cone surroundings each candidate,
and of the sum of the transverse momenta of the particles measured in the tracker
within the same cone.

The signal from the W± → π±γ decay, if present, was expected to appear as a
peak in the pion-photon invariant mass spectrum, centered at the W boson mass and
with a resolution of about 2.5 GeV, which includes the full width of the W boson and
the experimental resolution of the CDF detector. The invariant mass distribution was
therefore reconstructed from the 1398 π±γ candidates surviving the event selection,
and a signal region was identified between 75 and 85 GeV (Fig. 1.10).

After determining the background contribution to the signal region through a fit
to the sidebands of the same spectrum, a total of 219 ± 10 events were expected
in the signal region, and 206 were observed. Since the data were consistent with
the expected background, the signal region was further split into four 2.5 GeV bins.
Upper limits were calculated for each bin and then combined, obtaining a gain in

Figure 1.10: Event distribution as a function of the pion-photon invariant mass. The back-
ground expectation for the 1398 events passing the full selection and the signal expectation
at the 95% CL upper limit are also shown. The uncertainties are purely statistical.
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sensitivity by using information about the shape of the expected W± → π±γ mass
peak. The main uncertainties affecting the final result were of statistical nature, with
small systematic contributions mainly arising from the calculation of the product of
efficiency and acceptance for the π±γ selection.

Under some aspects, the analysis presented in this thesis shows some similarities
with the search for the decay W → πγ, especially in the offline reconstruction of the
particles involved in the decay. Nevertheless, the overall strategy pursued by the CDF
Collaboration is unfortunately hardly repeatable at CMS, where the lowest trigger
thresholds for single photons are way above the typical pT expected for the products
of the rare decay in exam. Therefore, my work focuses on W bosons produced in tt̄
decays, as anticipated in the previous sections of this chapter. As will be discussed in
the next chapters, this provides a rather clear signature, but implies a strong reduction
of the signal cross section with respect to the direct production of W bosons from pp
(or pp̄) interactions. The different definition of the signal process results in diverse
background contributions as well. The dominant backgrounds in the search by CDF
came from photon+jet events, where the jet fragmented into a single charged particle,
and from QCD multijet events, where one of the jets fragmented into a single charged
particle and another was misidentified as a photon. Drell–Yan pair production and
W/Z decays, especially to τ leptons, also contributed to the background at a level of
≈10%. If Drell–Yan processes constitute a background source for my search too, the
characteristic topology of tt̄ decays and the requirement of one charged lepton with
large pT per event determine that the main background contributions arise from any
non-signal tt̄ production and from the associated production of a vector boson and a
photon, as will be discussed in Section 3.2.2 and throughout the following chapters.

Moreover, it has to be noted that W bosons from top quark decay are produced
in specific polarization states, whereas the W boson candidates reconstructed at CDF
were unpolarized. In my analysis, this characteristic is accounted for and yields to
the evaluation of a systematic uncertainty in the signal efficiency (see Sections 6.2.3
and 6.2.3).

In summary, the final result of the search presented in this thesis is the first upper
limit on the branching ratio of W → πγ measured at the LHC. Even though it is
not yet as stringent as the limit obtained at CDF, it demonstrates the possibility of
performing a search for such rare hadronic decays of the W boson at the LHC and
defines a suitable search strategy.
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Chapter 2

The CMS experiment at the LHC

Despite the remarkable accuracy in the description of elementary particle interactions,
the Standard Model as we know it today does not provide an answer to some outstand-
ing questions. Among these, the mysterious nature of Dark Matter, the asymmetry
between matter and antimatter observed in our universe, the evidence that neutri-
nos have a finite mass, or the possible existence of additional generations of quarks
and leptons. The Large Hadron Collider was conceived to be an instrument for the
scientific community to address these and other questions and, at the same time, to
open new scenarios and interrogatives. Therefore, the LHC physics program goes far
beyond the Higgs discovery. Several areas of high energy physics are being and will be
explored, while fundamental Standard Model parameters are measured with increased
precision. This unprecedented chance to deepen our understanding of Nature makes
the LHC and its experiments among the most fruitful research facilities in the world.
A brief overview of the LHC machine is presented in the first section of this chapter,
followed by a more detailed description of the CMS experiment and its subsystems.

2.1 The Large Hadron Collider

The LHC [49], which started its operation in 2009, is a machine capable of accel-
erating and colliding protons and heavy ions. The center-of-mass energy reached
in pp collisions increased since its activation, and was kept stable at 13 TeV during
Run 2 (2016–2018). The instantaneous luminosity above 2 × 1034 cm−2s−1 is one of
the largest ever achieved, and the largest for a hadron collider. Thanks to the high
production rate of gauge bosons and heavy quarks quarks at LHC, the considerable
amount of statistics available allows for many precision measurements, in spite of the
large hadronic background. The LHC is also capable of accelerating heavy ions (lead,
xenon, etc.), whose collisions are used to produce the Quark Gluon Plasma state of
matter, recreating the conditions expected in the primordial universe, just after the
Big Bang, and looking for hints on the nature of quark confinement.

The LHC is an unprecedented project, not only for its energy and luminosity, but
also in terms of cost, complexity of the detectors, and human effort.

2.1.1 The accelerator

The LHC (Fig. 2.1) is a 27 km-long synchrotron installed at an average depth of
100 m underneath the ground level, in the tunnel previously built to host the LEP
e+e− accelerator. A magnetic field of ≈8.3 T is necessary to keep protons and ions at
energies of 6.5− 7 TeV on the LHC orbit, and is delivered by 1232 super-conducting
dipole magnets. From a simple calculation, it is possible to show that the magnetic
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Figure 2.1: Geographical position of the LHC and its main experiments.

field required to keep a 6.5 TeV proton on the orbit is:

B(T) =
p( GeV)

0.3R(m)
' 5 T, (2.1)

where p is the proton momentum and R is the LHC radius, namely ≈4300 m. Never-
theless, the dipole magnets do not cover the entire LHC circumference, so the magnetic
field needs to be greater. The Nb–Ti magnets are kept to a temperature of 1.9 K by
means of super-fluid helium. Since collisions occur between particles of the same
charge, two separate beam pipes are required, with two opposite magnetic field con-
figurations. 392 additional quadrupole magnets placed along the circumference are
employed to focus the beams, which would tend to spread because of the Coulomb
interaction among the particles that compose them.

As illustrated in Fig. 2.2, the LHC is the last component of a complex apparatus
[50] that starts with the production of the protons and their first acceleration in the
LINAC 2. The proton bunches are then injected into the Proton Synchrotron Booster
(PSB), which accelerates them to 1.4 GeV before pushing them into the Proton Syn-
chrotron (PS), where they reach an energy of 25 GeV. Afterwards, the Super Proton
Synchrotron (SPS) further accelerates them up to 450 GeV and eventually injects
them into the LHC. Here, 8 radio-frequency resonant cavities oscillating at 400 MHz
accelerate the bunches to their final energy with "kicks" of ∆E = 0.5 MeV per turn.
Each orbit can contain up to 2800 bunches of protons, with a nominal number of the
order of 1011 protons each. Each bunch has a small transverse spread (about 15µm)
and a length around 7.5 cm in the beam direction. The minimal bunch time separation
is 25 ns. Bunches collide with a peak rate of 40 MHz.

Four detectors are installed along the LHC tunnel, corresponding to the four inter-
action points: CMS and ATLAS [51], both high-luminosity, multi-purpose detectors,
LHCb [52], whose main field of study are rare decays and CP violation in the "b
sector", and ALICE [53], devoted to heavy-ion physics. The analysis presented in this
thesis refers to data collected with the CMS experiment, whose description is given
in the following sections.
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Figure 2.2: Schematic view of CERN’s accelerator complex, culminating in the LHC.

2.2 The CMS experiment

The Compact Muon Solenoid is a multi-purpose detector [54], installed at interaction
point number 5 in the LHC tunnel. Its design philosophy, which was driven by the
search for the Higgs boson, is in fact intended to reconstruct a wide range of particles
and to explore several phenomena originated in LHC collisions. The highlights in the
design of CMS are:

• a high-performance muon system, capable to measure accurately the transverse
momentum of this kind of particles up to 1 TeV. Connected to this is the presence
of a large superconducting solenoidal magnet that produces an intense magnetic
field of 3.8 T, allowing a compact muon spectrometer with high performances in
track and charge measurements;

• a high-resolution electromagnetic calorimeter (ECAL) to detect and measure
electrons and photons, with a size compatible with the presence of the magnet;

• an inner tracking system for accurate momentum measurements of charged par-
ticles;

• a hermetic hadronic calorimeter for precise reconstruction of jets and missing
transverse energy.

A section of CMS is shown in Fig. 2.3. The cylindrical structure is 28 m long, with a
7.5 m radius, resulting in an overall weight of about 14000 tons. The central section
(called barrel) is coaxial to the beam axis. Two orthogonal hermetic discs (called end-
caps) close the structure and extend the acceptance to detect particles traveling close
to the beam axis. Figure 2.4 shows a transverse slice of CMS sub-detectors. Moving
outwards from the interaction point, emerging particles find the silicon tracker, the
electromagnetic calorimeter (ECAL), the hadronic calorimeter (HCAL), the super-
conducting solenoid, and the iron return yoke, equipped with muon chambers.
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Figure 2.3: Schematic view of the CMS detector and its main components.

Figure 2.4: A sliced view of CMS and its subsystems. The paths of different particles are
shown, as well as their interactions with the subdetectors.
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CMS uses a right-handed cartesian coordinate system, with the origin at the nom-
inal interaction point at the center of the detector. The x-axis points to the centre of
the LHC, the y-axis points upwards, perpendicularly to the LHC plane, and the z-axis
towards the anti-clockwise beam direction. Since in hadron colliders the fractions x1

and x2 of the parent proton momenta carried by the colliding partons is unknown, it
is impossible to determine the particle boost along the beam line in the lab frame.
Thus, a pseudo-angular reference system is defined:

• θ −→ polar angle, measured from the positive z-axis;

• φ −→ azimuthal angle, in the x–y plane;

• pT = p sin θ −→ transverse momentum, i.e., the particle’s momentum in the
transverse plane with respect to the beam direction. This quantity is Lorentz-
invariant for boosts along the longitudinal (beam) direction;

• η = − log
(
tan θ

2

)
−→ pseudorapidity.

The pseudorapidity is in fact the high-energy limit of the rapidity, defined as

y =
1

2
ln

(
E + pz

E − pz

)
. (2.2)

Differences of rapidity (and in the LHC case, of pseudorapidity too) are Lorentz-
invariant under boosts along the z-axis. Therefore, the use of pseudorapidity is gen-
erally preferred to the use of the polar angle θ. Figure 2.5 shows the pseudorapidity
values corresponding to certain angles θ.

Figure 2.5: Pseudorapidity values corresponding to certain values of the polar angle θ.

Distance between particles can be computed in terms of ∆R ≡
√

(∆η)2 + (∆φ)2,
that is the distance in the φ− η plane, also invariant under Lorentz boosts along the
z-axis.

2.2.1 The Magnet

The role of the magnetic field is to bend the trajectory of the charged particles, in
order to achieve the best transverse momentum resolution possible. This is obtained
using a relatively small solenoid that produces an intense field. This innovative feature
has driven the design of all the other subdetectors.

The superconducting magnet [55] is a 13 m-long cylinder of niobium-titanium
wired coils, with a diameter of 5.9 m. It provides a uniform magnetic field of 3.8 T
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at its center, thanks to the flow of an electric current of 18 kA. The magnet flux is
returned via a 1.5 m-thick saturated iron yoke, which is also instrumented with four
stations of muon chambers.

2.2.2 The Silicon Tracker

The silicon tracker [56] is designed to provide a precise and efficient measurement
of the particle trajectories in a high-multiplicity and highly-radioactive environment.
Entirely made of silicon, it is capable of measuring few points (10–14) for each particle
passing through, with an outstanding spatial resolution of ≈10µm. This results in a
momentum resolution below 2% (6%) in the barrel (endcap) for muons with 20 GeV <
pT < 100 GeV, and better than 10% for pT up to 1 TeV. The reconstructed particle
trajectory is called a track.

The tracker system is composed of three regions, with decreasing granularity mov-
ing outwards from the interaction point:

• a pixel detector is placed close to the primary vertex, covering the area with the
highest particle flux. The size of each pixel is approximately 100µm× 150µm;

• the intermediate region is made of layers of microstrips with a minimum strip
size of 10 cm× 80µm;

• in the outermost region, the particle flux is low enough to adopt larger strips
with a maximum strip size of 25 cm× 80µm.

Figure 2.6: Longitudinal section of the pixel detector, in its 2016 (below) and post-2016
configurations (above).

About 124 million pixels are accommodated in the 4-layer barrel of the pixel detector,
with 3-layer endcaps on each side. This configuration reflects a major upgrade the
pixel detector underwent in between the 2016 and 2017 data-taking periods [57], with
the addition of one layer in both the barrel and the endcaps with respect to the
previous configuration, as illustrated in Fig. 2.6. The strip tracker extends outwards
to a radius of 110 cm, up to the calorimetric system. There are approximately 10
million strips arranged in 10 cylindrical layers in the barrel region, and in 9 disks in
each of the two endcaps. Figure 2.7 offers a schematic view of the longitudinal section
of the whole silicon tracker.
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Figure 2.7: Schematic of a quarter of the longitudinal section of the CMS silicon tracker.
The nominal interaction point is at z = 0. Silicon pixels are marked in green, single-sided
strip modules are represented as red lines and strip stereo modules are shown as blue lines.

One of the goals of the CMS silicon tracker is to limit the material budget before
particles reach the other detectors, since this represents one of the main sources of
error in accurate calorimetric measurements of electrons (which emit bremsstrahlung
radiation) and photons (which convert into e+e− pairs). Furthermore, the multiple
scattering of charged particles in the tracker tends to worsen its performances. The
material budget of the tracker as a function of pseudorapidity is shown in Fig. 2.8.
The tracker adds up to less than half a radiation length (X0) in the center of the
barrel, increasing to a maximum of about 1.8X0 around |η| = 1.5.

Figure 2.8: The silicon tracker material budget as a function of pseudorapidity, expressed
in units of radiation length (X0). Different material categories are shown: beam pipe, pixels,
different parts of the strip system (TIB, TID, TOB, and TEC), and support tubes.

2.2.3 The Electromagnetic Calorimeter

The CMS electromagnetic calorimeter (ECAL) is a cornerstone for my search for
W → πγ, since the electrons used to tag the event and the photons arising from the
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the rare decay must be detected with great resolution and efficiency.
The ECAL was indeed conceived to obtain an excellent energy resolution for elec-

trons and photons. Its design [58] was inspired by the search for the Higgs boson
through the H → γγ decay channel [13] and resulted in a hermetic, homogeneous
calorimeter, made up of 75000 lead-tungstate (PbWO4) scintillating crystals.

Geometry

The ECAL has a cylindrical geometry and is composed of a barrel (EB), two endcaps
(EE) and a preshower (ES). Approximately 80% of ECAL crystals are used in the
central barrel, with a pseudorapidity coverage |η| < 1.44. EB is made of 36 identical
supermodules. They are organized in a semi-projective geometry, forming a 3◦-angle
with respect to the line that connects them to the nominal interaction point, with
the purpose to avoid particles to fall in the separation gap between two crystals. The
barrel has a granularity of 360 crystals in the φ-direction and 2 × 85 crystals in the
η-direction.

Figure 2.9: Schematic view of ECAL. The picture highlights its three components: central
barrel EB (green), preshower ES (red), endcaps EE (blue)

The two endcaps are placed at a distance of 3 m from the nominal interaction
point, covering up to |η| = 3. They are made of crystals with a length of 24.7X0. The
endcaps are equipped with a preshower detector, which covers the region 1.7 < |η| <
2.6. ES is a two-layered sampling calorimeter made of lead and silicon strip detectors.
The thickness of the two lead absorbers is respectively 2 and 1X0. The function of the
preshower is to provide a better spatial resolution in the endcaps, required to separate
neutral pions from photons.

The Crystals

The choice of PbWO4, whose main properties are shown in Table 2.1, has been driven
by several factors:

• its short radiation length X0 favors the construction of a compact calorime-
ter. This is of primary importance, since the presence of the magnet limits the
available space;
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• its small Molière radius RM ensures lateral shower containment and, therefore,
high granularity, required for π0 − γ separation and angular resolution;

• its very fast light emission process makes it suitable for the LHC environment,
where bunch crossings are interspaced by 25 ns only.

Table 2.1: Main features of the ECAL crystals.

Parameter Value
X0 0.89 cm
RM 2.2 cm

Light yield 100 γ/MeV
% of light emitted in 25 ns 80%

The crystals are trapezoidal, with a transverse dimension of 2.2 × 2.2 cm2 at the
largest base, namely a square with side corresponding to 1RM; this characteristic, in
addition to a length of 23 cm (about 26X0), ensures an excellent containment of the
electromagnetic showers up to 1.5 TeV.

The light yield of PbWO4 is low compared to other scintillating materials and ne-
cessitates the use of specific photodetectors, suitable to operate in the high-intensity
magnetic field. Avalanche photodiodes (APDs) are used in the barrel. These photode-
tectors are made of semiconducting silicon, with a doping profile studied to generate
an avalanche of electrons. The APDs operate under a 50V electric field and are able
to produce a very large signal in a short time, thus being suitable for the low light
yield of lead tungstate. They can work at different gains, according to the magnitude
of the energy released in the corresponding crystal.

On the other hand, endcaps are equipped with vacuum phototriodes (VPTs), be-
cause the radiation levels are too extreme for silicon photodiodes in the forward and
backward areas of the detector. Each VPT contains three electrodes within a vacuum
tube: one of them releases an electron when hit by a scintillation photon, one works as
an anode, producing several electrons that are then accelerated to the third electrode
(the dynode), which releases a second batch of electrons. As for the barrel case, the
signal is amplified and digitized and sent along optic fibers outside the detector.

Energy resolution

The ECAL is a homogeneous calorimeter. Its energy resolution can be parametrized
as: (σE

E

)2
=

(
S√
E

)2

+

(
N

E

)2

+ C2 (2.3)

where E is the energy of electrons and photons, expressed in GeV. The stochastic term
S depends on fluctuations of the number of detected photons, the noise term N is
due to the electronics noise and the constant term C depends on lateral containment,
non-uniformity of response and intercalibration. These terms have been measured in
test beams [59] at single-crystal level and were found to be:

S = 0.028 GeV
1
2 N = 124 MeV C = 0.003. (2.4)

The energy resolution for photons with pT ' 60 GeV is around 1% over the solid angle
of the ECAL barrel, and varies between 2.2% and 5% in the endcaps. For electrons
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with pT ' 45 GeV from Z → e+e− decays, the resolution is better than 2% in the
central region of the ECAL barrel (|η| < 0.8), and is between 2% and 5% elsewhere.
For low-bremsstrahlung electrons with 94% or more of the energy contained within a
3× 3 array of crystals, the energy resolution improves to 1.5% for |η| < 0.8.

2.2.4 The Hadronic Calorimeter

The purpose of the hadronic calorimeter (HCAL) [60, 61] is to measure the energy of
hadrons and jets. In particular, the HCAL is a crucial element for jet reconstruction.
By contributing to the determination of the total visible energy of an event, it is also
fundamental for neutrino detection via missing transverse momentum.

The HCAL is composed by four main parts. The barrel (HB) and the endcap (HE)
detectors cover a pseudorapidity range up to |η| < 3.0, while the forward detector (HF)
is designed for the high pseudorapidity region 3.0 < |η| < 5.0. The HCAL is a sampling
calorimeter, with 3.7 mm-thick active layers of plastic scintillators interspersed with
5–8 cm-thick brass absorbers. Light is collected by special optic fibers and the signal
is then amplified by photodetectors. In the HF, plastic scintillators are replaced
by quartz fibers, interspersed with layers of iron absorber. The total thickness of the
HCAL of 7 interaction lengths (λ0) is not always sufficient for a complete containment
of hadronic showers. Therefore, an additional layer (HO) corresponding to 1λ0 is
located outside the magnet, with the purpose of increasing the energy resolution.

The energy resolution of HCAL for pions can be parametrized as

σE
E

=
100%√
E(GeV)

⊕ 8%, (2.5)

while the resolution for the ECAL-HCAL combined system is

σE
E

=
100%√
E(GeV)

⊕ 5% (2.6)

2.2.5 The Muon System

Muons are the only charged particles that are not stopped by the calorimeters. Hence,
a system of muon chambers [62] is hosted in between the iron layers of the magnet
return yoke, so that the measurement of muon charge and momentum can exploit
the large 1.5 T magnetic field in this region of the CMS detector. The muon identifi-
cation is performed using these chambers, while the pT measurement is obtained by
combining the information of the chambers with that of the tracker. As it happens
for other detectors, the muon system is divided into a barrel (|η| < 1.2) and two
endcaps (1.2 < |η| < 2.4). A schematic view of the system is presented in Fig. 2.10.
The apparatus consists of three kinds of sub-detectors, placed in different acceptance
regions:

• drift tubes (DT), located in the barrel part. Each chamber is made of twelve
4 cm-wide tubes containing a stretched wire within a gas volume;

• cathode strip chambers (CSC) in the endcap. In this region, where a high-
multiplicity of particles is expected, arrays of anode wires crossed with cathode
strips are placed within a gas volume and used for muon detection;
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• resistive plate chambers (RPC), located both in the central barrel and in the
endcap regions. RPCs are fast detectors consisting of two parallel plates sep-
arated by a gas volume. Their excellent time resolution (≈1 ns) makes them
suitable to be used also as fast, high-efficiency triggers.
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Figure 2.10: Schematic representation of a quarter of the CMS muon system in longitudinal
view. The different subdetectors composing it are shown with different colors.

The muon system guarantees an excellent transverse momentum resolution, with a
visible improvement with respect to the use of the tracker only, especially for a muon
with pT > 200 GeV [63]. Below this threshold, the performance in the momentum
measurement is dominated by the tracker. This can be seen in Fig. 2.11, which shows
the RMS of the residual distribution:

R(q/pT) =
1√
2

(q/pT)upper − (q/pT)lower

(q/pT)lower
(2.7)

as a function of the muon pT. q/pT is the charge to momentum ratio, proportional to
the muon trajectory curvature, measured in the upper and lower halves of CMS.

2.2.6 The Trigger System

With an average PU ≈ 30, the typical raw size of an "event" as seen by the CMS de-
tector is about 1MB. Since the bunch-crossings occur with a frequency of 40MHz, not
all of the enormous amount of generated data can be recorded and stored. Moreover,
saving all the collision events would be counterproductive, since most of them only
comprise soft processes that are not interesting for the CMS physics program. A trig-
ger system [64] is therefore used, in order to reduce the event rate to ≈1 kHz, a value
compliant with the maximum readout bandwidth of the CMS detector (≈2GB/s).
The trigger system is structured into two tiers:

• Level-1 Trigger (L1): a series of hardware processors performing simple logical
operations directly on detector signals. The L1 trigger uses information from
the calorimeters and muon detectors to select events at a rate of around 100 kHz
within a fixed time interval of about 4µs;
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Figure 2.11: RMS of the distribution of R(q/pT) as a function of the pT of muons from
cosmic rays, using the inner tracker fit only (red squares) or including the muon system (black
dots).

• High level trigger (HLT): a farm of processors running a version of the full
event reconstruction software on the events selected at L1. Only those events
containing objects in the useful regions and with specific kinematic properties
are reconstructed, while the uninteresting events are rejected.

At a first stage, only the full information of the muon system and of the calorimeters
is employed, since the track reconstruction algorithm is too slow to be used in the
L1. On the contrary, the algorithms used by the L1 (called L1 bits or seeds) are fast
and basic, and inspect the event for very general features, such as the presence of
a muon, an electromagnetic particle or pmiss

T above certain energy thresholds. Each
event is therefore classified as an ensemble of several trigger bits. The HLT, on the
other hand, implements more complex and flexible algorithms (referred to as HLT
paths), thanks to the complete freedom in the selection of the data to access, and to
the larger amount of time available.

In case a physical process of interest occurs with an unsustainable rate, prescales
might be introduced at either L1 or HLT level to save only a fraction of the otherwise
accepted events. Prescales reduce the effective amount of integrated luminosity avail-
able for analyses exploiting that specific process. Therefore, in this search for the rare
decay W→ πγ, no prescaled triggers were used at any level.

2.3 Physics objects identification and reconstruction

The work presented in this thesis relies on the capability of the CMS detector to
identify and correctly reconstruct the final state particles involved in the search of the
rare decay W → πγ. The presence of a charged lepton (muon or electron, possibly
arising from a τ decay) is required to tag the tt̄ event. If the mentioned lepton is an
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electron, it is of great importance for an experimental apparatus to distinguish it from
the photon characterizing the rare decay. A key role is played by b jets, which help to
confirm the tt̄ topology and thus to reduce the background from the hadronization of
light-flavor quarks and gluons. The following sections will briefly describe how these
and other objects are identified and reconstructed at CMS. A section is dedicated to
the particle flow-based event reconstruction.

2.3.1 The particle flow

The particle flow (PF) is a technique for event reconstruction that uses an optimized
combination of the information from all the CMS subsystems [65]. The elementary
information from the subdetectors (hits in the tracker or in the muon system, energy
deposits in the calorimeters) is employed to build higher-level objects (such as tracks
and energy clusters), which are then combined to form PF candidates. First, the PF
algorithm tries to form muons by pairing segments in the muon chambers with tracks
in the tracker. The tracks for which this pairing was not possible can then be used
to form other PF candidates (or to form "tracker muons", as discussed in the next
section). If they can be associated to energy clusters in the ECAL, they form electrons;
on the contrary, ECAL clusters with no associated track are identified as photons.
Similarly and with the addition of the information concerning HCAL clusters, charged
and neutral hadrons are formed. Finally, jets can be built by clustering these PF
objects.

2.3.2 Particle isolation

The PF technique also plays a major role in quantifying a particle’s isolation. Each
collision event that takes place inside the CMS detector is characterized by a great
multiplicity of generated particles. The idea behind isolation is to consider a solid
angle cone ∆R around one of them, and to calculate the energy contained within.
According to the physical process that generated the particle, this energy is expected
to be significantly different. For instance, a particle originating from electroweak
processes tends to be more isolated than one from QCD processes, which usually
exhibit a larger activity due to parton hadronization and gluon radiation.

In particular, with the PF-based isolation it is possible to separate and identify the
different energy contributions that stem from charged and neutral hadrons, photons,
and hadronic particles arising from PU.

2.3.3 Muons

The CMS muon system is able to detect muons in the pseudorapidity range |η| < 2.4.
The energy of muons is obtained from the curvature of the corresponding track. If
the segments in the muon system are matched with the tracks from the silicon tracker
(reconstructed with a Kalman Filter algorithm [66]), this results in a momentum
resolution of ≈1% in the barrel and ≈3% in the endcaps, for muons with momenta
up to about 100 GeV [63]. The muon reconstruction leads to the definition of three
typer of muons:

• standalone muons: exploit the information from the hits in the muon chambers
only. The momentum resolution for a standalone-muon track is on average about
one order of magnitude worse than that of a track produced in the tracker. This
category of muons has then worse momentum resolution and higher admixture
of cosmic-ray muons than the other two categories. Therefore, it is usually not



36 Chapter 2. The CMS experiment at the LHC

used in physics analysis, and mainly serves as a component of the global-muon
reconstruction;

• global muons: combine standalone muons with tracks in the tracker;

• tracker muons: the reconstruction starts from inner tracks. Then, the algorithm
tries to match them with compatible energy deposits in the calorimeters and
hits in the muon system, where the reconstruction of a complete segment is not
required. Well suited for low-pT muons (pT . 10 GeV), which might barely
reach the muon system due to the strong magnetic field, and therefore not leave
enough hits in the muon stations for a standalone muon to be reconstructed.

The muons used in this analysis are selected by the PF algorithm and, at the same
time, they need to be either tracker or global muons. In addition, the fraction of valid
tracker hits must be >0.8 and either of the following requirements must be satisfied:

• be a "good" global muon:

– global-track fit χ2/ndf < 3;

– tracker-standalone position match with a χ2 < 12;

– kink finder < 20;

– segment compatibility > 0.303;

• have a segment compatibility > 0.451.

The kink finder is an algorithm aiming at discriminating between muons originating
from the PV and muons produced from the in-flight decay of K mesons. If a K meson
does not decay in the tracker, though, the kink (angle between the initial direction
of the K meson and the direction of the muon it generates) is not detected. In this
case, the segment compatibility, which is the association method between the tracks
in the tracker and the segment left by the charged particle in the muon system,
permits to discriminate between the two scenarios of muons from PV and in-flight
decay. All together, these features define a so-called medium muon. The efficiency for
the medium muon identification in 2016 is shown in Fig. 2.12, as a function of the
pseudorapidity.

2.3.4 Electrons

The electron identification procedure requires the association of an energy cluster in
ECAL with a track in the silicon tracker. Since large radiation losses may occur when
electrons traverse the tracker material, a track reconstruction via the Kalman Filter
only can be affected by large changes of curvature due to bremsstrahlung. Therefore, a
Gaussian-sum filter (GSF) algorithm [67] is used to improve the reconstruction. Using
simulated events of qq̄ → γ∗/Z∗ → e+e− (Drell–Yan), it is possible to estimate the
number of reconstructed electron candidates that are not matched with real electrons
(the so-called fake rate), as a function of the PU. This is presented in Fig. 2.13 for
2016 and 2017, with the 2017 performance showing improvements ascribable to the
new pixel tracker (see Section 2.2.2).

In addition, multivariate techniques (MVA) are used to identify electrons [68].
Input variables include observables sensitive to bremsstrahlung along the electron
trajectory, the geometrical and energy-momentum compatibility between the electron
track and the associated energy cluster in the ECAL, the energy distribution of the
electromagnetic shower, and discrimination against electrons originating from photon
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Figure 2.13: Electron fake rate as a function of the pileup in MC simulated events. Electrons
with pT > 20 GeV and |η| < 2.5 are considered. The enhanced performance in 2017 is
ascribable to the new pixel tracker. Note that the fake rate is further reduced by the electron
identification step, which is not applied here.
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conversion. Specific PF-based isolation variables are also employed in the multivari-
ate classifier, including the pT of charged hadrons, neutral hadrons, and photons in
the event. As discussed in Section 2.3.2, these use a solid angle cone ∆R around
the electron to evaluate the activity in its vicinity, helping to discriminate between
electroweak processes and, for instance, parton hadronization and QCD-driven phe-
nomena. In this analysis, the electron identification working point chosen corresponds
to a 90% signal efficiency of the MVA, averaged on the different parts of the detector.
Plots of electron reconstruction and identification efficiency are shown in Fig. 2.14,
as an example, for the 2017 dataset.

2.3.5 Photons

Photons are reconstructed within the ECAL fiducial region |η| < 2.5, excluding the
barrel-endcap transition region 1.44 < |η| < 1.57, where the performance is sub-
optimal. A photon or electron entering the electromagnetic calorimeter produces an
electromagnetic shower, which spreads over several ECAL crystals. Since material cor-
responding to 1 − 2X0 is placed before the ECAL, photons may undergo conversion
into e+e− pairs, and electrons and positrons may generate bremsstrahlung photons.
The strong magnetic field of the experiment tends to spread the radiated energy along
φ within the tracker volume. Dynamic clustering algorithms are then used to sum
together energy deposits in crystals belonging to the same electromagnetic shower and
to recover the radiated energy. The crystals which participated in the shower are then
merged into a "supercluster" (SC). The photon energy is computed using the signal
recorded from ECAL crystals forming the supercluster. An electron veto is imple-
mented to minimize photon misidentification, combining information from the ECAL
and the pixel tracker. As in the electron case, photon identification also proceeds
through a multivariate classifier that makes use of PF-based isolation variables [69].
The photon identification efficiency working point chosen in this analysis corresponds
to a 90% signal efficiency of the MVA, averaged on the different parts of the detector.
A plot of photon identification efficiency for the chosen MVA working point is shown
in Fig. 2.15, as an example, for the 2017 dataset.

2.3.6 Charged hadrons

Once muons, electrons, and isolated photons are identified and removed from the list
of PF candidates reconstructed in each event, the remaining particles to be identified
are hadrons from jet fragmentation and hadronization. As any other charged particles,
charged hadrons are first of all reconstructed as tracks in the silicon tracker [66]. A
combinatorial track finder based on Kalman Filtering is used in three stages:

• initial seed generation with a few hits compatible with a charged-particle tra-
jectory;

• trajectory building to gather hits from all tracker layers along this charged-
particle trajectory;

• final fitting to determine the charged-particle properties: origin, transverse mo-
mentum, and direction.

Stringent track quality criteria are instrumental in keeping the misreconstructed track
rate at the level of a few per cent, but, as inferred by simulations, they limit the
reconstruction efficiency to only 70–80% for charged pions with pT > 1 GeV, compared
to ≈99% for isolated muons. Below a few tens of GeV, the difference between pions
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Figure 2.14: Electron reconstruction (upper) and identification (lower) efficiency, as a func-
tion of the electron pT and for various pseudorapidity ranges. A comparison is made between
MC simulations and collision data corresponding to an integrated luminosity of 42.6 fb−1.
The identification efficiency is measured for the multivariate identification working point cor-
responding to a 90% signal efficiency, and the MVA includes the isolation variables.

and muons is almost entirely accounted for by the probability for pions to undergo a
nuclear interaction within the tracker material before reaching the minimum threshold
on the number of hits in the tracker layers to be reconstructed. This probability ranges
between 10 and 30%, as a function of the pseudorapidity. The tracking efficiency is
further reduced for pT values above 10 GeV: these high-pT particles are found mostly
in collimated jets, in which the tracking efficiency is limited by the silicon detector
pitch, that is by the capacity to disentangle hits from overlapping particles.
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Figure 2.15: Photon identification efficiency, as a function of the photon pT and for various
pseudorapidity ranges. A comparison is made between MC simulations and collision data cor-
responding to an integrated luminosity of 42.6 fb−1. The identification efficiency is measured
for the multivariate identification working point corresponding to a 90% signal efficiency, and
the MVA includes the isolation variables.

To increase the tracking efficiency while keeping a low misreconstructed track rate,
the combinatorial track finder is applied in several successive iterations ("iterative
tracking"), each with moderate efficiency but with as high a purity as possible. At each
step, the reduction of the misreconstruction rate is accomplished with quality criteria
on the track seeds, on the track fit χ2, and on the track compatibility with originating
from one of the reconstructed primary vertices, adapted to the track pT, |η|, and
number of hits. The efficiency and the misreconstruction rates of the combinatorial
track finder and of the iterative tracking method are shown in Fig. 2.16. Thanks to
the iterative tracking, the reconstruction efficiency for charged hadrons exceeds 90%
for 1 < pT < 10 GeV, progressively degrading at larger transverse momenta.

In addition, hadrons generally deposit energy in both ECAL and HCAL. In par-
ticular, the ECAL has a substantially different response to hadrons and to photons.
Its high granularity, together with the large magnetic-field strength, ensure excellent
separation of charged hadron and photon energy deposits. The HCAL response, on
the other hand, depends on the fraction of the shower energy deposited in the ECAL,
and is not linear with energy. The ECAL and HCAL cluster energies therefore need
to be carefully recalibrated to get an estimate of the true hadron energy.

The tracker measures the pT of charged hadrons with a resolution of 1% for
pT < 20 GeV. The relative resolution then degrades with increasing pT to reach
the calorimeter energy resolution for track momenta of several hundred GeV.

2.3.7 Jets

A jet is a collimated cascade of particles, and is seen by the detector in the form of
energy clusters in the calorimeters (both ECAL and HCAL), associated with inner
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Figure 2.16: Efficiency (upper) and misreconstruction rate (lower) of the combinatorial
track finder (black squares) and of the iterative tracking method (green triangles: prompt
iterations based on seeds with at least one hit in the pixel detector; red circles: all iterations),
as a function of the track pT, for charged hadrons in simulated multijet events without pileup
interactions. Only tracks with |η| < 2.5 are considered in the efficiency and misreconstruction
rate determination. The efficiency is displayed for tracks originating from within 3.5 cm of
the beam axis and ±30 cm of the nominal centre of CMS along the beam axis.

tracks. Jets are reconstructed from the PF candidates using the anti-kT clustering
algorithm [70] with a distance parameter R = 0.4, as implemented in the FastJet
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library [71]. PF candidates are used by the algorithm to build jets in a cone with
radius ∆R around a given candidate, starting from particles with the largest pT and
proceeding by clustering softer ones until all candidates are used. Jet momentum is
determined as the vectorial sum of all particle momenta in the jet, and is found from
simulation to be, on average, within 5 to 10% of the true momentum over the whole
pT spectrum and detector acceptance. Additional pp interactions within the same or
nearby bunch crossings can contribute with additional tracks and calorimetric energy
depositions, increasing the apparent jet momentum. To mitigate this effect, tracks
identified to be originating from PU vertices are discarded and an offset correction is
applied to correct for remaining contributions. This is achieved through a technique
referred to as charged-hadron subtraction (CHS) [72]. Figure 2.17 shows an estimate
from simulation of the jet energy resolution as a function of the particle-level jet pT,
for two different pseudorapidity ranges.

Jet energy corrections are derived from simulation studies so that the average
measured energy of jets becomes identical to that of particle level jets. In situ mea-
surements of the momentum balance in dijet, photon+jet, Z+jet, and multijet events
are used to determine any residual differences between the jet energy scale in data
and in simulation, and appropriate corrections are made [73]. Furthermore, jets are
required to have at least two PF constituents and more than 1% of their energy in
either the ECAL or the HCAL, to reject fake jets arising from instrumental effects.

b jets

Jets originating from the hadronization of bottom quarks (b jets) are a special kind
of jet, since b quarks hadronize in particles with a lifetime sufficient to travel a non-
negligible distance before decaying. Thus, the tracks of the particles forming a b jet do
not originate from the interaction vertex, but from a displaced secondary vertex. The
presence of a secondary vertex and kinematic variables of the tracks associated with
this vertex, such as their direction and distance from the primary vertex, can therefore
be used to discriminate between b and non-b jets. Several algorithms have been devel-
oped by the high-energy physics community to correctly identify b jets. Among these,
the Combined Secondary Vertex (CSV) uses the significance of the flight distance (the
ratio of the flight distance to its estimated uncertainty) as a discriminating variable,
together with track-based lifetime information. Thanks to the latter, it is possible to
combine compatible tracks in "pseudo-vertices", or to define a "no vertex" category
and attempt a jet reconstruction solely based on track information. This allows for the
computation of a subset of secondary-vertex-based quantities even without an actual
vertex fit. Therefore, discrimination can be provided also in cases when no secondary
vertices are found. The variables utilized to discriminate between b jets, c jets, and
light parton jets are:

• the vertex category (i.e. real, "pseudo" o "no vertex");

• the flight distance significance in the transverse plane ("2D") of the secondary
vertex with the smallest uncertainty on its flight distance;

• the number of secondary vertices;

• the pseudorapidity of the track relative to the jet axis for the track with the
highest 2D impact parameter significance;

• the corrected mass of the secondary vertex with the smallest uncertainty on its
flight distance for jets with a reconstructed secondary vertex, or the invariant
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Figure 2.17: Jet energy resolution as a function of the particle-level jet pT in a simulation
of QCD multijet events, for |η| < 0.5 (upper) and 3.2 < |η| < 4.7 (lower). The red triangles
refer to the jets used in this analysis, namely PF jets with CHS applied. The number of
concurrent pp interactions is required to be between 20 and 30.

mass obtained from the total summed four-momentum vector of the selected
tracks for jets in the "pseudo-vertex" category;

• the number of tracks associated with the secondary vertex for jets with a re-
constructed secondary vertex, or the number of selected tracks for jets in the
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"pseudo-vertex" category;

• the energy of the secondary vertex with the smallest uncertainty on its flight
distance divided by the energy of the total summed four-momentum vector of
the selected tracks;

• the ∆R between the flight direction of the secondary vertex with the smallest
uncertainty on its flight distance and the jet axis for jets with a reconstructed
secondary vertex, or the ∆R between the total summed four-momentum vector
of the selected tracks for jets in the "pseudo-vertex" category;

• the signed 3D impact parameter significances of the four tracks with the highest
2D impact parameter significance;

• the track pT relative to the jet axis, i.e., the track momentum perpendicular to
the jet axis, for the track with the highest 2D impact parameter significance;

• the ∆R between the track and the jet axis for the track with the highest 2D
impact parameter significance;

• the track pT relative to the jet axis divided by the magnitude of the track mo-
mentum vector for the track with the highest 2D impact parameter significance;

• the distance between the track and the jet axis at their point of closest approach
for the track with the highest 2D impact parameter significance;

• the distance between the primary vertex and the track at the point of closest
approach between the track and the jet axis for the track with the highest 2D
impact parameter significance;

• the transverse momentum of the total summed four-momentum vector of the
selected tracks divided by the transverse momentum of the jet;

• the ∆R between the total summed four-momentum vector of the tracks and the
jet axis;

• the 2D impact parameter significance of the first track that raises the combined
invariant mass of the tracks above 1.5 GeV (related to the c quark mass). This
track is obtained by summing the four-momenta of the tracks adding one track
at the time. Every time a track is added, the total four-momentum vector is
computed. The 2D impact parameter significance of the first track that is added
resulting in a mass of the total four-momentum vector above the aforementioned
threshold is used as a variable;

• the number of selected tracks;

• the jet pT and η.

Throughout this analysis, the b-tagging is performed using an advanced version
of the CSV algorithm called DeepCSV [74], which exploits a deep neural-network
architecture. The performance of the DeepCSV algorithm is shown in Fig. 2.18,
where the probability for non-b jets to be misidentified as b jet is plotted as a function
of the efficiency to correctly identify b jets. Throughout this analysis, a loose working
point of the DeepCSV tagger is used, providing an efficiency to select b jets of about
90%, with a rate of incorrectly tagging jets originating from the hadronization of
gluons or u, d, s quarks of about 10%. The minimum transverse momentum for
reconstructed b jets is imposed to be 25 GeV.
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Figure 2.18: Performance of the DeepCSV algorithm. The probability for non-b jets to be
misidentified as b jet is shown as a function of the efficiency to correctly identify b jets. The
curves are obtained on simulated tt̄ events, using jets within |η| < 2.5 and with pT > 30 GeV.
The performance is different for the 2016 (Phase 0) and 2017 (Phase 1) detector configuration.

2.3.8 Missing transverse momentum

The missing transverse momentum vector ~pmiss
T is computed as the negative vector

sum of the transverse momenta of all the PF candidates in an event, and its magnitude
is denoted as pmiss

T [75]. This vector is modified to account for corrections to the energy
scale of the reconstructed jets in the event. It must be emphasized that PU mitigation
is essential to ensure an accurate measurement of pmiss

T . This is mainly achieved by
using the CHS-corrected jet transverse momentum in the aforementioned negative
pT-sum.
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Data samples and simulation

My search for the decay W → πγ follows the strategy outlined in Section 1.5.1, and
is based on the data collected with the CMS experiment. Events simulated with MC
techniques are also studied and used to tune the event selection procedures before they
are applied to real data. The blind analysis approach, which has physical and historical
motivations, has as its main goal to avoid to introduce experimental biases in the
signal identification methods. In particular, it is a sound approach when investigating
a phenomenon that was never observed before, since, in principle, it is impossible to
know exactly how a signal will appear. For this reason, several distributions presented
throughout this thesis were first observed in a restricted region of the phase space of
the variable in exam. This is the case of the pion-photon invariant mass spectra once
the event selection procedure is completed (Fig. 4.21), where a blind window between
65 and 90 GeV was applied to collision data before the analysis selection was tuned;
or the data distribution in the BDT discriminant (Fig. 4.12), which was restricted to
BDT discriminant < 0.2. The validation procedure culminated with the estimate of
an expected upper exclusion limit on the branching fraction of W → πγ, as will be
discussed in Chapter 7, whereas the observed limit was only measured afterwards.

This chapter is intended to outline and describe both the collision and the simu-
lated data analyzed in this work.

3.1 Collision data

The data used in this study correspond to an integrated luminosity of ≈137 fb−1

recorded by the CMS experiment in pp collisions at
√
s = 13 TeV during 2016

(35.9 fb−1), 2017 (41.5 fb−1), and 2018 (59.7 fb−1). The cumulative day-by-day in-
tegrated luminosity for the three years of data-taking is shown in Fig. 3.1. Before
being declared suitable for physics analyses, each data sample has to pass strict qual-
ity criteria based on the correct functioning of all the CMS subsystems. For this
reason, the total integrated luminosity recorded by CMS and displayed in these plots
is slightly larger than 137 fb−1.

For the purposes of this search for the decay W → πγ, I use specific datasets
containing events triggered by single, highly energetic muons or electrons.

3.1.1 Luminosity measurement at CMS

A precise measurement of the luminosity delivered to the CMS experiment by the
LHC is essential for a variety of reasons. First of all, it provides realtime feedback on
both the LHC performance and the CMS operations, such as measurements of trigger
rates. Offline, it plays a fundamental role in the determination of the cross sections of
observed processes and in the calculation of upper limits. Moreover, any comparison
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Figure 3.1: Cumulative day-by-day integrated luminosity in 2016 (upper), 2017 (central),
and 2018 (bottom). The yellow fields correspond to the integrated luminosity recorded by the
CMS experiment, to be compared with that delivered by the LHC (blue fields). The latter
includes the time from the start of stable beams until the beam is dumped by the LHC (or
stable beams end for other reasons, for example for beam studies).
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between collision data and simulated events only makes sense if the latter are weighted
to match the integrated luminosity of the former.

The luminosity measurement at CMS is carried out using information from dedi-
cated systems, such as the Pixel Luminosity Telescope [76] and the Fast Beam Condi-
tions Monitor [77], and from other subdetectors: the hadronic forward calorimeter, the
drift tubes, and the silicon tracker. Each luminometer provides a reading of the rate R
of the specific quantities observed in the detector: hits, tracks, clusters, etc. R is pro-
portional to the instantaneous luminosity, Linst, with the constant of proportionality
given by the visible cross section σvis:

R = Linst σvis (3.1)

In practice, the luminometers usually exhibit some nonlinear dependence on the in-
stantaneous luminosity, the pileup, or on external factors such as the LHC filling
scheme; these nonlinearities need to be corrected to obtain an accurate measurement.

σvis is determined through van der Meer scans, performed with a dedicated LHC
machine setup. In these scans, the two beams are separated and then moved across
each other, and the resulting measurement of rate as a function of beam separation can
be used to derive the beam overlap width. In particular, the instantaneous luminosity
for a single bunch collision i, Liinst can be obtained as a function of beam parameters:

Liinst = N i
1N

2
2 f

∫
ρ1(x, y)ρ2(x, y) dx dy = N i

1N
2
2 f

∫
ρx1(x)ρx2(x) dx

∫
ρy1(y)ρy2(y) dy,

(3.2)
whereN i

1 andN i
2 are the number of protons in the two colliding bunches, f = 11246Hz

is the LHC orbit frequency, and the ρ terms are the normalized particle densities for
each proton bunch. The rightmost term of Eq. (3.2) uses the assumption that ρ can
be factorized into independent terms in x and y, ρx(x) and ρy(y), respectively. In
addition, the expression above assumes that there is no crossing angle between the
beams and that they collide with zero relative separation.

The two overlap integrals can be estimated by varying the beam separation and
measuring the resulting rates:∫

ρx1(x)ρx2(x) dx =
Rx(0)∫
Rx(∆) d∆

, (3.3)

where Rx(∆) is the rate measured when the two beams are separated in x by a distance
∆; a similar equation can be written in y. The beam overlap width (in x, and similarly
in y) is then:

Σx =
1√
2π

∫
Rx(∆) d∆

Rx(0)
. (3.4)

This yields to a final expression for the instantaneous luminosity for a bunch crossing
i:

Liinst =
N i

1N
2
2 f

2πΣxΣy
. (3.5)

In practice, the integral in Eq. (3.4) is evaluated by performing two separate scans in
the x and y directions, measuring the rate (normalized by N i

1 and N2
2 ) at a certain

number of separation steps, fitting the resulting points with a functional form, and
using the fitted function to determine the overall integral.

The measurement of Σx and Σy permits to derive σvis using Eq. (3.2). Then, this
measurement can be used to determine the luminosity in regular physics fills of the
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LHC, during which the beam overlap width cannot be measured with the necessary
accuracy.

3.2 MC simulation

This analysis relies on two kinds of simulated events: a privately produced MC to
describe the signal process, and a number of samples accounting for all the possible
sources of background that might interfere with the search. The latter were centrally
produced by the CMS Collaboration, the most relevant difference with the private pro-
duction being the total number of generated events, generally larger for the central
production. The number of events in the signal MC is nonetheless sufficient to con-
strain the uncertainties in the signal description to a level acceptable for the purposes
of this analysis, as will be discussed in Section 6.2.4.

A second, outstanding distinction lies in the MC generator used for producing
each sample. In general, a certain generator may be preferred over another depending
on the accuracy needed in the description of a specific process. For instance, MC
generators may differentiate based on the order in perturbative QCD achieved in the
matrix element calculation, which describes the probability of transition from the
initial state to a particular final state of particles, or on the way they model the
parton shower (see Section 1.4.1).

Regardless of the generator used, all the events are subsequently processed through
a simulation of the CMS detector based on Geant4 [78] and reconstructed using the
same algorithms as used for collision data, described in Section 2.3.

3.2.1 Signal

The signal process is simulated at leading order (LO) in perturbative QCD using the
MC event generator pythia 8.226 (8.230) for 2016 (2017 and 2018) [79]. About 80
thousand events per year of data-taking were generated, in which a pair of opposite-
sign W bosons is produced from tt̄ decay, together with two b quarks. One of the two
vector bosons is then forced to decay into either a muon, an electron (or positron) or
a τ lepton, plus the relative (anti)neutrino. In the last case, the τ lepton decay may
only proceed as τ− → µ−ν̄µντ or τ− → e−ν̄eντ (or the charge conjugated process).
Finally, the other W boson in the event decays into a charged pion and a photon.

Each generated event is attributed the following cross section:

σW→πγ = σtt̄ × B(W∓ → `∓ν)× B(W± → π±γ), ` = µ, e, τ` (3.6)

In the expression above, σtt̄ = 815 pb indicates the tt̄ production cross section in pp
collisions at 13 TeV, as measured by the CMS Collaboration using a Lint = 2.2 fb−1 in
2015 [80]; B(W∓ → `∓ν) = 0.1086 (2+0.3521) uses the most up-to-date measurements
of the branching fraction of the W boson into leptons [17], with the factor (2+0.3521)
accounting for the possible decay into a muon, an electron or a τ subsequently decaying
into leptons (τ`); the branching ratio B(W± → π±γ) can be arbitrarily chosen to
reproduce any desired scenario.

Given their relatively large production cross section at CMS and their similarity to
the signal, it should not surprise that the main sources of background for this search
are tt̄-based processes, typically with a charged lepton being misidentified as a pion
and an energetic photon being produced via Bremsstrahlung or in the formation of
a hadronic jet. As discussed in Section 3.2.2, these processes are simulated at NLO
in the CMS central production, and thus a difference in the transverse momentum of
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Figure 3.2: Sets of weights applied to the signal to make the pWT distribution match that
of an NLO-simulated tt̄ sample, for the three years of data-taking. For pWT > 300 GeV, the
value of the last bin is used.

the generated W boson (pW
T ) is expected. To make this important kinematic property

match fairly between the different generators, the signal is reweighted so that the pT

of the W boson decaying into a pion and a photon matches that obtained in an NLO
W→ `ν (` = µ, e) simulation in powheg v2.0 [81–84], where the W boson originates
from tt̄ decay. Note that the decay into τ leptons is not considered, since the pW

T is
extracted at generation level (i.e., before the simulation of the interaction with the
detector) and the statistics from the muon and electron channels is sufficient. The
sets of weights, one per year of data-taking, are obtained as a ratio of the pW

T from
the NLO simulation to the pW

T as modeled by pythia, and are shown in Fig. 3.2.
At this point, it must be noted that the main reason why pythia was chosen to

simulate signal events is the relative simplicity of the configuration of this generator,
and its straightforward integration with the CMS analysis framework. If a simulation
which made use of powheg could have avoided the reweighting procedure just de-
scribed, the systematic uncertainty associated to the corrections obtained with this
method is very modest (see Section 6.2.3).

In addition, it must be stressed that W bosons arising from tt̄ decay are produced in
a mixture or longitudinal, left-, and right-handed polarization states (the latter being
strongly suppressed in the Standard Model). This characteristic, which also reflects
into the kinematic properties of their decay products, is not modeled by pythia in
my signal production. Therefore, a systematic uncertainty is evaluated and accounted
for, as discussed in Section 6.2.3.

3.2.2 Backgrounds

A number of background sources must be considered for a proper description of the
real situation to be found in data, carefully accounting for all the processes leading
to final states that can fake a signal. From this accurate description depends the
effectiveness of the event selection procedure described in the next chapter.

The main background processes in this analysis are non-signal tt̄ production, Drell–
Yan events (qq̄ → γ∗/Z∗ → `+`−), associated production of a vector boson and a
photon or jets (Wγ → `νγ, Zγ → ``γ and W + jets→ `ν+ jets), along with Standard
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Model events comprised uniquely of jets produced through the strong interaction,
referred to as QCD multijet events. As already mentioned, the tt̄ backgrounds are
simulated at NLO using the powheg v2.0 framework, while the Drell–Yan, Wγ →
`νγ, Zγ → ``γ, W + jets → `ν + jets, and QCD multijet processes are simulated at
NLO using the MadGraph5_amc@nlo2.2.2 (2.4.2) generator for 2016 (2017 and
2018) [85].

The NNPDF 3.0 NLO [86] (NNPDF 3.1 next-to-NLO [87]) parton distribution
functions are used for generating all 2016 (2017 and 2018) MC samples. The generators
are interfaced to pythia for parton showering and parton fragmentation. The pythia
parameters affecting the description of the underlying event are set to the CUETP8M1
tune [88] (CP5 tune [89]) for the 2016 (2017 and 2018) simulation. For the 2016 tt̄
backgrounds, the CP5 tune is used instead of CUETP8M1.

All the simulated background samples used, summarized in Table 3.1, are nor-
malized to the cross sections obtained from the corresponding event generator. The
equivalent integrated luminosity is also shown, calculated as the ratio between the
number of generated events per sample and the cross section corresponding to the
described process.

3.2.3 Event weight

Each of the MC samples considered in this analysis contains a certain number of
generated events. In order to compare the different background processes, the signal,
and the collision data, it is thus fundamental to properly renormalize the simulated
events. This is achieved by multiplying their cross section (× branching fraction) by
the following terms:

• WMC: the MC generation weight. Some of the generators (e.g., MadGraph5)
implement a matching with the parton shower through perturbative matrix-
element computations, which are carried out at NLO. As a drawback for the
high precision achieved, the calculated NLO cross sections might not positive-
definite locally in the phase space. This implies that some of the hard events that
will eventually be showered have negative weights, and can only be "removed"
via compensation with positive events. Therefore, WMC = +1 for a number of
positive-definite events (n+) and =− 1 for a number of negative-definite events
(n−);

• 1/nevts, where nevts = n+ − n−, referring to the total number of events in the
sample;

• Lint: the reference integrated luminosity, essential in to compare the simulation
with collision data;

• WPU: the pileup weight. This is necessary when an assumption is made re-
garding the PU distribution in the Monte Carlo generation, and it turns out to
not correspond to the one measured in real pp collisions. Therefore, WPU is
simply obtained as the ratio between the PU distributions in data and in the
MC. The PU distributions measured in 2016–2018 are shown in Fig. 3.3, and
show an average of about 23 (32) interactions per bunch crossing in 2016 (2017
and 2018);

• WPreFiring. In 2016 and 2017, the gradual timing shift of the ECAL was
not properly propagated to the L1 trigger, resulting in a significant fraction of
triggering signals at large η being mistakenly associated to the previous bunch
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Table 3.1: Background samples used in this analysis, together with their cross sections
(times branching ratios) expressed in pb, and the equivalent integrated luminosity expressed
in fb−1. All the initial states must be considered as arising from a pp collision. Where
the decay of an unstable particle is not specified, it means that it may decay via all known
channels.

Process σ × B (pb) Equiv. Lint ( fb−1)

tt̄→W+bW−b̄, W→ qq̄′ 378.0 819.5

tt̄→W+bW−b̄, W+ → qq̄′, W− → `ν 365.3 962.4

tt̄→W+bW−b̄, W→ `ν 88.3 1604.2

tt̄W + jets, W→ qq̄′ 0.4 6200.0

tt̄W + jets, W→ `ν 0.2 75935.2

tt̄Z, Z→ qq̄ 0.5 22280.8

tt̄Z, Z→ `+`− 0.3 116590.3

t(t̄)W 35.9 5982.8

qq̄ → γ∗/Z∗ → `+`−, 10 < m`+`− < 50 GeV 18810.0 12.5

qq̄ → γ∗/Z∗ → `+`−, m`+`− > 50 GeV 6225.4 84.3

γ + jets 4269.6 71.5

WW, W→ qq̄′ 47.7 757.5

WZ 27.6 427.9

W + jets, W→ `ν 61731.0 22.1

Wγ + jets, W→ `ν 191.1 421.6

tt̄γ + jets 4.1 9511.6

Zγ, Z→ `+`− 123.8 475.0

QCD multijet 29648084.0 0.03

crossing. Because of the L1 rules, this led to several events self-vetoing when
a significant amount of energy was found in the region of 2 < |η| < 3 of the
ECAL. This effect is not described by the simulation, and thus the WPreFiring

correction factor, based on the probability of the particles contained in an event
to cause pre-firing, needs to be applied;

• Wz−Vtx. There is an allowed region along the beam axis (z) for an electron
to be accepted by the HLT. An issue during the 2017 data-taking caused this
region along z to be too small, resulting in a reduction of the efficiency for events
triggered by electrons. Since this effect is not described by the simulation, a fixed
penalty Wz−Vtx = 0.991 needs to be applied to all the MC events triggered by
electrons;

• SFs: scale factors. With this general definition, all the additional correction
factors with respect to the ones already mentioned, aiming to compensate the
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dissimilarities between the conditions used for the MC generation and those
observed in the data-taking. In particular, this analysis accounts for trigger,
identification, and reconstruction efficiency SFs related to muons, electrons and
photons, as will be discussed in Section 4.2.10.
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Figure 3.3: Mean number of interactions per bunch crossing (PU) for the 2016 (top), 2017
(central), and 2018 (bottom) pp run at 13 TeV. The values refer to a minimum bias cross
section (i.e., measured using events selected with a minimally-biased trigger) of 69.2mb, which
is determined by finding the best agreement with data.
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Event selection

The event selection, which is designed and tuned on the MC simulation before in-
specting the region sensitive to signal in collision data, relies on different stages:

• trigger selection;

• cut-based preselection;

• multivariate selection.

The final goal of these selection steps is to retain a number of good candidate events
for the decay W→ πγ, by reconstructing the pion-photon invariant mass (mπγ). A fit
to mπγ is then used to extract B(W → πγ). In this chapter the procedures adopted
to identify candidate W→ πγ events will be described in depth.

4.1 Trigger selection

The data acquisition uses unprescaled HLT paths for single muons and single electrons
exceeding certain pT thresholds. Such thresholds vary for different years, according to
specific data-taking conditions. A full list of the triggers used is shown in Table 4.1.

Table 4.1: HLT paths used as a first event selection in the search for the decay W→ πγ.

2016 HLT path Request
HLT_IsoMu24 Isolated muon with pT > 24 GeV
HLT_IsoTkMu24 Isolated muon (loose) with pT > 24 GeV
HLT_Mu50 Muon with pT > 50 GeV
HLT_Ele27_WPTight_Gsf Electron with pT > 27 GeV

2017 HLT path Request
HLT_IsoMu27 Isolated muon with pT > 27 GeV
HLT_Mu50 Muon with pT > 50 GeV
HLT_Ele32_WPTight_Gsf Electron with pT > 32 GeV

2018 HLT path Request
HLT_IsoMu24 Isolated muon with pT > 24 GeV
HLT_Mu50 Muon with pT > 50 GeV
HLT_Ele32_WPTight_Gsf Electron with pT > 32 GeV

For what concerns the muon triggers, a logical OR is applied among the different
paths. The path marked with Tk is based on the reconstruction of tracker muons,
with an algorithm that only looks for a hit confirmation in the muon system (see the
definition in Section 2.3.3). Electron triggers adopt a high-purity (where "purity"
stands for probability that a particle identified as an electron be in fact an electron)
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identification working point, and are reconstructed through the Gaussian-sum filter
(GSF) algorithm described in Section 2.3.4. The efficiencies of all these HLT paths
were measured by the CMS Collaboration yearly, and are shown in Fig. 4.1 and 4.2.
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Figure 4.1: Muon trigger efficiency as a function of the muon pT for the 2016 (upper), 2017
(central), and 2018 (lower) HLT paths used.
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Figure 4.2: Electron trigger efficiency as a function of the electron pT for 2016 (top left), 2017
(top right), and 2018 (bottom). The 2016 data points refer to HLT_Ele27_WPTight_Gsf,
while the 2017 and 2018 data points refer to HLT_Ele32_WPTight_Gsf. Non-negligible
differences in efficiency between the years, especially at large η, depend on the different pT
threshold (between 2016 and the other two years) and on modifications of the definition of
the tight working point. The disagreement between data and MC, in particular at low pT,
is partially due to detector effects difficult to simulate, such as crystal transparency losses in
the electromagnetic calorimeter and the evolution of dead regions in the pixel tracker.

4.2 Preselection

After the trigger selection, the events undergo a further skimming process: the pre-
selection. This step aims at choosing the basic topological properties of signal-like
events, and particles must fulfill a number of criteria in order to be considered as
participants in the events of interest.

This procedure is applied to each particle expected in this topology. At first, a
charged lepton must be identified, then a charged hadron and, eventually, a photon
with certain properties. Ambiguities due to multiple candidates for the same object are
removed with best-candidate criteria. Variables of interest related to these particles
and general event properties are saved for further analysis.
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4.2.1 Muons

Muons identified using the criteria described in Section 2.3.3 are considered if above
a minimum pT threshold of 20 GeV. The muon track should be within a distance
|dz| < 0.5 cm from the PV along the beam axis, and |dxy| < 0.2 cm in the transverse
plane. A muon originating from a W boson decay is expected to produce a track that
is isolated from those of the other particles generated in the pp collision. Therefore,
an isolation check that exploits the PF technique (see Section 2.3.2) is applied, with
the requirement that:[

Ih± + max (0, Ih0 + Iγ − 0.5 Ih±PU
)
]
/pµT < 0.25, (4.1)

In the expression above, Ih± indicates the sum over the pT of the charged hadrons, Ih0

the neutral hadrons, Iγ the photons, and Ih±PU
the hadronic particles arising from PU.

Because of the normalization to the muon pT, this formula represents in fact a relative
isolation, since the proper isolation and the transverse momentum were decoupled.

The search for a suitable muon candidate proceeds in parallel with that for an
electron candidate: if no muon passes the selection, the event is not discarded, but
the electron selection starts. It is important to underline that the latter takes place
regardless that a suitable muon candidate is found. Since the topology of signal events
is characterized by one and one only muon or one electron from W-boson decay (or
from the decay of a τ lepton), events containing more than a charged lepton passing
the muon or electron preselection cutoffs are subject to a veto procedure described in
Section 4.2.3.

4.2.2 Electrons

Electron candidates identified as described in Section 2.3.4 are inspected for |η| < 2.4
and above a pT threshold of 20 GeV. As in the muon case, the electron track should be
within a distance |dz| < 0.5 cm from the PV along the beam axis, and |dxy| < 0.2 cm
in the transverse plane. Residual energy corrections are applied to scale the data
to the MC simulation and smear the latter to the resolution matched in data, using
combined information from the tracker and the ECAL.

4.2.3 Multi-lepton veto

In principle, the largest-pT muon or electron that satisfies all the aforementioned
conditions would be selected as the best candidate to tag the leptonic decay of the W
boson. This choice appears to be necessary if two or more charged leptons fulfill all
the preselection criteria, and reasonable since the decay products of the W boson are
expected to be highly energetic, due to its large mass. In order to understand whether
this is a sound approach, a simulation-based test is performed to correlate the charged
lepton originating from the W boson decay and the multiplicity of charged leptons
in each signal event. The test uses information at generation level (the so-called
MC truth) to know if a final state contains a muon or an electron from one of the
decayed W bosons (or from the decay of a τ lepton arising from a W boson). Given
this "tag lepton", the total number of electrons and muons passing the preselection
cutoffs is counted. The results are shown in Fig. 4.3, where the signal MC samples
corresponding to the three years of data-taking are merged. When the tag lepton is a
muon (top plot), almost all events show only one muon in the final state, whereas the
number of events containing electrons surviving the preselection is at least one order
of magnitude smaller. Similarly, when the tag lepton is an electron (bottom plot),
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the majority of the reconstructed events presents only one electron in the final state,
while the number of events containing two or more electrons is at least one order of
magnitude smaller. Moreover, a negligible number of electron-tagged events contains
muons (one or more) surviving the preselection. This provides a clear guideline:

• events with more than one lepton of the same family must be discarded;

• events with both a muon and an electron passing the respective selection cutoffs
must be discarded as well.

The combination of these two conditions leads to the following veto: one and only
one charged lepton fulfilling the preselection requirements is allowed within an event.
On an operational side, an important consequence is that any event can be classified
as belonging to either the muon or the electron channel.

In addition, the electrons identified with a looser working point of the MVA de-
scribed in Section 2.3.4 are counted. The signal efficiency for this latter working point
is about 98%. In case the tag lepton is an electron, the event is discarded if the number
of loose electrons is greater than one. This further skimming in the electron chan-
nel proved effective in the suppression of some background sources involving electron
misidentification with photons, especially the Drell–Yan.

4.2.4 Trigger matching

In order to simplify the trigger efficiency measurement, a match is required between
the reconstructed lepton surviving the multi-lepton veto and the particle that actually
caused one of the triggers listed in Table 4.1 to be lit. The matching is successful if:

∆R(`reco, `trigger) < 0.1 ` = µ, e, (4.2)

and the event is discarded otherwise.

4.2.5 Pion candidates

Because of the absence of a dedicated detector for particle identification within the
CMS experiment, every track is in principle compatible with that of a charged pion.
Nevertheless, the PF algorithm permits to use the energy deposits in the calorimeters
and the hits in the tracker and the muon system to distinguish leptons from charged
and neutral hadrons. The search for good candidate pions is thus performed among
all the charged hadrons with pT > 20 GeV, reconstructed through the PF. Since the
pion originating from the rare decay W → πγ carries opposite charge with respect
to the lepton arising from the other W boson in the event, only candidates satisfying
this charge sign requirement are considered. In order to reduce the fake rate, that is
the fraction of reconstructed tracks that are not associated with a charged particle,
the candidate must produce a high-purity track in the silicon tracker [66]. Such
requirement implies that the track must fulfill a series of stringent criteria on the
minimum number of layers hit in the silicon tracker, on the χ2/ndof of the fit used
for the track reconstruction, and on the compatibility with the primary vertex. These
complex criteria are a function of the track η and pT, and vary according to the
iteration of the reconstruction algorithm discussed in Section 2.3.6.

In similarity with the muon and the electron cases, such track must be within
|dz| < 0.5 cm and |dxy| < 0.2 cm from the PV, to help rejecting pions produced from
in-flight decays of other particles. Finally, the candidate that carries the largest pT

and, at the same time, fulfills all the aforementioned requirements, is selected for
further analysis.
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Figure 4.3: Charged lepton multiplicity in the case of a muon (top) and an electron (bottom)
tag lepton. The plots contain the merging of the 2016–2018 signal generation with pythia.

4.2.6 Pion isolation

Since the pion from the W→ πγ decay originates from an electroweak process, any jet
activity in its vicinity is expected to be minimal. This feature of the signal topology
offers a solid handle for background discrimination, but no technique for estimating the
isolation of charge hadrons exists in the standard CMS analysis framework. For this
reason, this analysis implements a novel pion-isolation variable based on the sum of the
pT of all the PF candidates contained in a cone with radius ∆R around the candidate
pion selected as discussed in the previous section, divided by the pion pπT (ΣpT/p

π
T).

The cone is defined to be 0.02 < ∆R < 0.5, with the lower bound helping to exclude
from the pT-sum the single charged particles generating two nearby reconstructed
tracks (a phenomenon known as split track). To reduce the contribution from PU,
charged particles are required to originate from the PV, with the same dxy and dz

criteria as used for the pion. Figure 4.4 shows the distribution of the pion-isolation
variable for signal events, which appear to be highly isolated, while background events
indicate a clear presence of jet activity. The MC description is suboptimal for isolated
background events. This discrepancy, independent of the data-taking period, does not
affect the background characterization extracted from data, but somewhat reduces the
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Figure 4.4: Event distribution as a function of the pion-isolation variable ΣpT/p
π
T. The

simulated MC distribution for the signal is given by the dashed red line and corresponds to
a 1% branching fraction for the W→ πγ decay. The statistical uncertainties in the data are
small and thus not visible. In the lower panel, the ratio between data and the background
component of the MC is shown. The gray bands represent the statistical uncertainty in the
MC background.

effectiveness of the multivariate selection technique described in Section 4.3, which is
trained on simulated events. As far as the signal is concerned, this discrepancy is
accounted for in the systematic uncertainty as discussed in Section 6.2.3.

Even though it is computed at preselection level, no direct cutoff is applied to
the pion isolation, which is then included among the input variables of a multivariate
classifier.

4.2.7 Photons

In similarity with the candidate pion selection, the pT of the photon, which is identified
using the criteria described in Section 2.3.5, must be >20 GeV. In order to discrim-
inate between prompt and bremsstrahlung photons arising from the interaction of
electrons with the inner tracker material, photons are removed if their calorimetric
energy deposit matches with tracks in the silicon pixel detector. Residual energy cor-
rections are applied to scale the data to the MC simulation and smear the latter to the
resolution matched in data, using information from the ECAL. The photon that car-
ries the largest pT and, at the same time, fulfills all the aforementioned requirements,
is selected for further analysis.

At this stage of the preselection, a suitable candidate pion and a photon have
been identified. Thus, the event is retained only if the reconstructed value of the
main observable is 50 < mπγ < 100 GeV.
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4.2.8 b jets

The number nb of b-tagged jets with pT > 25 GeV and identified as described in
Section 2.3.7 is an important element for signal identification. Similarly to the pion
isolation, no threshold is applied to this variable at preselection level, but it is preferred
to use it as input of the multivariate classifier (see Section 4.3.2).

Due to an increased noise in some sectors of one of the ECAL endcaps in 2017,
jets with pT < 50 GeV and 2.65 < η < 3.14 must be excluded from the count in
the 2017 samples. In addition, a low performance in the calibration of the jet energy
during part of the 2018 data-taking must be taken into account, due to the power
supply failure of two HCAL sectors. In order to assess the its impact, the jet pT in
the 2018 MC simulation is scaled downwards by 20% if −1.57 < φjet < −0.87 and
−2.5 < ηjet < −1.3, and by 35% if −1.57 < φjet < −0.87 and −3.0 < ηjet < −2.5.
A comparison is then made between the number nb computed with and without this
energy scaling. The discrepancy is found to range from ≈1% for events with nb = 0,
to ≈8% for events with nb = 5, as shown in Fig. 4.5. This observed effect is treated
as a systematic uncertainty in this analysis, as discussed in Section 6.2.3.
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Figure 4.5: Ratio between the non-scaled and the scaled distributions of the number of
b-tagged jets with pT > 25 GeV.

4.2.9 Post-preselection cutoffs

After the preselection and before the multivariate selection, a further series of cutoffs
is applied. First of all, the request on the minimum lepton pT threshold, which was
20 GeV at preselection stage, is incremented to be above the turn on of the curves of
muon and electron trigger efficiency (see Fig. 4.1 and 4.2). The choice of incrementing
these thresholds only at this stage is meant to increase the effectiveness of the multi-
lepton veto. A summary of the minimum muon and electron pT thresholds (pµT and
pe

T, respectively) after this step can be found in Table 4.2.
To reduce contamination from pion candidates misidentified as leptons, the re-

quirements ∆φ(µ, π) > 0.09 and ∆φ(e, π) > 0.05 are imposed on the angle between
the lepton and the candidate pion. In principle, the request a pion candidate’s charge
sign opposite to that of the lepton would make these additional cutoffs unnecessary,
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Table 4.2: Minimum pT thresholds for muons and electrons.

Year pµT (GeV) pe
T (GeV)

2016 25 30
2017 28 33
2018 25 33

but the ∆φ thresholds become effective in case of lepton or hadron charge misidenti-
fication in the track refit. Similarly, the condition ∆φ(`, γ) > 0.04 is used to reduce
the misidentification of the trigger lepton as the selected photon. The choice of these
thresholds is made by inspecting the respective ∆φ distributions and removing the
regions where the lepton and the candidate pion or the photon overlap, as shown in
Fig. 4.6.
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Figure 4.6: Distributions of ∆φ(µ, π) (top left), ∆φ(e, π) (top right), ∆φ(µ, γ) (bottom left),
∆φ(e, γ) (bottom right) after the preselection. In the top plots, a threshold ∆φ(`, γ) > 0.04
is accounted for, while in the bottom plots the cutoffs ∆φ(µ, γ) > 0.09 and ∆φ(e, γ) > 0.05
are applied. The first bin in each plot clearly shows an overlap between the trigger lepton
and the candidate pion or the photon. The signal corresponds to a B(W→ πγ) = 1%.
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4.2.10 Scale factors

As anticipated in Section 3.2.3, the weight of the simulated events contains scale fac-
tors used to correct the conditions used in the MC production to those observed during
the data-taking. Within the CMS Collaboration, the SFs are usually derived centrally
by experts of the various physics objects they refer to, and account for data/MC
discrepancies in the efficiency of the trigger system, the particle identification, recon-
struction, and isolation techniques etc. As an exception, the electron trigger efficiency
SFs (Fig. 4.7) are not centrally computed, and I have therefore derived them with
a Tag and Probe method, which is discussed in Appendix A. In general, the SFs are
pT and η dependent, improving the accuracy of the correction. A full list of the SFs
applied to the particles involved in the search for W→ πγ can be found in Table 4.3.

Table 4.3: Scale factors used in this analysis to correct for discrepancies in the data/MC
conditions, divided by particle type.

Particle Correction
ID

µ Reconstruction
Isolation
Trigger

ID
e Reconstruction

Trigger
γ ID

Pixel Veto

4.2.11 Preselection overview

All the cutoffs applied to the kinematic variables and the characteristics of the particles
analyzed in the preselection are summarized in Table 4.4. The pT and η distributions
of the leptons, candidate pions, and photons selected up to this stage are shown, for
signal only, in Fig. 4.8 and 4.9.

The signal events surviving the preselection in the muon and the electron chan-
nels are about 30 and 20 thousand, respectively, considering the sum of the 2016–2018
periods. These can be compared with an initial number of signal events of ≈240000,
summing the two channels and the three years, and the signal efficiency can be cal-
culated as the ratio between the number of signal events surviving the preselection
and the initial number of events in the MC sample. It must be stressed again that
the two lepton channels receive a contribution from both events with one W boson
decaying directly into a muon or an electron plus a neutrino, and from events with a
W boson decaying into a τ lepton that subsequently decays leptonically. Therefore,
any calculation of signal efficiency must be properly corrected to account for the dif-
ferent branching ratios of these two kinds of processes. This is achieved by multiplying
the number of initial simulated events by a factor (1 + 1 + 0.3521)/3, where the two
factors 1 correspond to the W → µν and W → eν cases and 0.3521 follows from
B(τ → µνν̄)+B(τ → eνν̄) ' 0.3521 [17]. Based on these numbers, the product of the
MC signal efficiency after the preselection and the detector acceptance is summarized
in Table 4.5, divided per year and per lepton channel (εµ, εe). The uncertainty in the
efficiency is considered to be binomial.
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Figure 4.7: Electron trigger SFs versus pT (left) and SuperCluster η (right), defined as
the pseudorapidity computed with respect to the center of the CMS detector, and not with
respect to the primary vertex of the pp interaction. The top row refers to 2016, the central to
2017, and the bottom to 2018. In each plot, the upper panel shows the efficiency observed in
collision data for the HLT used, while in the lower panel the actual data/MC SFs are shown.
The first bin in the plots vs pT is unused, since it corresponds to an electron pT range below
the offline reconstruction thresholds for this particle.
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Table 4.4: Preselection cutoffs concerning the analyzed particles.

µ e

pT > 25(28) GeV for 2016, 2018 (2017) pT > 30(33) GeV for 2016 (2017, 2018)
|η| < 2.4 |η| < 2.4
|dz| < 0.5 cm |dz| < 0.5 cm
|dxy| < 0.2 cm |dxy| < 0.2 cm

Relative isolation < 0.25 Isolation included in MVA ID
∆R(µreco, `trigger) < 0.1

Only accept events with one lepton
π γ

pT > 20 GeV pT > 20 GeV
High-purity track |η| < 2.5
|dz| < 0.5 cm Pixel veto against converted electrons
|dxy| < 0.2 cm Isolation included in MVA ID

π charge 6= ` charge ∆φ(`, γ) > 0.04
∆φ(µ, π) > 0.09
∆φ(e, π) > 0.05

50 < mπγ < 100 GeV

Table 4.5: Signal efficiency times acceptance per year and per lepton channel, after the
event preselection.

Year εµ εe

2016 0.24± 0.01 0.15± 0.01
2017 0.23± 0.01 0.15± 0.01
2018 0.24± 0.01 0.15± 0.01

Figure 4.10 offers a graphical view of the reduction of the signal efficiency ×
acceptance at each step of the preselection, excluding the post-preselection cutoffs.
The histogram, which is based on the merging of the two lepton channels, shows
that the requiring a candidate pion and a photon above the respective pT thresholds
affects the signal efficiency more than the other requirements do. Table 4.6 reports
the weighted event count for the signal and the main background processes after each
step of the preselection (note that the steps correspond to those in Fig. 4.10). It
must be stressed that the number reported in this table do not account for the post-
preselection cutoffs described in Section 4.2.9 and, in particular, for the thresholds
on the azimuthal angle φ between leptons and pions and leptons and photons. As
shown in Fig. 4.6, these thresholds mainly affect the QCD multijet, W+jets, and
Drell–Yan processes, removing a considerable portion of these samples and improving
the agreement between collision data and MC simulation.

4.3 Multivariate selection

The event preselection involves somewhat minimal thresholds on the kinematic vari-
ables of the particles involved in the search for the decay W → πγ. Therefore, a
further event selection is required to suppress the background sources and enhance
the signal. This is performed through a multivariate analysis technique, namely a
boosted decision tree (BDT). With respect to a cut-based analysis, which is able to
select only one hypercube as region of phase space, the decision tree is able to split the
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Figure 4.8: From top to bottom: distributions of ηµ, pµT, η
e, and peT for signal only, after

the event preselection.

phase space into a large number of hypercubes, each of which is identified as either
"signal-like" or "background-like".
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Figure 4.9: From top to bottom: distributions of ηπ, pπT, η
γ , and pγT for signal only, after

the event preselection.
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Figure 4.10: Reduction of the signal efficiency × acceptance after each step of the preselec-
tion. The particles involved are those that survived the respective thresholds, and the steps
are defined as follows: number of events (nevts) triggered, nevts with at most one muon, nevts
with at most one electron, nevts with at least a muon or an electron, nevts that do not contain
both a muon and an electron, nevts with at least one pion, nevts with at least one photon,
nevts in the mπγ valid range (50 − 100 GeV). For each step, nevts was divided by the total
number of initial events (≈240000× (1 + 1 + 0.3521)/3), in order to obtain the corresponding
signal efficiency.

Table 4.6: Weighted event count after each step of the preselection, for the signal and for
the main background processes. The three years of data-taking are merged.

Process triggered µ veto e veto with ` multi-` veto with π with γ in mπγ range
tt̄ 27× 106 25× 106 23× 106 23× 106 21× 106 8× 105 113176 78656

Drell–Yan 50× 107 33× 107 20× 107 19× 107 19× 107 15× 106 430951 216419

W+jets 27× 108 27× 108 27× 108 25× 108 25× 108 13× 107 12× 105 714244

Wγ → `νγ 75× 105 74× 105 72× 105 69× 105 68× 105 925546 395598 282755

Zγ → ``γ 12× 106 8× 106 5× 106 5× 106 5× 106 326564 104013 71443

t(t̄)W 24× 105 22× 105 21× 105 21× 105 19× 105 627056 8988 5940

QCD multijet 62× 107 60× 107 49× 107 36× 107 36× 107 58× 106 293407 184881

tt̄γ+jets 386979 345003 316504 311413 277859 126057 50924 33302

W→ πγ 25 23 21 21 20 15 9 9

(B = 10−6)

4.3.1 Boosted decision trees

A decision tree is a particular kind of multivariate classifier based on a sequence of
binary splits of the data. The classifier needs to be trained using a set of known events
(i.e., for which the distinction between signal and background is well-known) and of
input variables, and its performance is measured using a separate set of testing events.
The signal-to-background (S/B) discrimination process works as follows. Initially, all
the training events are placed on one node. Afterwards, the variable xi that provides
the best S/B separation is identified, and the most effective threshold ti is set on it
so that two further nodes are created, containing the events for which xi > ti and
xi < ti, respectively. A variety of separation criteria may be used, but they all aim
at maximizing the sample purity on each node. The same variable may be used at
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Figure 4.11: Schematic of a decision tree. Starting from a sample containing well-known
signal and background events (S+B), a sequence of binary splits using the discriminating
variables xi is applied. The leaf nodes at the bottom end of the tree are labeled S or B
depending on the majority of the events that end up in the respective nodes.

several nodes, while others might not be used at all. This procedure is iterated on
these two nodes until a given number of final nodes (called leaves) is obtained, or until
all leaves are pure-signal, or until a node contains too few events. The phase space is
thus split into several regions that are eventually classified as signal or background,
depending on the majority of training events that end up in the final leaf node. A
sketch of the decision tree structure is shown in Fig. 4.11.

Boosting

Decision trees are a powerful and yet rather unstable tool, since small statistical fluc-
tuations in the training sample can produce large effects in the tree. For instance, if
two input variables exhibit similar S/B separation power, a fluctuation in the training
sample may cause the tree growing algorithm to decide to split using one variable,
whereas the other variable could have been selected without producing that fluctu-
ation. In such a case the whole tree structure is altered below this node, possibly
resulting in a substantially different classifier response. This problem is overcome
by the use of boosting. With boosting, the training events that were misclassified (a
signal event ended up on a background leaf or vice versa) see their weights increased
(boosted), and a new tree is formed. This way, many trees are built up and the
node-splitting procedure is repeated for each one of them. The final score is then
taken as a weighted sum of the scores of the individual leaves. In summary, boosting
increases the statistical stability of the classifier and can considerably enhance the
S/B separation performance with respect to a single tree.

Different methods are available for boosting. The BDT used in this analysis ex-
ploits the AdaBoost [90], with a parameter β = 0.25 controlling the learning rate of
the algorithm. Considering wn as the ratio between the weight of the misclassified
events and the total weight of the nth tree, it is possible to define a variable

αn = β log[(1− wn)/wn]. (4.3)
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Then, the misclassified events have their weights multiplied by eαn and all the weights
are renormalized so that their sum is one.

Configuration parameters

In addition to the boosting method, a number of other configuration options is avail-
able to set up the BDT classifier. In particular, in this analysis the following param-
eters are used:

• Number of grid points in the variable range used to find the optimal cutoff in
node splitting: 20;

• Maximum depth of the decision tree: 3. A low value for this parameter, which
indicates the maximum number of secondary nodes per tree, helps reducing the
probability of overtraining (see the end of this section);

• Minimum percentage of training events required in a leaf node before interrupt-
ing the splitting: 2.5%. If this number is too large, detailed features in the
parameter space are hard to be modeled. If it is too small, the risk to overtrain
rises and boosting proved to be less effective. This parameter may implicitly set
the maximum depth of the decision tree in case a node ends up containing less
than 2.5% of training events before 3 splittings;

• Number of trees in the "forest" (i.e., number of trees generated in the boosting
procedure): 800.

Several values and combinations of these configuration parameters were tested. The
ones chosen have proved to provide a good separation between signal and background
distributions in the BDT discriminant, and a generally better signal efficiency for a
given background rejection efficiency with respect to the other configurations tested.
At the same time, an attempt was made to limit the phenomenon of overtraining
(that is a better signal efficiency in the training than in the validation sample, for
a given background efficiency) by choosing "overtraining-safe" values of some of the
parameters, such as the maximum depth of the decision tree.

4.3.2 BDT input variables

In this analysis, two BDT classifiers based on the root library tmva [91] are trained
using half of the signal and background MC events, and validated through the other
half. The requirement of a muon or an electron generates differences in the background
distributions and the two cases are therefore handled as separate channels (from now,
addressed as muon and electron channels). Nevertheless, the steps in the training
and validation are carried out on the merged sample corresponding to the three years
of data taking, for a larger statistics can enhance the performance of the classifier.
The validity of this approach is further endorsed by the fact that the year-by-year
performance does not show large differences, which was verified by comparing the
signal efficiencies of BDTs tested and validated using the samples corresponding to a
specific year, with those of BDTs trained using the samples of one year and validated
using another. These efficiencies are compatible within the MC statistical uncertainty
for any background rejection efficiency.

The BDT input variables with good signal-to-background discriminating power
and whose distributions are well described by the simulation are:

• the transverse momentum of the lepton (p`T);
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• the transverse momentum of the pion (pπT);

• the transverse momentum of the photon (pγT);

• the missing transverse momentum in the event (pmiss
T );

• the number of b-tagged jets in the event (nb);

• the pion isolation (ΣpT/p
π
T).

In the signal, the charged lepton, the pion and the photon arise from a W boson decay;
therefore, their momenta are on average sufficiently large to make these particles
distinguishable from others generated by the background processes. At the same
time, the presence of a neutrino from one of the two W bosons in the event (or three
neutrinos, in the case of W → τντ , τ → `ν̄`ντ ) guarantee a discrete amount of pmiss

T

in the event. The number of b jets associated to signal events is in principle two.
If a direct threshold in this sense may be strongly effective in suppressing several
background sources, it must be considered that nb is also influenced by the efficiency
and the purity of the b tagger (see Section 2.3.7). Therefore, it seems preferable to
use nb in the multivariate classifier. For what regards the pion-isolation variable, its
remarkable discriminating power was already discussed in Section 4.2.6. A ranking of
the BDT input variables is derived by counting how often the variables are used to
split the decision tree nodes, and by weighting each split occurrence by the separation
gain-squared it has achieved and by the number of events in the node. The results
are presented in Table 4.7.

Table 4.7: Ranking of the BDT input variables for the two lepton channels.

Muon channel Electron channel
Variable Importance Variable Importance
ΣpT/p

π
T 0.23 ΣpT/p

π
T 0.23

nb 0.20 nb 0.18
pγT 0.19 pγT 0.18
pπT 0.15 pπT 0.15
pµT 0.12 pmiss

T 0.13
pmiss

T 0.11 pe
T 0.13

Correlation matrices for the input variables are presented in Table 4.8, divided
per lepton channel and for signal and background separately. Overtraining checks
are performed and shown in Table 4.9. In general, the difference of signal efficiency
between the training and the testing samples is at the per cent level.
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Table 4.8: Correlation matrices for the BDT input variables.

Signal – muon channel
ΣpT/p

π
T nb pγT pπT pµT pmiss

T

ΣpT/p
π
T +1.000 +0.097 +0.121 −0.243 +0.069 +0.092

nb +0.097 +1.000 +0.015 −0.007 −0.011 +0.026
pγT +0.121 +0.015 +1.000 −0.009 +0.207 +0.232
pπT −0.243 −0.007 −0.009 +1.000 +0.207 +0.324
pµT +0.069 −0.011 +0.207 +0.207 +1.000 +0.048
pmiss

T +0.092 +0.026 +0.232 +0.324 +0.048 +1.000

Background – muon channel
ΣpT/p

π
T nb pγT pπT pµT pmiss

T

ΣpT/p
π
T +1.000 +0.095 +0.113 −0.300 +0.168 +0.128

nb +0.095 +1.000 +0.033 +0.116 −0.008 +0.115
pγT +0.113 +0.033 +1.000 −0.031 +0.070 +0.074
pπT −0.300 +0.116 −0.031 +1.000 +0.212 +0.213
pµT +0.168 −0.008 +0.070 +0.212 +1.000 +0.055
pmiss

T +0.128 +0.115 +0.074 +0.213 +0.055 +1.000

Signal – electron channel
ΣpT/p

π
T nb pγT pπT pmiss

T pe
T

ΣpT/p
π
T +1.000 +0.086 +0.070 −0.265 +0.054 +0.034

nb +0.086 +1.000 +0.026 −0.039 +0.001 +0.001
pγT +0.070 +0.026 +1.000 −0.003 +0.168 +0.175
pπT −0.265 −0.039 −0.003 +1.000 +0.335 +0.219
pmiss

T +0.054 +0.001 +0.186 +0.335 +1.000 −0.023
pe

T +0.034 +0.001 +0.175 +0.219 −0.023 +1.000

Background – electron channel
ΣpT/p

π
T nb pγT pπT pmiss

T pe
T

ΣpT/p
π
T +1.000 +0.118 +0.162 −0.282 +0.183 +0.225

nb +0.118 +1.000 +0.015 +0.072 +0.181 −0.003
pγT +0.162 +0.015 +1.000 −0.049 +0.076 +0.096
pπT −0.282 +0.072 −0.049 +1.000 +0.222 +0.211
pmiss

T +0.183 +0.181 +0.076 +0.222 +1.000 +0.063
pe

T +0.225 −0.003 +0.096 +0.211 +0.063 +1.000

Table 4.9: BDT overtraining checks.

Sig efficiency from test (training) sample
Channel at 0.01 Bkg eff at 0.10 Bkg eff at 0.30 Bkg eff
Muon 0.589 (0.647) 0.889 (0.891) 0.975 (0.975)

Electron 0.662 (0.651) 0.904 (0.904) 0.978 (0.978)
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4.3.3 BDT discriminant

Distributions of the BDT discriminant for collision data with simulated signal and
background are shown in Fig. 4.12 for the two independent lepton channels. The
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Figure 4.12: Event distributions as a function of the BDT discriminant for the muon
(upper) and electron (lower) channels. The green and orange arrows indicate the intervals of
the BDT discriminant used to define a signal (SR) and a control region (CR). The signal and
background histograms are normalized to the same area. The statistical uncertainties in the
data are small and thus not visible.

shape of the data is in good agreement with the MC background. Intervals of the
BDT discriminant are chosen to define a signal (SR) and a control region (CR), which
correspond to a signal- and a background-enriched range of the mπγ distribution,
respectively. As will be discussed in Chapter 5, the mπγ distribution in the SR is used
to extract the signal and background yields, while the CR, which contains roughly
the same number of events as the SR, is used to estimate the functional form of
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the background directly from data. A few aspects are considered when choosing the
thresholds of the BDT discriminant corresponding to SR and CR. First of all, the
significance Z is calculated as

Z =
S εBDT

S√
B εBDT

B

, (4.4)

where S and B are the expected number of signal and background events after the pre-
selection, and εBDT

S and εBDT
B are the signal and background efficiencies as a function

of the BDT discriminant. As Fig. 4.13 shows, the significance tends to decrease as the
signal efficiency increases. If aiming at the largest significance would seem natural,
a second aspect must be taken into account: the SR needs to contain enough events
in the mπγ distribution to be well fitted. In particular, it is desirable to keep the
systematic uncertainty on the background parametrization, which is estimated with a
fit on the data sidebands of the mπγ spectrum (see Section 6.2.5), at least one order
of magnitude below the statistical uncertainty. This is achieved by retaining consid-
erable background events in the sidebands. In summary, the following thresholds on
the BDT discriminant and the corresponding regions are defined:
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Figure 4.13: Significance as a function of the signal efficiency for the muon (upper) and the
electron (lower) channels. The values corresponding to εBDT

S < 0.3 are omitted, since strong
fluctuations affect in the samples in that interval.
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• SR: for a BDT discriminant > 0.281 in the muon channel and for a BDT dis-
criminant > 0.269 in the electron channel. These cutoffs correspond to 0.55 and
0.54 signal efficiencies (εBDT

S ), respectively;

• CR: for 0.206 < BDT discriminant < 0.281 in the muon channel and 0.209 <
BDT discriminant < 0.269 in the electron channel;

• CRext: the extended control region, −0.100 < BDT discriminant < 0.281 in the
muon channel and −0.100 < BDT discriminant < 0.269.

With respect to the CR, the CRext contains an even larger portion of background,
and is used to test the dependence of the mπγ spectrum on the BDT discriminant
(Section 4.3.4).

4.3.4 The mπγ dependence on the BDT discriminant

The dependence of the mπγ spectrum on the BDT discriminant can be observed in
Fig. 4.14 for simulated signal and background events and in the two lepton channels
separately. Qualitatively, the background shows a more uniform distribution over the
BDT discriminant spectrum with respect to the signal.
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Figure 4.14: Simulated events in the mπγ distribution as a function of the BDT discrim-
inant. The top plots contain signal events in the muon (left) and electron (right) channels;
similarly, the bottom plots contain background events.

The inclusion of the pion and photon pT among the BDT input variables could
potentially generate distortions in the background distributions of the observablemπγ .
To ascertain if this is the case, a ratio between the mπγ spectrum in the SR and in the
CRext is computed for background events only. The observed trend is flat within the
uncertainties (Fig. 4.15, upper plots), thus not indicating any evidence of distortion
effects induced by the pion and photon kinematic variables. As an additional test,
two more BDT classifiers are trained using the input variables listed in 4.3.2, where
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pπT and pγT have been divided by mπγ . This procedure can in principle further reduce
the dependence of the mπγ distribution on pπT and pγT. With respect to the nominal
case, the ratio between the mπγ spectrum in the SR and in the CRext (Fig. 4.15,
lower plots) does not appear to be more stable (note that the definition of the SR
in this second case targets the same signal efficiency as the nominal case, leading to
BDT discriminant > 0.273 and and BDT discriminant > 0.258 for the muon and the
electron channels, respectively; the CRext are then chosen as−0.1 < BDT discriminant
< 0.273 and −0.1 < BDT discriminant < 0.258).

At the same time, a comparison of the performance of the two BDT sets shows
a reduction of the background rejection efficiency all over the signal efficiency range
(Fig. 4.16), making the use of the nominal input variables preferable.

4.3.5 Multivariate selection overview

The agreement between data and MC simulation is verified in various distributions
of interest, using events that fall inside the SR. As anticipated at the beginning of
Chapter 3, this search for W→ πγ followed a blind analysis approach. Therefore, the
selection procedures, including the evaluation of the consistency of the distributions
in the kinematic variables between data and MC, were performed on the sidebands
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Figure 4.15: Ratios between the mπγ spectrum in the SR and in the CRext. The upper
plots refer to distributions produced with the nominal BDT input variables, whereas in the
lower plots pπT/mπγ and pγT/mπγ are used.
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Figure 4.16: Observed trend of the background rejection efficiency as a function of the
signal efficiency, for the muon (upper) and the electron (lower) channels. The red curves
are obtained using nominal BDT input variables, whereas for the black curves pπT/mπγ and
pγT/mπγ are used.

of the SR in the distribution of the main observable (mπγ), that is excluding a blind
window in between 65 and 90 GeV. On the other hand, the other kinematic variables
presented in this section could be inspected directly, since no observational bias can
be translated from those to the mπγ spectrum. Distributions of lepton, pion, and
photon η and pT are shown in Figures 4.17, 4.18, and 4.19.

In general, a good agreement between data and MC is observed within the statisti-
cal uncertainties. Large fluctuations in some of the simulated background samples are
due to the limited statistics in those samples. This is not a problem for the analysis,
since the background shape in the main observable mπγ is derived directly from data.
It is also important to emphasize that MC events are mainly used for the training of
the BDT classifiers, and thus a possible poor modeling of the input variables in the
simulation can at most lead to a suboptimal multivariate selection.

The event distribution as a function of the number of b-tagged jets with pT >
25 GeV is also shown in Fig. 4.20. As expected, the number of events with zero b-
tagged jets is strongly suppressed by the multivariate selection, since this represents
a strongly background-like topology.

Finally, a comparison between collision and simulated events is shown in the distri-
bution of the observable mπγ (Fig. 4.21), both separately for the two lepton channels
and in their sum. The shape of the background depends on the lepton channel, as
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well as the relative composition of the background processes. This is expected, since
the electron and the muon requests give rise to different background sources. The
expected number of events in the range 65 < mπγ < 90 GeV, that is in the range of
the mπγ distribution where a signal, if present, is expected to be visible, is reported
in Table 4.10 for the signal and for each surviving background source, divided per
lepton channel. The product of the signal efficiencies per each lepton channel and the
detector acceptance after the multivariate selection, with the associated statistical
uncertainty, is summarized in Table 6.2.
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Figure 4.17: Event distributions as a function of η` (upper) and p`T (lower) after the BDT
selection. The simulated MC distribution for the signal is given by the dashed red line and
corresponds to a 10−4 branching fraction for the W → πγ decay. In the lower panels, the
ratios between data and the background component of the MC are shown.



80 Chapter 4. Event selection

πη
0

20

40

60

80

100

120

140

160

180

E
ve

nt
s/

0.
3  

Data )-4 (B = 10γπ→W
Drell-Yan QCD multijet

+jetsγtt γνl→γW
γ-l+l→γZ tt

Other MC stat uncert

 (13 TeV)-1137 fb

CMS

3− 2− 1− 0 1 2 3
πη

0.5

1

1.5

D
at

a/
M

C

 (GeV)π
T

p
0

20

40

60

80

100

120

140

160

E
ve

nt
s/

5 
G

eV  
Data )-4 (B = 10γπ→W
Drell-Yan QCD multijet

+jetsγtt γνl→γW
γ-l+l→γZ tt

Other MC stat uncert

 (13 TeV)-1137 fb

CMS

20 30 40 50 60 70 80 90
 (GeV)π

T
p

0.5

1

1.5

D
at

a/
M

C

Figure 4.18: Event distributions as a function of ηπ (upper) and pπT (lower) after the BDT
selection. The simulated MC distribution for the signal is given by the dashed red line and
corresponds to a 10−4 branching fraction for the W → πγ decay. In the lower panels, the
ratios between data and the background component of the MC are shown.



4.3. Multivariate selection 81

γη
0

20

40

60

80

100

120

140

160

180

200
E

ve
nt

s/
0.

3  
Data )-4 (B = 10γπ→W
Drell-Yan QCD multijet

+jetsγtt γνl→γW
γ-l+l→γZ tt

Other MC stat uncert

 (13 TeV)-1137 fb

CMS

3− 2− 1− 0 1 2 3
γη

0.5

1

1.5

D
at

a/
M

C

 (GeV)
γ
TE

0

20

40

60

80

100

120

140

160

180

200

220

E
ve

nt
s/

5 
G

eV  
Data )-4 (B = 10γπ→W
Drell-Yan QCD multijet

+jetsγtt γνl→γW
γ-l+l→γZ tt

Other MC stat uncert

 (13 TeV)-1137 fb

CMS

20 30 40 50 60 70 80 90
 (GeV)γ

T
p

0.5

1

1.5

D
at

a/
M

C

Figure 4.19: Event distributions as a function of ηγ (upper) and pγT (lower) after the BDT
selection. The simulated MC distribution for the signal is given by the dashed red line and
corresponds to a 10−4 branching fraction for the W → πγ decay. In the lower panels, the
ratios between data and the background component of the MC are shown.
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Figure 4.20: Event distributions as a function of nb after the BDT selection. The simulated
MC distribution for the signal is given by the dashed red line and corresponds to a 10−4

branching fraction for the W → πγ decay. In the lower plot, the ratio between data and the
background component of the MC is shown.

Table 4.10: Number of expected signal and background events per lepton channel, in a
window 65 < mπγ < 90 GeV.

Process Muon channel Elecron channel Muon + Electron

tt̄ 156.10 60.35 216.45

Zγ → ``γ 46.15 37.09 83.24

Wγ → `νγ 51.56 25.57 77.13

Drell–Yan 50.36 19.60 69.96

tt̄γ + jets 43.95 22.64 66.59

QCD multijet 17.68 0.15 17.83

t(t̄)W 8.69 4.98 13.67

γ + jets 3.90 0.49 4.39

W→ πγ (B = 10−6) 2.45 1.39 3.84

Total 380.48 172.17 552.65

Table 4.11: Product of signal efficiency and acceptance per year and per lepton channel,
after the multivariate event selection.

Year εµ εe

2016 0.12± 0.01 0.07± 0.01
2017 0.11± 0.01 0.07± 0.01
2018 0.12± 0.01 0.07± 0.01
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Figure 4.21: Event distributions as a function of mπγ for the muon (top left) and electron
channel (top right), and for their sum (bottom) after the BDT selection. The simulated
MC distribution for the signal is given by the dashed red line and corresponds to a 10−4

branching fraction for the W → πγ decay. In the lower panels, the ratios between data and
the background component of the MC are shown.
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Chapter 5

Signal and background description
and yield extraction

After the events have been skimmed and classified as signal- or background-like using
the selection procedures described in Chapter 4, the search for the rare decay W→ πγ
proceeds analyzing the mπγ spectrum. Within this distribution, a signal, if present,
is expected to be found around the value of the W boson mass [17]. This chapter
discusses the extraction of the signal and background yields from themπγ distribution,
and the efforts in the description of the signal and background lineshapes. Section 5.3.1
is dedicated to the description of the principles of the maximum likelihood method
for parameter estimation, and the computer tool used to perform it.

5.1 Signal and background yield extraction

The signal and background yields are extracted using an unbinned maximum likeli-
hood fit to the mπγ distribution in the SR. The probability density function (pdf)
used to perform the fit is defined as follows:

f(mπγ) =

[
Nsig

Nsig +Nbkg(SR)
fsig(mπγ) +

Nbkg(SR)

Nsig +Nbkg(SR)
fbkg(mπγ)

]
G, (5.1)

where Nbkg(SR) is a floating parameter representing the number of background events
in the SR, and G is a Gaussian pdf used to account for the nuisance parameters
that model the systematic uncertainties (see Section 6.1). The determination of the
functional form of the signal, fsig(mπγ), and the background, fsig(mπγ), is described
in detail in Section 5.2 and 5.3, respectively. From now on, the dependance of f , fsig,
and fbkg on mπγ will be omitted for the sake of brevity.

The W → πγ branching fraction is extracted from the number of observed signal
events Nsig, parametrized as:

Nsig = σtt̄ B(W∓ → `∓ν)B(W± → π±γ) Lint ε` k
β, ` = µ, e, τ`. (5.2)

In the expression above, σtt̄ = 815 pb indicates the tt̄ production cross section in pp
collisions at 13 TeV, as measured by the CMS Collaboration using a Lint = 2.2 fb−1 in
2015 [80]; B(W∓ → `∓ν) = 0.1086 (2+0.3521) uses the most up-to-date measurements
of the branching fraction of the W boson into leptons [17], with the factor (2 +
0.3521) accounting for the possible decay into a muon, an electron or a τ subsequently
decaying into leptons (τ`); Lint = 137 fb−1 is the integrated luminosity collected by
CMS during Run 2 (2016–2018); ε` is the trigger, reconstruction, identification, and
selection efficiency, computed as the ratio between the number of events surviving the
selection process and the number of initial events in the MC simulation (see Table
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6.2); the term kβ accounts for the systematic uncertainties, as will be discussed in
Section 6.1.

Nsig is not sensitive to the contribution of W bosons that are not produced via
tt̄ decay. To verify if this is the case, around 20000 events containing W bosons not
produced via tt̄ decay were generated with pythia using a cross section σpp→W '
105000 pb [30], and the W bosons were forced to decay into a pion and a photon.
Despite this cross section is much larger than that of the tt̄ signal contribution, such
process is rejected by the requirement of tt̄ production with a large pT lepton, yielding
to less than 0.1 expected events after the preselection.

Another contribution to Nsig that is not considered arises from the associated
production of a top quark and a W boson, which is expected to be two orders of
magnitude smaller than that from tt̄ events.

5.2 Signal parametrization

Two intrinsic features of the signal component in the mπγ distribution must be de-
scribed: the shape and the normalization. Since, in principle, the precise shape of
the signal in this distribution in collision data is not known, the approach chosen is
to derive it from the MC simulation by fitting the mπγ distribution in the SR. The
signal lineshape is expected to be independent from the type of lepton arising from
the decay of the other W in the event. Therefore, the signal samples corresponding to
the two lepton channels are merged to reduce the statistical uncertainties in the signal
lineshape parameters, after verifying their compatibility with a χ2 test. Similarly, the
signal samples corresponding to the three years of data-taking are checked for com-
patibility with a χ2 test and then merged. Figure 5.1 shows a visual comparison of
the signal event distribution as a function of mπγ in the SR in the two lepton channels
and the three years of data-taking.

The pdf used to describe the signal lineshape, fsig, is the sum of a double crystal
ball (DCB) [92] and a Gaussian (fG) pdfs. In particular, the DCB is defined as

DCB(x) = N


A (B + |x|)−nL , for x < αL

A (B + |x|)−nR , for x > αR

exp (−x
2

2σ2
m

), for αL ≤ x ≤ αR

(5.3)

In the expression above, x = (mπγ − m)/σm; m, σm, nL, nR, αL, and αR are six
parameters intended to capture both the Gaussian core of the mπγ resolution func-
tion and the tail al lower mass due to the energy loss of the reconstructed particles
traversing the detector layers, well described by a power law; in particular, the α
and n terms that define the power law are usually strongly correlated. A and B are
nonindependent parameters, defined by requiring the continuity of the function itself
and of its first derivative; N is the normalizing constant. The purpose of the Gaussian
pdf

fG(mπγ ; x̄, σ) =
1√
2πσ

exp

[
−(mπγ − x̄)2

2σ2

]
(5.4)

is to model the natural width of the W boson.
The unbinned maximum likelihood fit to the MC signal mπγ distribution in the

SR is shown in Fig. 5.2. The pT and η dependent scale factors described in Section
4.2.10 are applied to each simulated event, since they have an impact on the lineshape.
The values of the fsig parameters extracted from the fit are listed in Table 5.1. The
uncertainties are computed with the HESSE algorithm of the minuit minimization
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tool, discussed in Section 5.3.1. When the fit to the mπγ distribution of the data is
performed (see Section 7.1), these parameters are fixed, while the normalization can
vary. Uncertainties in the position and the width of the DCB peak are accounted for
as systematic uncertainties in the final result, as described in Section 6.2.4.

Table 5.1: Parameter estimation from the fit to the MC signal mπγ distribution in the SR.

pdf Parameter Fit result

m 79.9± 0.2GeV

σm 3.3± 0.2GeV

DCB αL 0.6± 0.1

αR 1.6± 0.1

nL 50.0± 35.1

nR 1.2± 0.2

fG x̄ 80.3± 0.1GeV

σ 1.3± 0.1GeV
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Figure 5.1: Visual comparison of the MC signal event distribution as a function of mπγ for
the two lepton channels (top) and the three years of data-taking (bottom). In the left plot,
the three years are merged and the number of events in the muon channel is normalized to
that in the electron channel; in the right plot, the two lepton channels are merged and the
number of events in the 2016 and 2017 samples is normalized to that in the 2018 channel.
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Figure 5.2: Unbinned maximum likelihood fit to the MC signal mπγ distribution in the SR.

5.3 Background parametrization

The study of the background lineshape is performed on themπγ distribution in the CR
of the data, which is chosen so it contains comparable number of events with respect
to the SR. Such a strategy is an important item for this analysis, since it allows me
to be independent from the MC description of the background processes when the
background yield is extracted in the fit to the SR in data. A comparison between the
data in the CR and in the SR can be observed in Fig. 5.3. The compatibility of the
two distributions is rigorously verified using a χ2 test.
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Figure 5.3: Comparison between the events in the data CR (black markers) and SR (red
markers) of the mπγ distribution.

After testing several pdfs, including exponential and various polynomial functional
forms, a first order Chebyshev polynomial (fbkg, with one parameter b) is chosen,
that is a linear function. The order of fbkg is determined using a statistical test that
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Figure 5.4: Fit to the data distribution of mπγ in the CR. The goodness-of-fit is verified
with a minimum χ2 method.

quantifies the goodness-of-fit gain at a given order. The test proceeds as follows. The
fit to the mπγ distribution in the CR of the data is repeated for different polynomial
orders (N) and the minimum negative log-likelihood value (NLLN ) is calculated. It
can be shown that twice the difference between the NLLN of two adjacent orders
follows a χ2 distribution with one degree of freedom. Fitting with the order N +
1 polynomial instead of the order N is judged as a significant improvement if the
measured χ2

N→N+1 is such that the p-value p(χ2 > χ2
N→N+1) > 0.05. This is the case

when 2 (NLLN −NLLN+1) > 3.85. For what regards the description of the data CR
in this analysis, the transition from a first to a second order polynomial leads to a
2 (NLL1 −NLL2) = 0.66, suggesting that a linear function describes the data well.

The unbinned maximum likelihood fit to the data distribution of mπγ in the CR is
shown in Fig. 5.4. The parameter estimation from the fit is reported in Table 5.2. The
uncertainties are computed with the HESSE algorithm of the minuit minimization
tool, discussed in Section 5.3.1. The values of both the slope and the intercept (i.e.,
the normalization) of fbkg can then vary in the fit to the mπγ distribution of the data
in the SR (see Section 7.1).

Table 5.2: Parameter estimation from the fit to the data distribution of mπγ in the CR.

pdf Parameter Fit result

fbkg b 0.1± 0.1 GeV−1

5.3.1 On the maximum likelihood estimation and minuit

One of the methods of estimating the parameters of a probability distribution is based
on the construction of the combined probability distributions of all measurements in
a sample, called a likelihood function. The likelihood function L is defined as the
pdf f that characterizes the set of experimental observables x1, · · ·, xn, computed for
the specific values they assume in the sample observed, and for given values of the
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unknown parameters ~θ = (θ1, ···, θm). The central values of the parameters to estimate
are obtained by finding the point in the parameter space that maximizes L, which
is referred to as maximum-likelihood estimator. This is valid under the conditions of
the central limit theorem, which states that the average of n independent random
variables x1, · · ·, xn, each distributed according to a pdf with finite variance, can
be approximated to a Gaussian distribution in the limit of n → ∞, regardless of
the underlying pdf. It is also implicitly assumed that an absolute maximum exists,
otherwise the determination of the maximum-likelihood estimator is not unique.

If N repeated measurements of the n observables x1, · · ·, xn are performed, it is
necessary to consider the probability density corresponding to the total sample

x = (x1
1, · · ·, x1

n), · · ·, (xN1 , · · ·, xNn ). (5.5)

Assuming that each event is independent, the likelihood function of a sample of N
events can be written as the product of the pdfs corresponding to the measurement
of each single event, that is:

L(x; ~θ) =
N∏
i=1

f(xi1, · · ·, xin; θ1, · · ·, θm). (5.6)

The logarithm of the likelihood function is often computed, so that the product
of many terms in the likelihood definition is turned into the sum of the logarithm of
such terms:

− lnL(x; ~θ) = −
N∑
i=1

ln f(xi1, · · ·, xin; θ1, · · ·, θm). (5.7)

The maximization of L, equivalent to the minimization of the negative logarithmic
likelihood − lnL, can be performed analytically only in the simplest circumstances.
Most of the realistic cases require instead the use of numerical methods, implemented
as computer algorithms such as minuit [93], a tool for physics analysis conceived to
find the minimum of a multi-parameter function and analyze the shape of this function
in its proximity. In this case, the minimization is based on the steepest descent
direction in the parameter space, which is determined from a numerical evaluation of
the gradient of − lnL.

Once the estimators θ̂ of the parameters of interest have been determined, it is
necessary to define a confidence interval that corresponds to a statistical coverage of
68.27%, generally referred to as "1σ". In the presence of a large number of mea-
surements, it is possible to use a Gaussian approximation to the distribution of the
maximum-likelihood estimator. In this analysis, the estimate of the uncertainties in
the parameters extracted from maximum likelihood fits is based on the numerical al-
gorithm HESSE, which works under the assumption that the likelihood behaves like
an n-dimensional Gaussian. The n-dimensional covariance matrix is then calculated
as the inverse of the matrix containing the second-order partial derivatives of the
negative logarithm of the likelihood function, i.e.:

C−1
ij = −∂ lnL(x1, · · ·, xn; θ1, · · ·, θm)

∂θi ∂θj
. (5.8)

This covariance matrix gives the n-dimensional confidence contour with the correct
coverage if the likelihood is approximately Gaussian. The variance relative to the
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parameter θ is thus:
1

σ2
θ

=
∂2(− lnL)

∂θ2
. (5.9)

Therefore, errors computed using the HESSE algorithm are more reliable in the
approximation of high statistics. This, however, could represent an issue when es-
timating the uncertainties in the branching ratio of W → πγ by fitting the mπγ

distribution in the data SR. For this reason, B(W→ πγ) will be eventually calculated
through a complete scan of the likelihood function (see Chapter 7).
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Chapter 6

Systematic uncertainties

The measurement of B(W→ πγ) presented in this thesis is affected by several sources
of systematic uncertainty. This chapter outlines the way these uncertainties are esti-
mated and how they affect the final result.

6.1 Systematic uncertainties as nuisance parameters

In Chapter 5, I described the extraction of the values of the parameters of the pdf used
to fit the mπγ distribution in the data SR. This method is based on the maximization
of the likelihood function, or, more precisely, on the minimization of the negative
log-likelihood calculated upon the pfd outlined in Eq. (5.1). Systematic uncertainties
are accounted for by treating them as nuisance parameters included in the f pdf in
the form of log-normal pdfs.

In order to simplify the description of this procedure, I consider the likelihood
function L(x; θi) of an observable x, containing a single parameter θi. Supposing to
know its value θ̂i that maximizes the likelihood, and the associated uncertainty σθ̂i ,
it is possible to define an additional parameter:

k = 1 +
σθ̂i
θ̂i
. (6.1)

The term above is included in the definition of the number of signal events, so that:

Nsig = σtt̄ B(W∓ → `∓ν)B(W± → π±γ) Lint ε` k
β, ` = µ, e, τ`, (6.2)

where β is a free parameter. The other terms of the equation are discussed following
Eq. (5.2) in Chapter 5. Under these assumptions, a Gaussian pdf G(β; 0, 1) can be
created with the following characteristics:

• β as the observable;

• 0 as the central value;

• 1 as the width.

The likelihood L(x; θi) is then multiplied by G(β; 0, 1), so to obtain:

L(x; θi, σθi , β) = L(x; θi)G(β; 0, 1). (6.3)

In practice, the new likelihood function undergoes a Gaussian penalty that models
the systematic uncertainty in the knowledge of a given model parameter and its effect
on the parameter of interest, the W → πγ branching ratio. It must be emphasized
that, with this approach, the value of the parameter θi that maximizes the likelihood
function, namely θ̂i, is unmodified. The way each of the nuisance parameters is
inserted into the likelihood function is discussed in detail in the next sections.
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6.2 Sources of systematic uncertainties

The sources of systematic uncertainties accounted for in this analysis are:

• the uncertainty in the tt̄ production cross section σtt̄ in pp collisions at
√
s =

13 TeV;

• the uncertainty in the integrated luminosity Lint collected by CMS in 2016 to
2018;

• the uncertainty in the product of the signal efficiency and the acceptance ε`
(with ` = µ, e);

• the uncertainty associated to the signal parametrization;

• the uncertainty associated to the background parametrization.

6.2.1 Top-antitop pair production cross section

The tt̄ production cross section in pp collisions at
√
s = 13 TeV contributes in this

analysis to the definition of the signal normalization (see Eq. (5.2)). This cross section
was measured by the CMS Collaboration using data collected in 2015, corresponding
to an integrated luminosity Lint = 2.2 fb−1 [80]. Events were analyzed in which the
final state included one electron, one muon, and two or more jets, at least one of which
was identified as originating from hadronization of a b quark. The measured cross
section is:

σtt̄ = 815± 9 (stat)± 38 (syst)± 19 (lumi) pb, (6.4)

with the main sources of experimental uncertainties being of systematic nature. These
include uncertainties in the knowledge of the PDFs of the proton, in the hadroniza-
tion model employed, and in the parton shower scale. An uncertainty of 43 pb, cor-
responding to the quadratic sum of the statistical, systematic, and luminosity-related
components, is the one used in the analysis.

The use of a more recent measurement of the tt̄ production cross section from
the CMS Collaboration [94] was excluded, even though it exploits a larger integrated
luminosity which leads to a slightly lower statistical uncertainty. Nevertheless, this
latter measurement exploits the same 2016 collision data which constitutes part of the
dataset this search for W → πγ is based on. Therefore, there is a partial correlation
between this tt̄ cross section measured in 2016 and the main background source of
this analysis (Table 4.10).

The branching ratio B(W→ `ν) is also a term contributing to the signal normal-
ization. Its value

B(W→ `ν) = 0.1086± 0.0009 (6.5)

is an average on the three lepton flavors ` = µ, e, τ [17]. Its associated uncertainty
is considered negligible with respect to that in the tt̄ cross section. Similarly, the
uncertainties in the leptonic branching ratios of the τ lepton [17]

B(τ → µν̄µντ ) = 0.1739± 0.0004

B(τ → eν̄eντ ) = 0.1782± 0.0004
(6.6)

are neglected.
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6.2.2 Integrated luminosity

The data sample analyzed in this search for the decay W → πγ corresponds to an
integrated luminosity Lint ' 137 fb−1, recorded by the CMS experiment during 2016
(35.9 fb−1), 2017 (41.5 fb−1), and 2018 (59.7 fb−1). The integrated luminosities of the
2016, 2017, and 2018 data-taking periods are individually known with uncertainties
of 2.3, 2.5, and 2.3%, respectively [95–97], whereas the total 2016–2018 integrated
luminosity has an uncertainty of 1.8%; the improvement in precision reflects the un-
correlated time evolution of some systematic effects. Therefore, the signal normaliza-
tion (see Eq. (5.2)) is known with an uncertainty of about 2 fb−1 in the integrated
luminosity:

Lint = 137± 2 fb−1. (6.7)

6.2.3 Signal efficiency and acceptance

The term ε`, which appears in the definition of Nsig in Eq. (5.2), indicates the product
of several efficiency components and the detector acceptance A:

ε` = εtrigger εidentification εreconstruction εselectionA. (6.8)

The subscript ` = µ, e suggests that ε` is computed separately for the two lepton
channels, and evaluated as the ratio between the number of simulated signal events
N` that survive the whole selection procedure, and the initial number of signal events
produced per channel (NT/2). These numbers are reported in Table 6.1. As already

Table 6.1: For each year of data-taking, the initial number of signal events (NT) and the
number of signal events surviving the selection in the muon (Nµ) and in the electron (Ne)
channels are reported.

Year NT Nµ Ne

2016 80000 3851 2193
2017 79985 3587 2234
2018 79905 3719 2170

discussed, the signal in the two lepton channels receives a contribution from both
events containing a W boson that decays directly into a muon or an electron plus a
neutrino, and from events where it decays into τ leptons, subsequently decaying into
leptons too. Since the branching ratio for these two processes is different (B(τ →
µν̄µντ ) + B(τ → eν̄eντ ) ' 0.3521), the term NT must be corrected by a factor (1 +
1 + 0.3521)/3, with 1 being the weight associated to W → µ(e)ν. Consequently, the
products of efficiency and acceptance per year of data taking and per lepton channel
become:

ε2016
µ = 0.12± 0.01,

ε2016
e = 0.07± 0.01,

ε2017
µ = 0.11± 0.01,

ε2017
e = 0.07± 0.01,

ε2018
µ = 0.12± 0.01,

ε2018
e = 0.07± 0.01,

(6.9)
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where the quoted uncertainties correspond to the statistical ones, which follow a bi-
nomial distribution:

σε` =
ε` (1− ε`)

NT
. (6.10)

Nevertheless, the statistical component is not the only contribution to the total un-
certainty in ε`, but others are included, concerning the BDT modeling, the mod-
eling of kinematic variables for the signal in pythia, the scale factors that correct
for differences between detector conditions in collision data and simulation, and the
charge-misidentification in the tracking algorithm.

BDT modeling

As discussed in Section 4.3.2, the two BDT classifiers used to perform the multivariate
event selection in this analysis are trained using simulated events. Therefore, the way
the BDT input variables are modeled by the MC generators affects the selection and
has an impact on the signal efficiency. To assess the size of this impact and propagate
it into an uncertainty in ε`, the following steps are taken. The performance of a
BDT trained and validated with the nominal input variables is compared with that
of a BDT trained with the same variables, and validated with variables to which a
Gaussian smearing or a shift is applied. In particular, the smeared variables are p`T,
pπT, p

γ
T, and p

miss
T , and the width of the smearing corresponds to 5% of their values,

that is the largest expected resolution on these variables. For charged particle tracks,
it includes the uncertainties in the tracking efficiency too.

Contrarily to the lepton, pion, and photon momenta, the number of b-tagged jets,
nb, is an integer. Thus, it is increased by 1 for 5% of the events in the training samples
of 2016 and 2017. For what concerns the 2018 training sample, the power supply failure
of two HCAL sectors during part of the data-taking led to larger uncertainties in the
jet energy calibration. In Section 4.2.8, a test was described that estimated the impact
of these uncertainties in the computation of nb, showing a maximum discrepancy of
≈8% for nb = 5 when the jet pT was scaled down. Therefore, in the training samples
of 2018, nb is increased by one for 10% of the events, corresponding to the sum in
quadrature of 5 and 8%.

The pion isolation is not smeared, but systematically shifted upwards by 10%.
This choice stems from the observation of the event distribution as a function of the
pion-isolation variable, as illustrated in Fig. 4.4, before this variable is used in the
BDT training. The processes leading to an erroneous measurement of ΣpT/p

π
T may

be multiple: for instance, excluding some good candidate particles from the pT-sum
would push the distribution of this variables to lower values; including in the pT-sum
particles originating from pile up would push it to higher values; measuring the wrong
pT for any kind of detector effects would potentially push it in both directions. Given
these considerations, on an event-by-event basis it would seem reasonable to consider
a smearing of ΣpT/p

π
T. Nevertheless, the distribution of the pion isolation suggests

that the MC simulation overestimates the data at low values of this variable more
than it underestimates them at high values. To take into account and compensate
this one-sided effect, the pion isolation is shifted upwards by 10% for all the MC
simulated processes. The event distribution as a function of the shifted pion-isolation
variable is presented in Fig. 6.1.

The performance of the BDTs trained and validated using nominal input variables
and of those validated using smeared/shifted ones can be observed in Fig. 6.2, for
the two lepton channels separately. For a given background rejection efficiency, the
largest observed variation in terms of signal efficiency is 1% in the muon channel, and
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Figure 6.1: Event distribution as a function of the pion-isolation variable ΣpT/p
π
T. All the

simulated MC distributions are shifted by 10% towards higher values of this variable. The
MC signal is given by the dashed red line and corresponds to a 1% branching fraction for the
W → πγ decay. The statistical uncertainties in the data are small and thus not visible. In
the lower panel, the ratio between data and the background component of the MC is shown.
The gray bands represent the statistical uncertainty in the MC background.

2% in the electron channel. Therefore, these uncertainties are summed in quadrature
to the statistical uncertainty in ε`.

The procedures described in this section might look overly conservative, as the
typical resolution on the BDT input variables is generally better than 5%. On the
other hand, the final impact on the signal efficiency is rather small and has a minimal
influence on the final result.

pythia modeling – transverse momentum

The procedure for modeling a process in pythia represents another source of system-
atic uncertainty in ε`, since inaccuracies of the model have an impact on the signal
acceptance. As a first step in the evaluation of this uncertainty, the pT distribution
of the generated signal W bosons is considered. As discussed in Section 3.2.1, this
spectrum is corrected to match that obtained from NLO tt̄ MC generated events in
powheg v2, which includes the proper W boson polarization from top quark decays,
otherwise not modeled in my MC signal sample. To assess the effect of a systematic
change in the pW

T reweighting, the pW
T spectrum is shifted upwards and downwards

by 5%, which roughly corresponds to the maximum uncertainty in the weights used,
as shown in Fig. 3.2. By making the ratio between the shifted and the nonshifted
distributions of pW

T , various sets of weights are obtained that I use to reweight the
signal. As an example, the pW

T spectrum of the 2018 MC signal sample is shown in
Fig. 6.3 for the shifted and the nonshifted case, together with the two sets of weights
produced. The distributions for the other years are similar.
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Figure 6.2: Background rejection efficiency as a function of signal efficiency, as obtained
using the BDT in the muon (upper) and the electron (lower) channels. The red curves
indicate that the BDT is trained and validated on the nominal input variables, whereas the
black curves are made using the smeared/shifted variables in the BDT validation.

Afterwards, the performance of the BDT trained and validated through the nom-
inal variables is compared to that of a BDT trained on the nominal variables, and
tested using MC events where the pW

T -based reweighting is shifted by 5%. The pro-
cedure is performed after merging the samples corresponding to the three years of
data-taking, but separately for the muon (Fig. 6.4) and the electron (Fig. 6.5) chan-
nels. For a given background rejection efficiency, the largest observed variation in
terms of signal efficiency is 2% in the muon channel, and 3% in the electron channel.
Therefore, these uncertainties are summed in quadrature to the total uncertainty in
ε`.

pythia modeling – angular distribution

The signal acceptance also depends on the angular spectrum of the particles involved in
the W→ πγ decay. To evaluate the uncertainty in ε` related to the pythia modeling
of the W polarization, I modify this angular spectrum. Specifically, I consider the
generated distribution in θ∗, the helicity angle between the pion direction in the W
boson rest frame and the direction of the W boson momentum in the laboratory. The
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Figure 6.3: Event distribution as a function of pWT as simulated by pythia for the 2018
signal, with and without the 5% shifting (upper plot). The lower plots show the weights
obtained as the ratio between the red and the blue distributions in the upper plot (left), and
the green and the blue distributions (right).

distribution in this variable is indeed expected to be dependent on the polarization of
W bosons arising from top quark decays, which is not accounted for in the pythia
simulated events used in this analysis.

Let us consider the spherical harmonics

Y m
` (θ, φ) = (−1)m

[
2`+ 1

4π

(`−m)!

(`+m)!

] 1
2

Pm` (cos θ) eimφ, (6.11)

where Pm` are Legendre polynomials, and the two quantum numbers ` (orbital angular
momentum) and m (projection of ` on one axis) must satisfy:{

` = 0, 1, 2, 3...

m = −`,−`+ 1, ..., `− 1, `.
(6.12)

A W boson emerging from top quark decay may be observed in three possible eigen-
states | `;m >:

W(1,2) : | 1;±1 >

W(3) : | 1; 0 >,
(6.13)
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Figure 6.4: Background rejection efficiency as a function of signal efficiency, as obtained
using the BDT with events falling in the muon channel. The red curves indicate that the
BDT is trained and validated on the nominal input variables, whereas the black curves are
obtained using the pWT -based signal reweighting in the BDT validation, with the pWT shifted
upwards (top) and downwards (bottom).

constraining the possible eigenstates of its decay products, the pion and the photon,
to:

π(1,2) : | 0; 0 > γ(1,2) : | 1;±1 >

π(3) : | 1;±1 > γ(3) : | 1;±1 >
(6.14)

For what regards the pion angular distribution in the the aforementioned variable θ∗,
(1,2) lead to a spherical harmonic:

Y 0
0 =

1

2
√
π
, (6.15)

whereas in (3):

Y 1
1 = −1

2

√
3

2π
eiφ sin θ. (6.16)

Given these considerations, the states (1,2) correspond to an isotropic distribution in
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Figure 6.5: Background rejection efficiency as a function of signal efficiency, as obtained
using the BDT with events falling in the electron channel. The red curves indicate that the
BDT is trained and validated on the nominal input variables, whereas the black curves are
obtained using the pWT -based signal reweighting in the BDT validation, with the pWT shifted
upwards (top) and downwards (bottom).

θ∗, whereas (3) yields to a sine squared distribution of the same angle. Therefore,
isotropic and sin2 θ∗-based distributions are produced, corresponding to transverse
and longitudinal polarizations of the W boson, respectively. These are shown in Fig.
6.6, together with the observed distribution, expressed in terms of cos θ∗. By taking
the ratio of each of these alternative distributions to the observed one, two sets of
weights are obtained and used to renormalize the signal. In similarity with pW

T , a
BDT is trained on a set of nominal events, and validated on a set that has the signal
renormalization implemented. Its performance is compared with a BDT trained and
validated on nominal events, as can be seen in Fig. 6.7 and in Fig. 6.8 for the muon
and the electron channels, respectively. The most significant changes in terms of
ε` for a given background rejection efficiency are about 3% and 5% for the muon
and the electron channels, respectively. Therefore, these uncertainties are summed in
quadrature to the total uncertainty in ε`.
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Figure 6.6: Event distribution as a function of cos θ∗ as simulated by pythia (blue) for the
2018 signal. Alternative distributions are also shown, derived from an isotropic (green) and
sin2 θ∗ (red) spectrum for θ∗.

Scale factors and charge misidentification

An additional source of uncertainty in the signal efficiency arise from the scale factors
applied to simulated events (Section 4.2.10). The sum of statistical and systematic
uncertainty associated to the SFs used for muons, electrons, and photons is 1% or
lower, in the kinematic regions this search is sensitive to. Since in the same event
both muon (or electron) and photon SFs are used, the total uncertainty is calculated
as the quadratic sum of the uncertainty associated to each particle, that is 1.4%.

A further uncertainty of 1% in ε`, derived from detector performance studies [66],
covers the effects of charge misidentification in the tracking algorithm. These un-
certainties are summed in quadrature to the statistical and to the other systematic
uncertainties, described above, in the signal efficiency.

The ε` for each year and lepton channel are summarized in Table 6.2, with the
associated total uncertainties.

Table 6.2: Product of signal efficiency and acceptance per year and per lepton channel,
after the multivariate event selection.

Year εµ εe

2016 0.12± 0.01 0.07± 0.01
2017 0.11± 0.01 0.07± 0.01
2018 0.12± 0.01 0.07± 0.01

6.2.4 Signal parametrization

The parameters m and σm represent the peak position and the width of the Gaus-
sian component of the Double Crystal Ball pdf used to describe the signal lineshape.
Their central values and uncertainties are determined in the fit to the MC signal mπγ

distribution, as discussed in Section 5.2. When the fit to the same distribution in
the data SR is performed, these parameters are fixed to their central values. To take
into account the finite statistics in the MC sample, I consider the value of σm and its
uncertainty as extracted from the signal MC fit. Moreover, I include a 1% uncertainty
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Figure 6.7: Background rejection efficiency as a function of signal efficiency, as obtained
using the BDT with events falling in the muon channel. The red curves indicate that the
BDT is trained and validated on the nominal input variables, whereas the black curves are
obtained using the isotropic (upper) or sin2 θ∗-based (lower) signal reweighting in the BDT
validation.

in m to account for the photon energy scale, which dominates the uncertainty in the
pion-photon invariant mass:

m = 79.9± 0.8 GeV

σm = 3.3± 0.2 GeV
(6.17)

The following procedure is performed: first, the data are fitted in the SR fixing the
values of the peak and the width of the DCB function to their central values (nominal
case); then, the fit is repeated after increasing and decreasing these parameters by
their uncertainties (shifted parameters). The results are compared by calculating a
set of pulls in the parameter of interest B(W→ πγ):

|Bnominal − Bshifted|
σBnominal

, (6.18)

where σBnominal
represents the uncertainty associated to Bnominal. The largest pull is

found to be 10.6% and is taken as an estimate of the systematic uncertainty associated
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Figure 6.8: Background rejection efficiency as a function of signal efficiency, as obtained
using the BDT with events falling in the electron channel. The red curves indicate that the
BDT is trained and validated on the nominal input variables, whereas the black curves are
obtained using the isotropic (upper) or sin2 θ∗-based (lower) signal reweighting in the BDT
validation.

with the parametrization of the signal. Since the other parameters of the signal
lineshape are highly correlated with each other, as well as with the peak and the
width of the Gaussian component of the DCB function, it is not necessary to float
them within their uncertainties.

It is important to remark that, in performing the procedure described above, the
variables representing the parameter of interest in the fit, namely Bnominal and Bshifted,
are left free to assume negative values. From a physical point of view, a branching
fraction is always a positive definite quantity, representing the probability for an
unstable particle to decay into a specific final state. Indeed, it is imposed to be positive
when performing the fit on the mπγ spectrum in the data SR described in the next
chapter, where an underfluctuation of the background could make it assume negative
values. Nevertheless, imposing a positive definite B(W → πγ) when estimating the
systematic uncertainty in the signal parametrization would not guarantee a proper
frequentist coverage.
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6.2.5 Background parametrization

The choice of the pdf used to describe the background has an influence on the measured
W→ πγ branching fraction. To estimate this effect, a fit is performed to the data in
the SR with the nominal background pdf, i.e., a linear function (see Section 5.3). The
same distribution is then fitted again using an alternative pdf, namely an exponential.
The goodness of the fit performed with the exponential pdf is verified with a minimum
χ2 method prior to performing this procedure, as can be observed in Fig. 6.9.
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Figure 6.9: Fit to the mπγ spectrum in the data CR, using an exponential pdf.

The following pull is calculated for the branching fraction of W→ πγ:

|Blin − Bexp|
σBlin

, (6.19)

where Blin represents the value of the W → πγ branching fraction as extracted from
the fit with a linear function, σBlin is its uncertainty, and Bexp indicates the value of
the branching fraction extracted from the fit using the exponential function. The pull
amounts to 14.6% and is taken as an estimate of the systematic uncertainty associated
with the background parametrization.
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Chapter 7

Results

In this final chapter, the results obtained from the fit to the data in the SR are
presented, together with the calculation of the upper limit on the branching fraction
of W→ πγ.

7.1 Fit to the mπγ spectrum in the signal region

The mπγ distribution in the data SR, shown in Fig. 7.1 for the combination of the
two lepton channels and the three data-taking periods, is fitted with the pdf outlined
in Eq. (5.1). The goodness of the fit is verified using a minimum χ2 method that
leads to χ2/ndof = 0.62. Large uncertainties in the MC backgrounds are mainly of
statistical nature and arise from samples with large cross sections and relatively few
simulated events, such as the QCD multijet processes.
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Figure 7.1: Event distribution as a function of mπγ for the combination of the lepton
channels. The simulated MC distribution for the signal is given by the dashed red line and
corresponds to a 10−4 branching fraction for the W→ πγ decay. The uncertainties in the data
are statistical only. The blue line represents the best fit to the data using the model described
in Eq. (5.1). In the lower plot, the ratio between data and the background component of the
MC is shown. The gray bands represent the uncertainty (statistical + systematic) in the MC
background.
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The values of the pdf parameters derived from the fit are listed in Table 7.1,
including the background yield Nbkg(SR) and the slope b of the linear function used
to describe the background (see Section 5.3). The signal yield Nsig, parametrized as
in Eq. (5.2), is used to extract the parameter of interest:

B(W± → π±γ) = (5.6± 4.1)× 10−6. (7.1)

Separate fits to the same distribution in the muon and electron channels are also
performed as a cross-check, as shown in Fig. 7.2. The pdfs used for the fit, fµ and
fe, are similar to those used for the fit on the merged lepton channels, but contain a
different definition of the channel-dependent parameters, such as the signal efficiency.
The parameter estimation derived from the two fits is summarized in Table 7.2.

From a purely qualitative perspective, a small excess, which arises from the muon
channel, is observed around the value of the W boson mass. To ascertain whether
this is due to the presence of signal events or just to a statistical fluctuation of the
background, the significance of the excess is calculated as the probability that the
sample is inconsistent with the hypothesis that only background is present in the
data.

7.2 On p-values and significance

To claim of discovery of a new signal within an observed data sample it is necessary
to determine that the sample is sufficiently inconsistent with the hypothesis that only
background is present in the data. The definition of "sufficiently inconsistent" is, of
course, not unique. Nevertheless, the physics community has chosen to adopt some
common criteria that are discussed in this section.

The inconsistency of the observation in the hypothesis of the presence of back-
ground only, typically assumed as a null hypothesis (H0), can be evaluated using
a test statistic t. The probability p that the considered test statistic t assumes a
value greater or equal to that observed in the case of pure background fluctuation
is called p-value. Implicitly, large values of t correspond to a more signal-like sam-
ple. The p-value has by construction a uniform distribution between 0 and 1 for the
background-only hypothesis H0, and tends to have small values in the presence of the
signal (hypothesis H1).

Alternatively to quoting a p-value, it is often preferred to report the equivalent
number of standard deviations that correspond to an area equal to the p-value under
the rightmost tail of a normal distribution. The significance (in units of Zσ) that

Table 7.1: Parameter estimation from the fit to the data distribution of mπγ in the SR.
Uncertainties are computed with the HESSE algorithm implemented in minuit.

pdf Parameter Fit result

b 0.3± 0.1 GeV−1

f Nbkg(SR) 1018± 37

B(W± → π±γ) (5.6± 4.1)× 10−6
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Figure 7.2: Event distribution as a function of mπγ for the SR in the muon (upper) and the
electron (lower) channels. Only collision data are shown, with their statistical uncertainties.

Table 7.2: Parameter estimation from the fit to the data distribution of mπγ in the SR, for
the two lepton channels separately. Uncertainties are computed with the HESSE algorithm
implemented in minuit.

pdf Parameter Fit result

b 0.2± 0.1 GeV−1

fµ Nbkg(SR) 750± 32

B(W± → π±γ) (4.1± 2.6)× 10−5

b 0.3± 0.1 GeV−1

fe Nbkg(SR) 265± 16

B(W± → π±γ) (0.1± 2.0)× 10−5

corresponds to a given p-value can be obtained with the following transformation:

p =

∫ ∞
Z

1√
2π

e−x
2/2 dx = 1− Φ(Z) = Φ(−Z) =

1

2

[
1− erf

(
Z√
2

)]
, (7.2)
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where Φ(−Z) indicates the cumulative function of a standard normal distribution. By
convention, when the significance of the fluctuation under investigation is at least 3σ
(Z = 3), which corresponds to a probability of background fluctuation of 1.35× 10−3,
the evidence of the signal is claimed. The observation, or discovery of a signal typically
requires a significance of 5σ (Z = 5), corresponding to a p-value of 2.87× 10−7.

For what regards this search for W→ πγ, the excess observed above the expected
background in Fig. 7.1 has a p-value of 0.055, corresponding to a significance of about
1.6σ. It is therefore not possible to conclude that a signal has been observed.

7.3 Confidence intervals

Section 5.3.1 introduced the method implemented in minuit for the determination of
the uncertainties in maximum likelihood estimates, based on the scan of the negative
log-likelihood around its minimum. This method, however, guarantees coverage of
the interval in the Gaussian approximation only. In many cases the provided level
of approximation is sufficient, but not in this analysis, where the number of events
considered is small and the likelihood function may exhibit significant deviations from
the Gaussian approximation.

A more rigorous and general treatment of confidence intervals under the frequentist
approach is due to Jerzy Neyman [98]. Neyman’s procedure for the determination of
confidence intervals is fundamentally composed by two steps:

• the construction of a confidence belt ;

• the inversion of the confidence belt.

These two steps are discussed in the following.

7.3.1 Construction of the confidence belt

For simplicity, the case of a variable x is described, whose distribution follows a
pdf which depends on a single unknown parameter θ. In order to determine the
confidence belt, a scan of the parameter space is made, varying θ within its allowed
range. For each fixed value of θ = θ0, the pdf f(x; θ0) describing the distribution of x
is uniquely determined. According to f(x; θ0), an interval [x1(θ0), x2(θ0)] is defined,
whose corresponding probability is equal to the desired confidence level : CL = 1−α,
usually equal to 68.27% (1σ), 90% or 95%:

1− α =

∫ x2(θ0)

x1(θ0)
f(x; θ0) dx. (7.3)

Figure 7.3 shows a graphical representation of the Neyman confidence belt construc-
tion.

The choice of the interval defined by x1(θ0) and x2(θ0) is referred to as order-
ing rule. It is somewhat arbitrary, since different intervals may provide the same
probability.

7.3.2 Inversion of the confidence belt

This is the second phase of Neyman’s procedure. Considering a measurement of
x = x0, the confidence interval for the parameter θ is determined by inverting the
Neyman belt. Two extreme values θ1(x0) and θ2(x0) are identified by intersecting
the vertical line at x = x0 with the two boundary curves of the belt. An interval
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4(!; $)

Figure 7.3: Confidence belt construction for a pdf f(x; θ). The belt (green area) is defined
as a consequence of the ordering rule that selects the desired confidence level 1 − α (violet
regions).

[θ1(x0), θ2(x0)] is obtained which has, by construction, a coverage equal to the desired
confidence level, that is 1−α. This means that, if θ is equal to the true value θtrue and
x = x0 is extracted randomly according to the pdf f(x; θtrue), θtrue will be included
in the determined confidence interval [θ1(x0), θ2(x0)] in a fraction 1 − α of the cases
(in the limit of a large number of extractions). Neyman’s belt inversion is graphically
illustrated in Fig. 7.4.
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Figure 7.4: Graphical illustration of the Neyman belt inversion for a pdf f(x; θ).

7.4 Upper limits

The procedure of setting an upper limit on an unknown parameter is, in the frequen-
tist approach, a special case of confidence interval determination. In this case, the
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central interval for the parameter is replaced by a fully asymmetric interval [0, θup),
corresponding to the desired confidence level 1 − α, usually 95%. It must be under-
lined that, for the purpose of signal exclusion, the requirements applied in terms of
p-value are milder than for the claim of a signal discovery. In fact, a 95% confidence
level corresponds to p < 0.05, where p indicates the probability of a signal underfluc-
tuation (namely, null and alternative hypotheses are inverted with respect to the case
of a discovery).

The computation of a frequentist upper limit is achieved by inverting the Neyman
belt for a parameter θ, with asymmetric intervals for the observable x (in similarity
to what was shown in Fig. 7.4 for symmetric intervals). Assuming that the belt
is monotonically increasing with x, the choice of the interval (xlow(θ0),+∞) for x
as a function of θ0 leads to a confidence interval [0, θup(x0)) for θ (see Fig. 7.5),
corresponding to the upper limit:

θ < θup(x0) (7.4)

at the desired confidence level.

𝑥
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Figure 7.5: Graphical illustration of the Neyman belt construction in the case of upper
limit determination.

The use of frequentist upper limits may raise some concerns, though. First of all,
if the data exhibit large underfluctuations, they could exclude certain regions in the
space of the parameter of interest where the experiment should be insensitive, or that
are even unphysical. Moreover, for some of the upper limit calculation methods, such
as the Feldman–Cousins’ [99], if no signal event is observed, the limit depends on the
expected amount of background, and tends to be more stringent for larger values of
the latter. This is somehow counterintuitive, since it means that a better result can be
obtained with an experiment with a lower background rejection performance. These
concerns were addressed by defining a novel approach, which will be discussed in the
next section.
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7.4.1 The CLs modified frequentist approach

The CLs method [100, 101] derives from a modification of the pure frequentist ap-
proach. Its novelty stands in the introduction of a conservative corrective factor to
the p-value that aims at curing the aforementioned peculiarities arising from the pure
frequentist methods. The CLs requires a test statistic. In the work described in this
thesis, I consider the profile likelihood ratio:

λ(µ, ~θ ) =
L(x;µ, ~̂θµ)

L(x; µ̂, ~̂θ )
, (7.5)

where µ̂ and ~̂θ are the best fit values of the parameter of interest µ and the nuisance
parameters ~θ in the observed data sample, whereas ~̂θµ is the best fit value of ~θ obtained
for fixed µ. The test statistic for the CLs is then defined using the profile likelihood
ratio evaluated under two different hypotheses: H1, or the presence of both signal and
background (s+b), and H0, corresponding to the presence of background only (b):

λ(µ, ~θ ) =
Ls+b(x;µ, ~̂θµ)

Lb(x; µ̂, ~̂θ )
, (7.6)

Following a frequentist approach, in order to quote an upper limit the distribution
of the test statistic λ(µ, ~θ ) must be known in the hypothesis of signal plus back-
ground, and the p-value corresponding to the observed value λ = λ̂, denoted below as
ps+b, must be determined as a function of the parameter of interest µ and nuisance
parameters ~θ.

The proposed modification to the purely frequentist approach consists in finding
two p-values corresponding to both the H1 and H0 hypotheses:

ps+b(µ, ~θ ) = Ps+b(λ(µ, ~θ ) ≥ λ̂),

pb(µ, ~θ ) = Pb(λ(µ, ~θ ) ≤ λ̂).
(7.7)

The following quantity can be obtained from these two probabilities:

CLs(µ, ~θ ) =
ps+b(µ, ~θ )

1− pb(µ, ~θ )
. (7.8)

Upper limits can then be determined excluding the range of the parameter of interest
for which CLs(µ, ~θ ) is lower than the desired confidence level (e.g., 95%). In most
cases, it is not trivial to obtain the probabilities Ps+b and Pb in Eq. (7.7) analyt-
ically, and thus they are determined numerically using pseudo-experiments or with
asymptotic approximations [102].

The intervals obtained using the CLs method are "conservative", from a frequentist
point of view, since pb ≤ 1 and therefore CLs(µ, ~θ ) ≥ ps+b. This results in less
stringent limits than the purely frequentist ones, although without the downsides
discussed at the end of the previous section.
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7.5 Upper limit on B(W→ πγ)

The CLs method described in the previous sections of this chapter is used to set an
upper limit at 95% CL on the branching fraction of the rare decay W± → π±γ:

B(W± → π±γ) < 1.50× 10−5. (7.9)

The expected upper limit corresponds to 0.85+0.52
−0.29 × 10−5. The latter is obtained

using pseudo-experiments, and is useful to understand the actual sensitivity of the
analysis. In this case, the difference with respect to the observed upper limit is due
to the statistical fluctuation of the background in the signal-sensitive window of the
mπγ distribution.

A graphical representation of the scan of the parameter of interest B(W± → π±γ)
and the corresponding expected and observed p-values (CLs) is shown in Fig. 7.6.
For what regards the observed CLs, a drastic change in the slope of the curve appears
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Figure 7.6: CLs values for a scan of the parameter of interest B(W± → π±γ). The horizontal
red line corresponds to a 0.05 p-value.

around the central value of the measured branching fraction, reported in Eq. (7.1).
Such a behavior is consistent with the observation of a small excess around the value
of the W boson mass in the mπγ distribution.

The total uncertainty in this final result is dominated by the statistical contribu-
tions, which account for more than 80%. The largest systematic uncertainties arise
from the measurements of the tt̄ cross section (≈5%) and the integrated luminosity
(≈2%).

7.6 Perspectives

The result in Eq. (7.9) can be compared with the state of art measurement of this
rare decay branching ratio, set by the CDF Collaboration at Tevatron [33]:

B(W± → π±γ) < 7.0× 10−6, CL = 95%. (7.10)
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That search was based on events collected in proton-antiproton collisions at
√
s =

1.96 TeV, using an inclusive photon trigger. Unfortunately, the same approach is
unsuitable at CMS, where the trigger thresholds for single photons are too high
(>170 GeV). Therefore, the search I presented in this thesis exploits a novel strategy,
focusing on top quark-antiquark pair events where one of the two W bosons decays
into leptons. If, on the one hand, this strategy provides a relatively clear signature for
the rare decay process, on the other the signal cross section is significantly reduced
by including the tt̄ cross section and the branching fraction of W→ `ν. In particular,
at CMS:

σtt̄ (B → `ν) ' 815 pb× (2 + 0.3521) 0.1086 ' 208 pb, (7.11)

and therefore around 30 million events of tt̄ with consequent leptonic decay of one
of the W bosons are expected to be produced for a Lint = 137 fb−1. At CDF, on
the other hand, the inclusive W boson production cross section in proton-antiproton
collisions at

√
s = 1.96 TeV was about 25 nb [103]. Therefore, their search for the

decay W → πγ, which exploited a Lint = 4.3 fb−1, could rely on more than 100
million initial events containing a W boson.

Nevertheless, the result I obtained demonstrates the feasibility of a search for
rare hadronic decays of the W boson at the LHC using a new search strategy. With
the increased amount of data that will be available in the next phases of the LHC
operation, it will be possible to enhance the sensitivity of this analysis to the rare
decay W → πγ. In particular, by the end of Run 3, currently estimated for 2024,
CMS is expected to collect approximately the same amount of integrated luminosity
as in the period 2016–2018. In the realistic perspective of very similar data-taking
conditions with respect to Run 2, and thus assuming a control over the systematic
uncertainties comparable to what obtained in this case, it is plausible to foresee an
improvement on the measurement of B(W± → π±γ) of a factor ≈

√
2.

In addition, improvements on some of the techniques and strategies adopted in
this analysis might be possible. For instance, the use of data-driven methods for a
more accurate estimate of some of the background contributions (e.g., QCD multijet
processes) could lead to an enhanced agreement between collision data and simulation
in some key variables, such as the pion isolation. This might increase the performance
of the BDT or any multivariate selection procedure that makes use of these variables.
Another viable option would consist in measuring the ratio B(W→ πγ)/B(W→ `ν),
thus obtaining the cancellation of the (already small) systematic uncertainties related
to the normalization, such as the uncertainty in the integrated luminosity.

These considerations provide very encouraging perspectives regarding this study
at the LHC and at future hadron colliders.
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Conclusions
The work presented in this thesis describes the first search at the LHC for the rare
decay of the W boson into a pion and a photon, using the data collected in proton-
proton collisions at

√
s = 13 TeV with the CMS experiment. The full integrated

luminosity recorded by CMS in 2016 to 2018 is exploited, corresponding to 137 fb−1.
Because of the high trigger thresholds for single photons, which make an inclusive
search unsuitable at CMS, a novel measurement technique is used, which focuses on
top quark-antiquark pair events, where one of the W bosons originating from the top
quark decays into leptons. The charged lepton, either a muon or an electron, is used
to select the events of interest at trigger level. The presence of b quark jets helps
reducing the background from the hadronization of light-flavor quarks and gluons.
The W boson originating from the other top quark is then used to search for the rare
decay W→ πγ, characterized by an isolated track, for which a specific pion-isolation
variable is designed, and an isolated photon with large transverse momentum.

The analysis relies on Monte Carlo simulated events for the tuning of the event
selection and for the estimation of the signal lineshape. In particular, I have produced
a simulation of the signal process using the pythia 8 generator, whereas the several
background sources accounted for were produced centrally by CMS MC experts. All
the simulated events are weighted to match the integrated luminosity of collision data.

The analysis selection criteria were designed before inspecting the signal region in
the collision data, so to avoid any observational bias. First of all, a cut-based selection
is applied, exploiting the basic features of the signal topology. Afterwards, several
variables with good signal-to-background discriminating power are used to train a
multivariate classifier (boosted decision tree) with simulated events. Upon the output
of this classifier, a signal- and a background-enriched regions of the reconstructed
pion-photon invariant mass are defined. The background-enriched region is employed
to determine the functional form of the background directly from data, whereas the
functional form of the signal is derived from the MC simulation. The signal-enriched
region in collision data is then fitted to extract the branching ratio of W→ πγ.

No significant excess is observed above the expected background. I set an up-
per limit B(W± → π±γ) < 1.50 × 10−5 at 95% confidence level. This is not the
most stringent upper limit on this rare decay branching ratio, but the result obtained
demonstrates the feasibility of a search for rare hadronic decays of the W boson at the
LHC using a new strategy. With the increased amount of data that will be available
in the next phases of the LHC operation, it will be possible to enhance the sensitiv-
ity of this search. Moreover, there might be room for improvement in some of the
techniques adopted in this analysis. For instance, the use of data-driven methods
for a more accurate estimate of some of the background contributions enhance the
agreement between collision data and simulation in some key variables, and possibly
increase the performance of the BDT or any multivariate selection procedure that
makes use of these variables.

With these considerations in mind, the perspectives regarding the study of this
decay and, in general, of rare decays of massive bosons at the LHC and at future
hadron colliders are very encouraging.
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Appendix A

The Tag and Probe method

In high energy physics experiments, the Tag and Probe is a method that utilizes a
known mass resonance (e.g., J/ψ, Υ, Z boson) to select particles of the desired type,
and to measure the efficiency of a particular selection criterion on those particles.

The tag is generally an object that passes a number of very tight identification
criteria, specifically designed to isolate the required particle - typically an electron or
muon, though in principle the method is not strictly limited to these. Therefore, the
fake rate for passing the tag selection cutoffs must be very small.

A set of the desired particle type, known as probes, is selected by pairing these
particles with tags so that the invariant mass of the combination is consistent with the
mass of the resonance. Depending on whether they pass or not the specific selection
criterion whose efficiency needs to be determined, the probes are then split into two
subsamples: the passing probes and the failing probes. The efficiency may then be
measured as:

ε =
Ppass

Ppass + Pfail
, (A.1)

where Ppass and Pfail are the number of passing and failing probes, respectively, es-
timated by fitting the resonance peak. In order to perform the count, combinatoric
backgrounds must be accounted for and eliminated. Therefore, it is essential to pos-
sess a good knowledge of the background contributions and their shape in the observed
distribution.

A.1 Tag and Probe for electron scale factors

The Tag and Probe method is used to derive the electron trigger efficiency scale factors
presented in Section 4.2.10. Electrons are chosen as tags if they have pT > 35 GeV
and |η| < 2.1. Such electron must fulfill an MVA-based identification criterion similar
to that described in Section 2.3.4, but with a working point corresponding to a 80%
signal efficiency of the MVA, averaged on the different parts of the detector.

The list of probes comprises electrons whose pairing with the tags generates an
invariant mass compatible with that of a Z boson. Passing probes must trigger the
year-dependent electron HLT paths presented in Table 4.1, whose efficiency has to be
measured. In addition, they must fulfill the preselection criteria:

• pT > 20 GeV;

• |η| < 2.4 GeV;

• |dz| < 0.5 cm;

• |dxy| < 0.2 cm,
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Figure A.1: Fit to the mee distribution for passing and failing probes.

as discussed in Section 4.2.2.
Distributions of e+e− invariant mass (mee) are reconstructed for passing and failing

probes, separately for several bins of pT and η of the probes themselves. The number
of passing and failing probes is determined by fitting the respective mee distributions
using a double crystal ball pdf (introduced in Section 5.2) to describe the signal
lineshape, and a CMSShape pdf to parametrize the background. The latter pdf is
defined as:

CMSShape(mee;x0, α, β, γ) =


erf (β(α−mee))× 1020 for u < −70

erf (β(α−mee)) e
−u for − 70 ≤ u ≤ 70

0 for u > 70,

(A.2)

where u = γ(mee − x0). Examples of the performed fits are shown in Fig. A.1, for
the passing and failing probes distributions of mee. The efficiency is then calculated
as in Eq. (A.1).

This procedure is iterated for collision data and for MC samples that simulate
Drell–Yan processes. The scale factors can thus be calculated as the ratio between
the bin-by-bin efficiency measured in data and in simulated events. Finally, systematic
uncertainties in the scale factors are estimated by comparing the results obtained using
MC samples produced with the MadGraph5_amc@nlo generator or the powheg
framework.
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