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A B S T R A C T

This paper provides a numerical method for nonlinear equation arising in mathematical biology.
It is an extension of another one recently proposed for the linear, less realistic, situation. The
main novel result is the proof that the convergence of the numerical method is of order four, as
to our knowledge no similar high accuracy results exist yet in the current literature for usually
employed simulation schemes for nonlocal equations.

1. Introduction

Several problems in engineering, applied mathematics and mathematical ecology require the study of situations in which the
results of certain actions or situations are felt at a distance. Here we focus in particular on population theory, aiming at an extension
of a previous investigation by considering a more realistic model. In [1] indeed, the population demographics is regulated by a simple
balance between births and deaths, with no other vital mechanisms entering in the model. More refined models in general include
the fact that even in a population of alike individuals, there is usually competition for scarce resources. In the former case, basically,
the model is formulated as a Malthus equation [2]. This is unrealistic in that it leads to exponential growth in the presence of finite
resources, or alternatively to exponential population extinction. The latter instead consists in introducing a correction term, first
used by Verhulst, leading to what is usually known the logistic equation [3–5]. With a population growth rate that depends on the
population itself, and is negatively correlated with it, the population settles to a value known as the environment carrying capacity.

The aim of this paper is thus the setting up and analysis of a numerical method of suitable high order for the logistic diffusion
equation. While we retain the nonlocal effect already considered in [1], namely affecting only the population birth rate, we stress
that this paper provides a nontrivial extension to a nonlinear spatial model of the numerical scheme.
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Reaction–diffusion equations constitute a major field of research, in particular they have become relevant in recent years because,
ue to the globalization phenomenon, we are experiencing alien species invasions, with deleterious effects on the native ecosystems.
or instance, species formerly unknown in temperate climates are carried in them from tropical areas and find good environmental
onditions for settling. At the same time, they slowly remove the indigenous populations due to various demographic and epidemic
actors [6]. Examples of this phenomenon are the establishment of the grey squirrels in the UK and Italy in the previous century
7,8]. It is to be noted that spatially the invasion mechanism is generally not uniform and leads to spatial heterogeneities [9–12].
ther instances in Italy concern the Mountain hare, which has been replaced by the European hare mainly because of imports for
unting purposes, [13], and the cottontail, which has altered the natural predator–prey interactions between the foxes and the hares,
ith a considerable damage for the latter, through what is known as apparent competition, [14,15]. In situations such as these, it is

mportant to study travelling waves [16,17] and to assess the alien species invasion speed, [18]. Models closer to the one considered
ere also could include delays [19] as well as integro-differential terms, [20,21].

The origin of the study of nonlocal equations dates back to engineering applications. For instance, the Cahn–Hillier equation [22–
4], material science [25], modified phase fields [26], for which numerically a multigrid method has been analysed [27], the
llen–Cahn equation [28] and the heat equation [29].

The paper is organized as follows. In the next section we provide some basic information for setting up the discretization of the
onlocal operator. Section 1.1 introduces the nonlinear equation for which the numerical scheme is set up. This is followed by a
ection devoted to an analytic investigation on the boundedness of its solution. Section 4 presents the numerical scheme in detail
roving its convergence and assessing its order. A final section on numerical results supports the theoretical findings.

.1. The model

We now briefly illustrate the problem that we want to tackle in the paper. We will consider a nonlocal version of the logistic
quation for a population 𝑢(𝑥, 𝑡) subject to the following initial

𝑢(𝑥, 0) = 𝑘(𝑥) ≥ 0, 𝑘 ∈ 𝐶0([−𝑎, 𝑎]), (1)

and Dirichlet boundary conditions

𝑢(−𝑎, 𝑡) = 𝑏−(𝑡) ≥ 0, 𝑢(𝑎, 𝑡) = 𝑏+(𝑡) ≥ 0, 𝑡 > 0, 𝑏± ∈ 𝐶([0,∞)), (2)

where 𝑘(𝑥) and 𝑏±(𝑡) are known functions. Further, we assume that the population reproduction rate 𝑟 ≥ 0 is constant. The nonlocal
operator is defined as follows

(𝑢, 𝑥, 𝑡) = ∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢(𝑦, 𝑡) 𝑑𝑦, (3)

where the function 𝜑(𝑦− 𝑥) is sufficiently smooth. The nonlinear model with reproduction depending from distant resources reads:

𝜕𝑢(𝑡)
𝜕𝑡

=
𝜕2𝑢(𝑥, 𝑡)
𝜕𝑥2

+ 𝑟(𝑢, 𝑥, 𝑡) − 𝑢2(𝑥, 𝑡). (4)

The quadratic term represents intraspecific competition, which occurs as mentioned above, only in the actual position occupied by
the relevant individuals. For simplicity and without loss of generality, we rescale the competition coefficient to the value 1.

2. Preliminaries

Throughout the paper,  will denote a generic positive constant having different meanings at different occurrences, and by
writing  ≠ (𝑎, 𝑏,…) we will understand that  is independent of 𝑎, 𝑏,…; P𝑚 is the space of the algebraic polynomials of degree at
most 𝑚. For a given function 𝑘(𝑥, 𝑦) defined in [−𝑎, 𝑎] × [−𝑎, 𝑎], with 𝑘𝑥 (or 𝑘𝑦) we will mean that 𝑥 (or 𝑦) is fixed and the function
has to be considered dependent only on 𝑦 (or 𝑥).

2.1. Functional spaces

For any fixed 𝑎 > 0, let 𝐶0([−𝑎, 𝑎]) be the space of continuous functions on [−𝑎, 𝑎], equipped with the norm

‖𝑓‖∞ = sup
𝑥∈[−𝑎,𝑎]

|𝑓 (𝑥)|.

For a given function 𝑔(𝑥, 𝑦) defined in [𝑎1, 𝑏1]× [𝑎2, 𝑏2], the space 𝐶0,0([𝑎1, 𝑏1]× [𝑎2, 𝑏2]) denotes the space of the continuous functions
w.r.t. each variable, equipped with the norm

‖𝑔‖∞ = sup
(𝑥,𝑦)∈[𝑎1 ,𝑏1]×[𝑎2 ,𝑏2]

|𝑔(𝑥, 𝑦)|.

Furthermore, for any pair of positive integers 𝑝, 𝑞, we denote by 𝐶𝑝,𝑞([𝑎1, 𝑏1] × [𝑎2, 𝑏2]) the space of continuously differentiable
functions 𝑔(𝑥, 𝑦) of order 𝑝 w.r.t. the first variable, and of order 𝑞 w.r.t. the second one.

In 𝐶0([−𝑎, 𝑎]), setting 𝜙(𝑥) ∶=
√

𝑎2 − 𝑥2, we recall the 𝜙-modulus of smoothness by Ditzian and Totik [30]

𝜔𝑘
𝜙(𝑓, 𝑡) = sup ‖𝛥𝑘

ℎ𝜙𝑓‖, 𝑘 ∈ N,
2

0<ℎ≤𝑡
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where

𝛥𝑘
ℎ𝜙(𝑥)𝑓 (𝑥) =

𝑘
∑

𝑖=0
(−1)𝑖

(

𝑘
𝑖

)

𝑓
(

𝑥 + (𝑘 − 2𝑖)ℎ
2
𝜙(𝑥)

)

.

Let us also introduce the Hölder–Zygmund space of order 𝜆 > 0

𝑍𝜆 =

{

𝑓 ∈ 𝐶0([−𝑎, 𝑎]) ∶ sup
𝑡>0

𝜔𝑘
𝜙(𝑓, 𝑡)

𝑡𝜆
< ∞, 𝑘 > 𝜆

}

, (5)

equipped with the norm

‖𝑓‖𝑍𝜆
∶= ‖𝑓‖∞ + sup

𝑡>0

𝜔𝑘
𝜙(𝑓, 𝑡)

𝑡𝜆
, 𝑘 > 𝜆.

In the case 𝑠 ∈ N∗, let 𝑊𝑠 the Sobolev space

𝑊𝑠 =
{

𝑓 ∈ 𝐶0([−𝑎, 𝑎]) ∶ 𝑓 (𝑠−1) ∈ , ‖𝑓 (𝑠)𝜙𝑠
‖∞ < ∞

}

,

where  denotes the space of the absolutely continuous functions on [−𝑎, 𝑎], equipped with the norm

‖𝑓‖𝑊𝑠
= ‖𝑓‖∞ + ‖𝑓 (𝑠)𝜙𝑠

‖∞.

We mention that for 𝑠 < 𝜆 < 𝑠 + 1, 𝑊𝑠+1 ⊂ 𝑍𝜆 ⊂ 𝑊𝑠 and ‖𝑓‖𝑍𝜆
≤ ‖𝑓‖𝑊𝑠

. Finally, we recall the following inequality

𝜔𝑘
𝜙(𝑓, 𝑡) ≤ 𝑡𝜆‖𝑓‖𝑍𝜆

, ∀𝑓 ∈ 𝑍𝜆, 𝑘 > 𝜆, 𝑡 > 0,  ≠ (𝑓 ). (6)

2.2. Generalized Bernstein polynomials

First, we recall the definition of the Generalized Bernstein polynomials on which the corresponding quadrature is based. For a
given function 𝑓 ∈ 𝐶0([−𝑎, 𝑎]) let 𝐵𝑛𝑓 be the 𝑛th Bernstein polynomial

𝐵𝑛𝑓 (𝑥) ∶=
𝑛
∑

𝑗=0
𝑓 (𝑥𝑗 )𝑝𝑛,𝑗 (𝑥), 𝑥𝑗 ∶= −𝑎 + 𝑗ℎ, ℎ = 2𝑎

𝑛
𝑥 ∈ [−𝑎, 𝑎] (7)

here

𝑝𝑛,𝑗 (𝑥) ∶=
(

𝑛
𝑗

)

(𝑎 + 𝑥
2𝑎

)𝑗 (𝑎 − 𝑥
2𝑎

)𝑛−𝑗
. (8)

Based on the operator 𝐵𝑛 ∶ 𝐶0([−𝑎, 𝑎]) → 𝐶0([−𝑎, 𝑎]), and fixing the integer 𝓁, we recall the definition of the 𝓁−th Generalized
ernstein (GB) operator 𝐵𝑛,𝓁 = 𝐼 − (𝐼 − 𝐵𝑛)𝓁 , being 𝐼 the identity operator. It is explicitly defined as

𝐵𝑛,𝓁 =
𝓁
∑

𝑖=0

(

𝓁
𝑖

)

(−1)𝑖−1𝐵𝑖
𝑛, 𝐵𝑖

𝑛 = 𝐵𝑖−1
𝑛 𝐵𝑛, 𝐵0

𝑛 = 𝐼. (9)

or a fixed 𝑛, the sequence of polynomials {𝐵𝓁
𝑛 𝑓}𝓁 requires the samples of 𝑓 at the 𝑛+1 equispaced points of [−𝑎, 𝑎], but differently

rom the ‘‘father’’ operator 𝐵𝑛, the additional parameter 𝓁 can be suitably modulated so that the convergence rate in approximating
improves as the smoothness of 𝑓 increases. Indeed, this is stated in the following convergence result due to Gonska and Zhou [31],

roved for the classical Bernstein polynomial 𝐵̃𝑛𝑓 and the generalized Bernstein polynomials 𝐵̃𝑛,𝓁𝑓 defined in the interval [0, 1]:

heorem 2.1 ([31]). Let 𝓁 ∈ N be fixed. Then, for all 𝑛 ∈ N and for any 𝑓 ∈ 𝐶0([0, 1]), setting 𝜙1(𝑥) =
√

𝑥(1 − 𝑥), we have

‖𝑓 − 𝐵̃𝑛,𝓁(𝑓 )‖∞ ≤ 

{

𝜔2𝓁
𝜙1

(

𝑓, 1
√

𝑛

)

+
‖𝑓‖∞
𝑛𝓁

}

,  ≠ (𝑛, 𝑓 ). (10)

Estimate (10) highlights how the choice of the parameter 𝓁 improves the rate of convergence for 𝑓 ∈ 𝑍𝜆, until 𝓁 ≤ 𝜆
2 . In any

case, 𝓁 can be taken arbitrarily large, independently of the smoothness of 𝑓 . A discussion on the choice of 𝓁 can be found in [32].
A survey about the main properties of GB polynomials and their applications can be found in [33].

Now, we observe that by setting 𝑔(𝑦) = 𝑓 (2𝑎𝑦 − 𝑎), 𝑦 ∈ [0, 1] we have

𝐵𝑛,𝓁(𝑓, 𝑥) = 𝐵̃𝑛,𝓁

(

𝑔, 𝑎 + 𝑥
2𝑎

)

. (11)

nd hence, by Theorem 2.1 and by the same arguments used in the proof of Theorem 3.1 in [32] the following result holds:

heorem 2.2. Let 𝓁 ∈ N be fixed. Then, for all 𝑛 ∈ N and for any 𝑓 ∈ 𝐶0([−𝑎, 𝑎]), we have

‖𝑓 − 𝐵𝑛,𝓁(𝑓 )‖∞ ≤ 

{

𝜔2𝓁
𝜙

(

𝑓, 1
√

𝑛

)

+
‖𝑓‖∞
𝑛𝓁

}

,

where 𝜙(𝑥) =
√

𝑎 − 𝑥2, and 𝐶 ≠ (𝑛, 𝑓 ),  = (𝑎,𝓁).
3
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2.3. The Generalized Bernstein quadrature rule

Based on the GB sequence {𝐵𝑛,𝓁𝑓}𝑛≥1,𝓁≥1, we recall the following quadrature rule [32,34,35]

∫

𝑎

−𝑎
𝑓 (𝑦)𝜑(𝑦 − 𝑥) 𝑑𝑦 = ∫

𝑎

−𝑎
𝐵𝑛,𝓁(𝑓𝜑𝑥, 𝑦) 𝑑𝑦 + 𝜀𝑛,𝓁(𝑓𝜑𝑥)

=∶ 𝑛,𝓁(𝑓, 𝑥) + 𝜀𝑛,𝓁(𝑓𝜑𝑥). (12)

Setting

𝐀 ∶= (𝐀𝑖,𝑗 ), 𝐀𝑖,𝑗 ∶= 𝑝𝑛,𝑗 (𝑥𝑖), 𝑖, 𝑗 ∈ {0, 1,… , 𝑛},

𝑝𝑛,𝑖(𝑥) ∶=
(

𝑛
𝑖

)

(𝑎 + 𝑥
2𝑎

)𝑖 (𝑎 − 𝑥
2𝑎

)𝑛−𝑖
, 𝑖 = 0, 1,… , 𝑛,

nd letting by 𝐈 the identity matrix, for (𝑖, 𝑗) ∈ {0, 1,… , 𝑛} × {0, 1,… , 𝑛}, we denote by 𝑐(𝑛,𝓁)𝑖,𝑗 the entries of the matrix 𝐶𝑛,𝓁

𝐶𝑛,𝓁 = 𝐈 + (𝐈 − 𝐀) +⋯ + (𝐈 − 𝐀)𝓁−1, 𝐶𝑛,1 = 𝐈, 𝐶𝑛,𝓁 ∈ R(𝑛+1)×(𝑛+1). (13)

Then the quadrature rule 𝑛,𝓁(𝑓 ) (shortly denoted by GB rule) has the following expression

𝑛,𝓁(𝑓, 𝑥) =
𝑛
∑

𝑗=0
𝑓 (𝑥𝑗 )𝜑(𝑥𝑗 − 𝑥)𝐷(𝓁)

𝑗 , 𝐷(𝓁)
𝑗 = 2𝑎

𝑛 + 1

𝑛
∑

𝑖=0
𝑐(𝑛,𝓁)𝑖,𝑗 . (14)

Denoting by ‖𝐵‖∞ = max
0≤𝑘≤𝑛

𝑛
∑

ℎ=0
|𝐵(𝑘, ℎ)| the infinity norm of a matrix 𝐵 ∈ R(𝑛+1)×(𝑛+1) and taking into account ‖𝐀‖∞ = 1, we have

‖𝐶𝑛,𝓁‖∞ ≤ 2𝓁 − 1, (15)

and hence

sup
𝑛

𝑛
∑

𝑗=0
|𝐷(𝓁)

𝑗 |< ∞,

i.e., fixing 𝓁, the GB rule is stable in 𝐶0([−𝑎, 𝑎]). Now, about the quadrature error

𝜀𝑛,𝓁(𝑓𝜑𝑥) ∶= ∫

𝑎

−𝑎
[𝑓 (𝑦)𝜑𝑥(𝑦) − 𝐵𝑛,𝓁(𝑓𝜑𝑥, 𝑦)] 𝑑𝑦, (16)

we can prove the following result

Theorem 2.3. Under the assumption

𝜆 ∶= sup
𝑥∈[−𝑎,𝑎]

‖𝑓𝜑𝑥‖𝑍𝜆
, 0 < 𝜆 < 2𝓁,

we have

sup
𝑥∈[−𝑎,𝑎]

|𝜀𝑛,𝓁(𝑓𝜑𝑥)| ≤ 

{

𝜆

(
√

𝑛)𝜆
+

‖𝑓‖∞
𝑛𝓁

}

,  ≠ (𝑛, 𝑓 , 𝜑),  = (𝑎,𝓁). (17)

Proof. By Theorem 2.2, we get

|𝜀𝑛,𝓁(𝑓𝜑𝑥)| ≤ 2𝑎‖𝑓 − 𝐵𝑛,𝓁𝑓‖∞ ≤ 

{

𝜔2𝓁
𝜙

(

𝑓, 1
√

𝑛

)

+
‖𝑓‖∞
𝑛𝓁

}

nd by (6) it follows

|𝜀𝑛,𝓁(𝑓𝜑𝑥)| ≤ 2𝑎

(

𝜆
√

𝑛𝜆
+

‖𝑓‖∞
𝑛𝓁

)

aking the supremum on 𝑥 ∈ [−𝑎, 𝑎], (17) follows. □

Remark 2.4. Estimate (17) generalizes the one obtained in [34,35], when 𝑓𝜑𝑥 belongs to the Sobolev space 𝑊𝑠, 𝑠 ∈ N, 𝑠 < 𝜆 < 𝑠+1.

2.4. Some computational details

The largest effort in computing the quadrature rule depends on the matrix 𝐶𝑛,𝓁 . Now we present some properties, for which
a strong computational saving can be achieved. Let us start from the matrix 𝐴, which can be constructed by rows by using the
4
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recurrence relation
⎧

⎪

⎨

⎪

⎩

𝑝𝑛,𝑘(𝑥) =
(𝑎 − 𝑥)
2𝑎

𝑝𝑛−1,𝑘(𝑥) +
(𝑎 + 𝑥)
2𝑎

𝑝𝑛−1,𝑘−1(𝑥), 𝑘 = 0, 1,… , 𝑛, 𝑛 ≥ 1,

𝑝𝑛,𝑘(𝑥) = 0, 𝑘 < 0 or 𝑘 > 𝑛.
(18)

In this way, (𝑛2) floating point operations are needed for each row, and using the property that 𝐴 is a centrosymmetric matrix, it
ill be enough to compute at most 𝑛+1

2 rows. Furthermore, using the property that the product of two centrosymmetric matrices of
rder 𝑛+1 is performable into ((𝑛+1)3∕2) floating point operations, the matrix 𝐶𝑛,𝓁 can be obtained in ((𝓁−2)(𝑛+1)3∕2) floating
oint operations since it requires 𝓁 − 2 products of centrosymmetric matrices.

On the other hand, as Theorem 2.3 shows, the higher the additional parameter 𝓁 is, the better is the rate of convergence; this
owever occurs until a certain threshold 𝓁 related to the smoothness of the integrand. In this sense, in all the cases for which the
ntegrand is very smooth, it can be useful to take into account the following recurrence relation for the matrix 𝐶𝑛,𝓁 , holding for
= 2𝑝, 𝑝 ∈ N:

𝐶𝑛,2𝑝 = 𝐶𝑛,2𝑝−1 + (𝐈 − 𝐀)2𝑝−1𝐶𝑛,2𝑝−1 . (19)

. Boundedness of the solutions of the initial–boundary value problem

Let us recall (V. Barbu, Partial Differential Equations and Boundary Value Problems, Kluwer Acad. Publ., Dordrecht, 1998, and H.
rézis, Analyse Fonctionnelle. Théorie et Applications, Dunod, Paris, 2005) that for nonhomogeneous Dirichlet boundary conditions
weak solution is defined as

𝑢 = 𝑢1 + 𝑢2,

here 𝑢1 satisfies the nonhomogeneous boundary conditions and 𝑢2 is the weak solution of a related problem with homogeneous
irichlet boundary conditions. The definition of the weak solution 𝑢2 in this case uses the test functions.

Assume from now on that 𝑟 is a positive constant, 𝑏− and 𝑏+ are nonnegative functions, 𝑏−, 𝑏+ ∈ 𝐶1([0,+∞)) and 𝜑 ∈ 𝐶0([−2𝑎, 2𝑎]),
(𝑥) ≥ 0, ∀𝑥 ∈ [−2𝑎, 2𝑎].

efinition 1. Let us set 𝛺 = (−𝑎, 𝑎). The function 𝑢 is a weak solution of the linear initial–boundary value problem

𝜕𝑢(𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑢(𝑥, 𝑡)
𝜕𝑥2

+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢(𝑦, 𝑡) 𝑑𝑦 + 𝛾(𝑥, 𝑡)𝑢(𝑥, 𝑡) + 𝐺(𝑥, 𝑡), (𝑥, 𝑡) ∈ 𝛺 × (0,+∞) (20)

together with (1) and (2), if there exists 𝑢1 ∈ 𝐶2,1(𝛺 × [0,+∞)) such that

𝑢1(−𝑎, 𝑡) = 𝑏−(𝑡), 𝑢1(𝑎, 𝑡) = 𝑏+(𝑡), ∀𝑡 ∈ [0,+∞)

and 𝑢2 = 𝑢 − 𝑢1 is a weak solution of

𝜕𝑢2(𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑢2(𝑥, 𝑡)

𝜕𝑥2
+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢2(𝑦, 𝑡) 𝑑𝑦 + 𝛾(𝑥, 𝑡)𝑢2(𝑥, 𝑡) + 𝐹 (𝑥, 𝑡), (21)

𝐹 (𝑥, 𝑡) = 𝐺(𝑥, 𝑡) −
𝜕𝑢1(𝑥, 𝑡)

𝜕𝑡
+

𝜕2𝑢1(𝑥, 𝑡)
𝜕𝑥2

+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢1(𝑦, 𝑡) 𝑑𝑦 + 𝛾(𝑥, 𝑡)𝑢1(𝑥, 𝑡)

with now homogeneous boundary conditions for every 𝑡 ∈ [0,+∞) and the following initial condition

𝑢2(−𝑎, 𝑡) = 0, 𝑢2(𝑎, 𝑡) = 0, 𝑡 ≥ 0, 𝑢2(𝑥, 0) = 𝑘(𝑥) − 𝑢1(𝑥, 0), 𝑥 ∈ 𝛺. (22)

Actually 𝑢2 is the unique weak solution of the problem (21)–(22). The definition of the weak solution 𝑢2 in this case uses the
test functions (see V. Barbu, H. Brezis).

Definition 2. 𝑢 is a weak solution of (4), (1) and (2) if there exists 𝑢1 ∈ 𝐶2,1(𝛺 × [0,+∞)) such that

𝑢1(−𝑎, 𝑡) = 𝑏−(𝑡), 𝑢1(𝑎, 𝑡) = 𝑏+(𝑡), ∀𝑡 ∈ [0,+∞)

and 𝑢2 = 𝑢 − 𝑢1 is a weak solution of

𝜕𝑢2(𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑢2(𝑥, 𝑡)

𝜕𝑥2
+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢2(𝑦, 𝑡) 𝑑𝑦 + 𝛾(𝑥, 𝑡)𝑢2(𝑥, 𝑡) + 𝐹 (𝑥, 𝑡), (23)

𝛾(𝑥, 𝑡) = −2𝑢1(𝑥, 𝑡) − 𝑢2(𝑥, 𝑡),

𝐹 (𝑥, 𝑡) = −𝑢21(𝑥, 𝑡) −
𝜕𝑢1(𝑥, 𝑡)

𝜕𝑡
+

𝜕2𝑢1(𝑥, 𝑡)
𝜕𝑥2

+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢1(𝑦, 𝑡) 𝑑𝑦,
5

with now homogeneous boundary conditions for every 𝑡 ∈ [0,+∞) and the initial condition (22).
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If we take

𝑢1(𝑥, 𝑡) = 𝑏−(𝑡)
𝑎 − 𝑥
2𝑎

+ 𝑏+(𝑡)
𝑎 + 𝑥
2𝑎

nd 𝑏−, 𝑏+ ∈ 𝐶1([0,+∞)), then 𝑢1 ∈ 𝐶2,1(𝛺 × [0,+∞)) and satisfies the nonhomogeneous boundary conditions.
Let us show that if 𝑢1 + 𝑢2 and 𝑢̃1 + 𝑢̃2 are both nonnegative weak solutions of (4), (1) and (2), then 𝑢̃1 + 𝑢̃2 = 𝑢1 + 𝑢2.
Indeed, 𝑤 = 𝑢1 + 𝑢2 − 𝑢̃1 − 𝑢̃2 is a weak solution of the following problem

𝜕𝑤(𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑤(𝑥, 𝑡)

𝜕𝑥2
+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑤(𝑦, 𝑡) 𝑑𝑦 − (𝑢1(𝑥, 𝑡) + 𝑢2(𝑥, 𝑡) + 𝑢̃1(𝑥, 𝑡) + 𝑢̃2(𝑥, 𝑡))𝑤(𝑥, 𝑡),

(𝑥, 𝑡) ∈ 𝛺 × (0,+∞)

𝑤(−𝑎, 𝑡) = 0, 𝑤(𝑎, 𝑡) = 0, 𝑡 ≥ 0, 𝑤(𝑥, 0) = 0, 𝑥 ∈ 𝛺,

which has a unique weak solution 𝑤 = 0 (this follows in a standard manner).

Remark 3.1. The problem (20), (1), (2) with 𝛾 = 0, 𝐺 = 0 admits a unique weak solution. This follows via Banach’s fixed point
theorem.

We now prove that (4), (1) and (2) admits a unique nonnegative weak solution 𝑢. Specifically, we have the following result.

Theorem 3.2. If 𝑏± ∈ 𝐶1([0,+∞)) are bounded functions, the nonnegative weak solution of the initial–boundary value model (4), (1),
(2) with the nonlocal term (3) is bounded.

Proof. If 𝑢 is such a weak solution, then 0 ≤ 𝑢(𝑥, 𝑡) ≤ 𝑣(𝑥, 𝑡) a.e. (𝑥, 𝑡) ∈ 𝛺 × (0,+∞), where 𝑣 is the weak solution (which is also
nonnegative) of

𝜕𝑣(𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑣(𝑥, 𝑡)
𝜕𝑥2

+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑣(𝑦, 𝑡) 𝑑𝑦, (𝑥, 𝑡) ∈ 𝛺 × (0,+∞) (24)

𝑣(−𝑎, 𝑡) = 𝑏−(𝑡), 𝑣(𝑎, 𝑡) = 𝑏+(𝑡), 𝑡 ≥ 0, 𝑣(𝑥, 0) = 𝑘(𝑥), 𝑥 ∈ 𝛺.

We get that for any 𝑇 > 0, 𝑣 ∈ 𝐿∞(𝛺 × (0, 𝑇 )) by a comparison result. Using now a fixed point result on the space

𝑋 =
{

𝜁 ∈ 𝐶([0, 𝑇 ];𝐿2(𝛺)); 0 ≤ 𝜁 (𝑥, 𝑡) ≤ 𝑣(𝑥, 𝑡) a.e.
}

we get indeed that (4), (1) and (2) admits a unique nonnegative weak solution.
Assume that 𝑏− and 𝑏+ are bounded functions. Let 𝑢̃(𝑡) satisfy the following logistic equation

𝑑𝑢̃(𝑡)
𝑑𝑡

= 𝐴𝑢̃(𝑡) − 𝑢̃(𝑡)2, 𝑢̃(0) = 𝑢̃0, (25)

where 𝐴 and 𝑢̃0 are positive constants to be defined later. Eq. (25) is a Bernoulli equation with solution

𝑢̃(𝑡) =
𝑢̃0𝐴 exp(𝐴𝑡)

𝑢̃0 exp(𝐴𝑡) + 𝐴 − 𝑢̃0
, 𝑡 ∈ [0,+∞),

and obviously satisfies 𝑢̃(𝑡) ∈ [min{𝑢̃0, 𝐴},max{𝑢̃0, 𝐴}] for all 𝑡 ≥ 0. Let us take

𝑢̃0 = max
{

‖𝑘‖∞, ‖𝑏−‖∞, ‖𝑏+‖∞
}

and

𝐴 = max{2𝑟𝑎‖𝜑‖∞, ‖𝑏−‖∞, ‖𝑏+‖∞}.

It follows that 𝑢̃, which is space-independent, satisfies

𝜕𝑢̃(𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑢̃(𝑥, 𝑡)
𝜕𝑥2

+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢̃(𝑦, 𝑡) 𝑑𝑦 − 𝑢̃(𝑥, 𝑡)2 + 𝐴𝑢̃(𝑥, 𝑡) − 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢̃(𝑦, 𝑡)𝑑𝑦 (26)

=
𝜕2𝑢̃(𝑥, 𝑡)
𝜕𝑥2

+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑢̃(𝑦, 𝑡) 𝑑𝑦 − 𝑢̃(𝑥, 𝑡)2 + 𝑓 0(𝑥, 𝑡), (𝑥, 𝑡) ∈ 𝛺 × (0,+∞)

𝑢̃(−𝑎, 𝑡) = 𝑢̃(𝑡) ≥ 𝑏−(𝑡), 𝑢̃(𝑎, 𝑡) = 𝑢̃(𝑡) ≥ 𝑏+(𝑡), 𝑡 ≥ 0, 𝑢̃(𝑥, 0) = 𝑢̃(0) ≥ 𝑘(𝑥), 𝑥 ∈ 𝛺,

where

𝑓 0(𝑥, 𝑡) = 𝐴𝑢̃(𝑡) − 𝑟𝑢̃(𝑡)∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑑𝑦 ≥ 0, a.e. (𝑥, 𝑡) ∈ 𝛺 × (0,+∞).

Let us prove that 𝑢(𝑥, 𝑡) ≤ 𝑢̃(𝑡) a.e. (𝑥, 𝑡) ∈ 𝛺 × (0,+∞). Indeed, let 𝑤 = 𝑢̃ − 𝑢; further let 𝑏−(𝑡) = 𝑢̃(𝑡) − 𝑏−(𝑡), 𝑏+(𝑡) = 𝑢̃(𝑡) − 𝑏+(𝑡),
𝑡 ≥ 0, 𝑘(𝑥) = 𝑢̃0 − 𝑘(𝑥), 𝑥 ∈ 𝛺. Then 𝑤 is a weak solution of

𝜕𝑤(𝑥, 𝑡)
𝜕𝑡

=
𝜕2𝑤(𝑥, 𝑡)

𝜕𝑥2
+ 𝑟∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)𝑤(𝑦, 𝑡) 𝑑𝑦 − (𝑢̃(𝑡) + 𝑢(𝑥, 𝑡))𝑤 + 𝑓 0(𝑥, 𝑡), (𝑥, 𝑡) ∈ 𝛺 × (0,+∞)

𝑤(−𝑎, 𝑡) = 𝑏−(𝑡) ≥ 0, 𝑤(𝑎, 𝑡) = 𝑏+(𝑡) ≥ 0, 𝑡 ≥ 0, 𝑤(𝑥, 0) = 𝑘(𝑥) ≥ 0, 𝑥 ∈ 𝛺.
6



Journal of Computational and Applied Mathematics 451 (2024) 116082E. Venturino et al.

a

s
n

This implies the following inequalities:

− 1
2 ∫

𝑎

−𝑎
|𝑤−(𝑥, 𝑡)|2 𝑑𝑥 ≥ ∫

𝑡

0 ∫

𝑎

−𝑎

|

|

|

𝜕𝑤−(𝑥, 𝑠)
𝜕𝑥

|

|

|

2
𝑑𝑥 𝑑𝑠 (27)

+ 𝑟∫

𝑡

0 ∫

𝑎

−𝑎 ∫

𝑎

−𝑎
𝜑(𝑦 − 𝑥)[𝑤+(𝑦, 𝑠) −𝑤−(𝑦, 𝑠)]𝑑𝑦𝑤−(𝑥, 𝑠)𝑑𝑥 𝑑𝑠

− ∫

𝑡

0 ∫

𝑎

−𝑎
𝑓 (𝑥, 𝑠)[𝑤+(𝑥, 𝑠) −𝑤−(𝑥, 𝑠)]𝑤−(𝑥, 𝑠)𝑑𝑥 𝑑𝑠

where 𝑓 = 𝑢̃ + 𝑢 ≥ 0. Now the right hand side of (27) is further bounded below by

−𝑟‖𝜑‖∞ ∫

𝑡

0 ∫

𝑎

−𝑎 ∫

𝑎

−𝑎
𝑤−(𝑦, 𝑠)𝑤−(𝑥, 𝑠)𝑑𝑦 𝑑𝑥 𝑑𝑠

and for all 𝑡 ≥ 0 this implies the inequality

‖𝑤−(𝑡)‖22 ≤ 4𝑎𝑟‖𝜑‖∞ ∫

𝑡

0
‖𝑤−(𝑠)‖22𝑑𝑠, ∀𝑡 ≥ 0

(where ‖ ⋅ ‖2 is the usual norm of 𝐿2(𝛺)). By Gronwall’s inequality we finally obtain 𝑤−(𝑡) = 0 in 𝐿2(𝛺) for all 𝑡 ∈ [0,+∞) and so
𝑢(𝑥, 𝑡) ≤ 𝑢̃(𝑡) a.e. 𝑥 ∈ 𝛺, ∀𝑡 ≥ 0.

Since 𝑢̃ is bounded, it follows that 𝑢 is bounded as well. □

Remark 3.3. If the nonnegative weak solution 𝑢 to (4), (1), (2) satisfies 𝑢 = 𝑢1 + 𝑢2, as in the definition, with

𝑢1(−𝑎, 𝑡) = 𝑏−(𝑡), 𝑢1(𝑎, 𝑡) = 𝑏+(𝑡), ∀𝑡 ∈ [0,+∞)

and

𝑢1(𝑥, 0) = 𝑘(𝑥), ∀𝑥 ∈ 𝛺,

then 𝑢 ∈ 𝐶 𝑙(𝛺 × [0,+∞)) (where 𝑙 is a prescribed positive integer) if 𝜑 and 𝑢1 are sufficiently smooth. That follows by using a
boot-strap argument and Theorems X.11-X-13 in H. Brezis.

Note that there exists such a smooth 𝑢1 if 𝑏−, 𝑏+, 𝑘 are sufficiently smooth and if 𝑘 satisfies appropriate compatibility conditions.

4. Analysis of the numerical method

We discretize (4) by means of the method of lines that we describe here below.
Let us introduce the following spatial mesh of 𝑛 + 1 equally spaced nodes:

𝑥𝑖 = −𝑎 + ℎ𝑖, 𝑖 = 0, 1,… , 𝑛, ℎ = 2𝑎
𝑛
.

The Eqs. (4) are collocated at the 𝑛−1 internal nodes 𝑥𝑖, 𝑖 = 1,… , 𝑛−1, while to assess the solution values at the endpoints 𝑥0 = −𝑎
nd 𝑥𝑛 = 𝑎 the boundary conditions (2) are employed.

In so doing, the restriction of the solution at the internal nodes 𝑥𝑖 becomes a function solely of time, i.e.

𝑢𝑖(𝑡) = 𝑢(𝑥𝑖, 𝑡). (28)

On this discretized system, we will apply the Runge–Kutta–Fehlberg scheme of order (4,5). There is still the need of taking care of
the second partial derivatives in space. They are discretized by means of suitable divided difference scheme of order (ℎ4) in space,
ee e.g. [36], to keep the same order of accuracy as for the one in time. However, we need to distinguish between the internal
odes from those that are close to the boundary. To be more precise, at the nodes 𝑥𝑖, 𝑖 = 2,… , 𝑛− 2 we make use of the five points

classical central finite difference scheme. At the points 𝑥1 and 𝑥𝑛−1 finite difference formulae are employed that are subject to two
constraints. They must use only nodes in the mesh and must retain the same fourth order accuracy as for the classical ones. They
can be constructed by the method of undetermined coefficients, [37,38], or simply found in tables, [36].

Finally, we discretize the integrals (𝑢, 𝑥, 𝑡) by means of the quadrature formula (12) previously introduced. In this way, the
discretization reads

𝑛(𝑢, 𝑥, 𝑡) =
𝑛
∑

𝑗=0
𝜑(𝑥𝑗 − 𝑥)𝑢(𝑥𝑗 , 𝑡)𝐷

(𝓁)
𝑗 . (29)

Note that from (1), the discretized initial conditions become

𝑢𝑖(0) = 𝑘(𝑥𝑖), 𝑖 = 0,… , 𝑛. (30)

At the endpoints 𝑥0 = −𝑎 and 𝑥𝑛 = 𝑎 the boundary conditions (2) are employed giving the remaining two equations

𝑢 (𝑡) = 𝑏 (𝑡), 𝑢 (𝑡) = 𝑏 (𝑡). (31)
7
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We now consider (4). The spatial derivatives for the diffusion term are discretized as follows

𝑑𝑢1(𝑡)
𝑑𝑡

= 1
ℎ2

[ 5
6
𝑢0(𝑡) −

15
12

𝑢1(𝑡) −
1
3
𝑢2(𝑡) +

7
6
𝑢3(𝑡) −

1
2
𝑢4(𝑡)

+ 1
12

𝑢5(𝑡)
]

+ 𝑟𝑛(𝑢, 𝑥1, 𝑡) − 𝑢21(𝑡),

𝑑𝑢𝑖(𝑡)
𝑑𝑡

= 1
ℎ2

[

− 1
12

𝑢𝑖−2(𝑡) +
4
3
𝑢𝑖−1(𝑡) −

5
2
𝑢𝑖(𝑡) +

4
3
𝑢𝑖+1(𝑡) (32)

− 1
12

𝑢𝑖+2(𝑡)
]

+ 𝑟𝑛(𝑢, 𝑥𝑖, 𝑡) − 𝑢2𝑖 (𝑡), 𝑖 = 2,… , 𝑛 − 2,

𝑑𝑢𝑛−1(𝑡)
𝑑𝑡

= 1
ℎ2

[ 1
12

𝑢𝑛−5(𝑡) −
1
2
𝑢𝑛−4(𝑡) +

7
6
𝑢𝑛−3(𝑡) −

1
3
𝑢𝑛−2(𝑡)

− 15
12

𝑢𝑛−1(𝑡) +
5
6
𝑢𝑛(𝑡)

]

+ 𝑟𝑛(𝑢, 𝑥𝑛−1, 𝑡) − 𝑢2𝑛−1(𝑡).

he restriction of the solution at the mesh points is now

𝑔𝑖(𝑡, 𝑢𝑖(𝑡)) = 𝐷𝑥𝑥𝑢(𝑥𝑖, 𝑡) + 𝑟(𝑢, 𝑥𝑖, 𝑡) − 𝑢2(𝑥𝑖, 𝑡), 𝑖 = 1,… , 𝑛 − 1. (33)

𝑔𝑖(𝑡, 𝑢𝑖(𝑡)) = 𝐷̃𝑥𝑥𝑢(𝑥𝑖, 𝑡) + 𝑟𝑛(𝑢, 𝑥𝑖, 𝑡) − 𝑢2(𝑥𝑖, 𝑡), 𝑖 = 1,… , 𝑛 − 1. (34)

o this system we apply the RKF method, obtaining the discretized solution 𝑔𝑖(𝑢𝑖), 𝑖 = 1,… , 𝑛 − 1. Let 𝑢𝑖(𝑡), 𝑖 = 1,… , 𝑛 − 1, denote
he solution obtained by the Runge–Kutta–Fehlberg (4,5) method, and set 𝑢̂𝑖,𝑛 ∶= 𝑢𝑖(𝑡𝑛), 𝑖 = 1,… , 𝑛 − 1.

We now turn to the convergence proof. Specifically we have the following result.

heorem 4.1. The proposed numerical scheme has a convergence order given by (39). In particular, for very smooth kernels, we achieve
rder 𝑂(ℎ4).

roof. First of all, note that the discretization procedure gives a system of ordinary differential equations whose right hand sides
re Lipschitz continuous, so that the convergence results of the Runge–Kutta method applies.

Hence we get

‖𝑢𝑖 − 𝑢𝑖‖∞ ∼ (ℎ4). (35)

ecalling (33) and (34), the error is split into three contributions,

‖𝑔𝑖(𝑢𝑖) − 𝑔𝑖(𝑢𝑖)‖∞ ≤ ‖𝐷𝑥𝑥𝑢𝑖 − 𝐷̃𝑥𝑥𝑢𝑖‖∞ + |𝑟|‖(𝑢𝑖) −𝑛(𝑢𝑖)‖∞ + ‖𝑢2𝑖 − 𝑢𝑖
2
‖∞. (36)

The last term can be estimated as follows:

‖𝑢2𝑖 − 𝑢𝑖
2
‖∞ = ‖(𝑢𝑖 − 𝑢𝑖 + 𝑢𝑖 + 𝑢𝑖)(𝑢𝑖 − 𝑢𝑖)‖∞ ≤ ‖𝑢𝑖 − 𝑢𝑖‖

2
∞ + 2‖𝑢𝑖‖∞‖𝑢𝑖 − 𝑢𝑖‖∞. (37)

inally, using the boundedness result of Theorem 3.2 on ‖𝑢𝑖‖, we can write

‖𝑢2𝑖 − 𝑢𝑖
2
‖∞ ≤ ‖𝑢𝑖 − 𝑢𝑖‖∞[‖𝑢𝑖 − 𝑢𝑖‖∞ + 𝑈 ] (38)

or some 𝑈 > 0. We are now able to estimate the right-hand side of (37), i.e. of the third term in (36). Collecting all these results,
amely (35), (36), (37) and (38), we obtain

‖𝑔𝑖(𝑢𝑖) − 𝑔𝑖(𝑢𝑖)‖∞ ≤ ‖𝐷𝑥𝑥𝑢𝑖 − 𝐷̃𝑥𝑥𝑢𝑖‖∞ + |𝑟|‖(𝑢𝑖) −𝑛(𝑢𝑖)‖∞ + ‖𝑢2𝑖 − 𝑢𝑖
2
‖∞ (39)

≤ 𝑂(ℎ4) + 𝑂(ℎ
𝑠
2 ) + 𝑂(ℎ4) = max

{

𝑂(ℎ
𝑠
2 ), 𝑂(ℎ4)

}

. □ □

Remark 4.2. Hence we discover that the results of a similar linear problem [1] extend also to this more realistic nonlinear case.

5. Numerical examples

This section highlights the reliability of the proposed method for the nonlinear problem (4), (1), (2). We will consider various
hoices of kernel functions 𝜑(𝑦 − 𝑥), as well as different initial conditions 𝑘(𝑥) and Dirichlet boundary conditions 𝑏±(𝑡). To make
irect comparisons in similar contexts possible, we keep the quantities 𝑎 = 2 and 𝑇 = 10 fixed in all the examples.

All the tests are performed in double precision on the Matlab 2022a software installed on a MacBook Pro laptop under the macOS
perating system.
8
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Table 1
Example 5.1, problem (40) — Empirical
Order of Convergence.
𝑛 𝑒𝑛(𝑢) EOC𝑛

8 9.14e−03
16 1.29e−04 6.14
32 1.84e−05 2.82
64 1.10e−06 4.06
128 1.03e−07 3.42
256 3.41e−09 4.91
512 9.42e−10 1.86

EOCmean 3.87

Table 2
Example 5.2, problem (41) — Empirical
Order of Convergence.
𝑛 𝑒𝑛(𝑢) EOC𝑛

8 1.17e−02
16 1.76e−04 6.05
32 9.94e−05 8.24
64 2.40e−06 5.37
128 2.02e−07 3.57
256 6.46e−09 4.97
512 3.07e−10 4.40

EOCmean 4.20

5.1. Tests with known solution

We start taking into exam examples in which the analytical solution of the model is known a priori. In this context, we evaluate
he maximum relative errors attained by our numerical scheme approximating the solution 𝑢∗(𝑥, 𝑡) for increasing values of 𝑛 to test

its accuracy. Hence, denoting by 𝑢̂𝑛(𝑥, 𝑡) the solution of the discretized model and by 𝑀 a fixed integer, here taken to be 9, we report
the error, the Empirical Order of Convergence (EOC) and the Mean Empirical Order of Convergence defined as follows

𝑒𝑛(𝑢) = sup
𝑡∈[0,𝑇 ]

max
𝑥∈[−𝑎,𝑎]

|𝑢∗(𝑥, 𝑡) − 𝑢̂𝑛(𝑥, 𝑡)|
|𝑢∗(𝑥, 𝑡)|

,

EOC𝑛 =
log

( 𝑒𝑛∕2(𝑢)
𝑒𝑛(𝑢)

)

log 2
, EOCmean = 1

𝑀 − 2

𝑀
∑

𝑘=3
EOC2𝑘 .

in suitable tables.

Example 5.1.

𝑢∗(𝑥, 𝑡) = 𝑥2𝑡, (40)

𝑟 = 1
2
, 𝜑(𝑦 − 𝑥) = sin(𝑦 − 𝑥),

𝑢(𝒙, 0) = (0,… , 0), 𝑢(−𝑎, 𝑡) = 𝑢(𝑎, 𝑡) = 𝑎2𝑡.

Table 1 displays the results obtained for the problem (40) considered in Example 5.1 when the solution is 𝑢∗(𝑥, 𝑡) = 𝑥2𝑡. In this
case, the kernel is oscillating and the two Dirichlet boundary conditions coincide.

The column of the empirical error values shows a fast convergence initially, then oscillations around the theoretical value of 4.
The mean empirical error summarizes in this case the error behaviour.

Example 5.2.

𝑢∗(𝑥, 𝑡) = 𝑥 + 𝑡2, (41)

𝑟 = 1
𝜋
, 𝜑(𝑦 − 𝑥) = 𝑒−(𝑦−𝑥),

𝑢(𝒙, 0) = (𝑥0,… , 𝑥𝑛), 𝑢(−𝑎, 𝑡) = −𝑎 + 𝑡2, 𝑢(𝑎, 𝑡) = 𝑎 + 𝑡2.

In Example 5.2 the exact solution is 𝑢∗(𝑥, 𝑡) = 𝑥+𝑡2. The kernel taken in consideration is 𝜑(𝑦−𝑥) = 𝑒−(𝑦−𝑥); the boundary conditions
are different, namely 𝑢(±𝑎, 𝑡) = ±𝑎 + 𝑡2. The numerical results are reported in Table 2.
9
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Table 3
Example 5.3, problem (42) — Empirical
Order of Convergence.
𝑛 𝑒𝑛(𝑢) EOC𝑛

8 3.10e−03
16 1.19e−03 1.38
32 5.85e−06 7.67
64 1.06e−06 2.46
128 9.44e−08 3.49
256 7.89e−09 3.58
512 1.19e−09 2.73

EOCmean 3.55

In this case the empirical error column values show initially a higher rate than expected, which is slowly decreasing to the
heoretical value.

xample 5.3.

𝑢∗(𝑥, 𝑡) = 𝑒𝑥+
𝑡
5 , (42)

𝑟 = 1
3
, 𝜑(𝑦 − 𝑥) = cos2(𝑦 − 𝑥),

𝑢(𝒙, 0) = (𝑒𝑥0 ,… , 𝑒𝑥𝑛 ), 𝑢(−𝑎, 𝑡) = 𝑒−𝑎+
𝑡
5 , 𝑢(𝑎, 𝑡) = 𝑒𝑎+

𝑡
5 .

Example 5.3, whose results are shown in Table 3, examines the case in which the solution is of exponential type and the Dirichlet
oundary conditions do not coincide.

Here the empirical error column values oscillate showing a slightly degraded performance with respect to the theoretical order
xpected.

emark 5.4. Note that when 𝑛 = 512, i.e. the grid in [−2, 2] consists of 513 equally spaced points, the exact solution 𝑢∗(𝑥, 𝑡) of the
three examples is approximated with a precision of almost 10 significant digits. Moreover, the Mean Empirical Order of Convergence
in all the cases is around 4 as expected by the convergence result, Theorem 4.1. Indeed, finite difference schemes of order 4 are
used and the kernel is sufficiently smooth in all these cases.

5.2. Numerical simulations in population theory

Since we already tested the good performances of the method in the previous subsection, the following three examples provide
simulations in the context of population theory, which lies at the root of the formulation (4).

The analytical solutions however are not known. Therefore our main goal is to study their behaviour for different choices of
the parameters and operators, i.e. the population reproduction rate 𝑟 and the nonlocal operator (𝑢, 𝑥, 𝑡) affecting how individuals
reproduce due to resources found at a distance from their present location. We also vary the initial conditions 𝑘(𝑥) and the Dirichlet
boundary conditions 𝑏±(𝑡). Recall that in this context 𝑢(𝑥, 𝑡) and 𝜑(𝑦−𝑥) are non-negative functions because the 𝑢(𝑥, 𝑡) represents the
size of a biological population.

Example 5.5.

𝑟 = 1
2
, 𝜑(𝑦 − 𝑥) = 𝑒−(𝑦−𝑥), (43)

𝑢(𝒙, 0) =

(

𝑒
𝑥30
10 ,… , 𝑒

𝑥3𝑛
10

)

, 𝑢(−𝑎, 𝑡) = 𝑒
−𝑎3
10 + 𝑡, 𝑢(𝑎, 𝑡) = 𝑒

𝑎3
10 + 𝑡.

In Example 5.5 the Dirichlet boundary conditions for the reference problem (43) are different, i.e. 𝑏−(𝑡) = 𝑒
−𝑎3
10 + 𝑡 and

+(𝑡) = 𝑒
𝑎3
10 + 𝑡. Fig. 1(a) shows how these conditions influence the population growth near the boundaries of the space domain.

With the chosen kernel 𝜑(𝑦 − 𝑥) = 𝑒−(𝑦−𝑥) and reproduction rate 𝑟 = 1
2 the population increases significantly in the interval [0, 2],

while in the other half of it [−2, 0] the growth is slowed down by higher mortality. This behaviour can be observed also in Fig. 1(b),
although the oscillating boundary conditions 𝑏±(𝑡) = sin(2𝑡) + 2 impose a periodic decrease of the population in time. Note that the
scale used for the vertical axis of this plot differs from the other frames of Fig. 1, to better show the behaviour of the solution of
the model. Fig. 1(c) considers the case in which the reproduction rate 𝑟 is higher w.r.t. the reference problem which induces the
peak in the interval [1, 2] and by the less drastic decrease of population in the opposite half of the space domain. Finally, Fig. 1(d)
examines the opposite situation, where 𝑟 = 1

𝜋 . Here again, the peaks are guaranteed by the boundary conditions, but at the centre
of the space domain, a sort of equilibrium between the number of births and deaths is achieved, lasting in time and leading there
10

to a stagnation of the population size.
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Fig. 1. Example 5.5.

Example 5.6.

𝑟 = 1, 𝜑(𝑦 − 𝑥) = 2 + sin(𝑦 − 𝑥), (44)

𝑢(𝒙, 0) = (1,… , 1) , 𝑢(−𝑎, 𝑡) = 𝑢(𝑎, 𝑡) = 𝑡2

7
+ 1.

Fig. 2 illustrates the results obtained for Example 5.6. The reference problem (44) is depicted in frame (a). It considers the case
in which the reproduction rate is equal to 1 and the kernel is of oscillatory type. A general increase of the population size is observed
for early times followed by a progressive downturn of the births, with an exception near the space domain endpoints, due to the
effect of the boundary conditions 𝑏±(𝑡) =

𝑡2

7 +1. Fig. 2(b) is in agreement with the behaviour observed in the reference problem with
the only difference that in this case, there is a higher mortality near the endpoints of [−2, 2] because the new Dirichlet boundary
conditions impose a slower exponential increase of the population there. In Fig. 2(c) the reproduction rate 𝑟 is higher than the one
of the reference problem; this leads to a higher increase in the population in time, with slightly higher mortality caused by the
intraspecific competition in the half space domain [0, 2] due to a potential lack of resources for all the individuals. Finally, Fig. 2(d)
depicts a generally slow growth of the population, because of the lower reproduction rate (𝑟 = 3

4 ) w.r.t. the reference problem. Also
in this case the peak at the endpoints of the space domain can be referred to the effect of the boundary conditions.

Example 5.7.

𝑟 = 5 , 𝜑(𝑦 − 𝑥) = cos2(𝑦 − 𝑥), (45)
11

4
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Fig. 2. Example 5.6.

𝑢(𝒙, 0) = (log 3,… , log 3) , 𝑢(−𝑎, 𝑡) = 𝑢(𝑎, 𝑡) = log(2𝑡 + 3).

In Example 5.7 the reproduction rate 𝑟 is 5
4 , with identical Dirichlet boundary conditions of logarithmic type. The numerical

solution 𝑢̂𝑛(𝑥, 𝑡) for this reference problem (45) is displayed in Fig. 3(a). The population growth follows the logarithmic behaviour
imposed by the boundary conditions, with slightly higher mortality due to the intraspecific competition around the centre of the
spatial interval. In Fig. 3(b) the boundary conditions oscillate, namely 𝑏±(𝑡) = sin

(

𝑡2

5

)

+ 5
2 . We note a behaviour essentially similar

to the one of the reference problem, but repeated in time following the oscillations of 𝑏±(𝑡). Fig. 3(c) and Fig. 3(d) examine how the
population is influenced by an increase, respectively a decrease, of the reproduction rate 𝑟. The plot in frame (c) shows a stronger
growth of the population in time, having attenuated peaks in the subintervals [−2,−1] and [1, 2]. At the centre of the space domain a
higher mortality rate is observed, but significantly mitigated by the higher births overcoming the deaths. Finally, frame (d) depicts
the opposite situation, where the births do not suffice to compensate for the intraspecific competition, leading to a stagnation of the
population size, especially at the centre of the space domain. This tendency is reversed only approaching the endpoints of [−2, 2],
due to the effect of the Dirichlet boundary conditions.

Data availability

Data will be made available on request.
12
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Fig. 3. Example 5.7.
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