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A B S T R A C T

Generative Artificial Intelligence (Gen-AI) has rapidly advanced in recent years, potentially producing enormous 
impacts on industries, societies, and individuals in the near future. In particular, Gen-AI text-to-image models 
allow people to easily create high-quality images possibly revolutionizing human creative practices. Despite their 
increasing use, however, the broader population’s perceptions and understandings of Gen-AI-generated images 
remain understudied in the Human-Computer Interaction (HCI) community. This study investigates how in-
dividuals, including those unfamiliar with Gen-AI, perceive Gen-AI text-to-image (Stable Diffusion) outputs. 
Study findings reveal that participants appraise Gen-AI images based on their technical quality and fidelity in 
representing a subject, often experiencing them as either prototypical or strange: these experiences may raise 
awareness of societal biases and evoke unsettling feelings that extend to the Gen-AI itself. The study also un-
covers several “relational” strategies that participants employ to cope with concerns related to Gen-AI, 
contributing to the understanding of reactions to uncanny technology and the (de)humanization of intelligent 
agents. Moreover, the study offers design suggestions on how to use the anthropomorphizing of the text-to-image 
model as design material, and the Gen-AI images as support for critical design sessions.

1. Introduction

Generative Artificial Intelligence (Gen-AI) has witnessed rapid and 
unexpected advancements in recent years, potentially producing enor-
mous impacts on industries, societies, and individuals in the near future. 
Gen-AI refers to an array of technologies that can emulate the creation of 
human-like outputs, like images, text, and music, in response to written 
textual inputs, also known as “prompts” (Muller et al., 2022; Bandi et al., 
2023).

In particular, Gen-AI text-to-image models are technologies that 
produce high-quality images, using deep neural networks trained on 
huge multimodal datasets (Struppek et al., 2023; Vimpari et al., 2023; 
Oppenlaender, 2022; Tang et al., 2023; Ramesh et al., 2021). The recent 
introduction of easy-to-use models, like DALL⋅E 2,c Midjourney,d and 
Stable Diffusion,e allows everyone to quickly produce unique images 

and artworks irrespective of their technical knowledge, becoming cre-
ators of digital products of an unimaginable quality until a few years ago 
(Wang et al., 2023; Liu and Chilton, 2022; Vimpari et al., 2023).

These technologies have attracted millions of users within a short 
period of time, and currently, AI-generated images are widespread 
everywhere: they are shared on social networks (Oppenlaender, 2022), 
appear on magazine covers (Liu, 2022) and news articles (Huang, 2023), 
and achieve recognition in art competitions (Roose, 2022). Nonetheless, 
despite Gen-AI images are now possibly reaching anyone, it is still not 
clear what kind of effects they have on their potential audience: are 
these images perceived by people in the same way as the images pro-
duced by humans are perceived? Or do they elicit, for instance, peculiar 
emotions? Does their artificial nature evoke reflections and feelings with 
respect to the generative AI that created them?

As more and more people now use this technology to produce images 
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that are considered optimal substitutes for human creations, and as these 
images appear, at first sight, extremely similar to those created by 
human beings, understanding how they are perceived by the broader 
population becomes essential.

For this, the Human-Computer Interaction (HCI) community is 
showing growing interest in the study of Gen-AI models (e.g., Inie et al., 
2023; Wang et al., 2023). On the one hand, scholars have focused on the 
practices and motivations of users of the latest generation of 
text-to-image models (Chang et al., 2023; Oppenlaender, 2022; Liu 
et al., 2023; Kulkarni et al., 2023). On the other hand, researchers have 
investigated people’s understanding of these technologies, exploring 
their expectations, aesthetic appreciation, and experience (Ting et al., 
2023; Oppenlaender et al., 2023; Sun et al., 2022).

In both cases, however, the emphasis of research has been put on the 
artistic and creative processes (Chang et al., 2023; Liu et al., 2023): in 
particular, those exploring people’s experience mainly focus on the 
“artistic component” of the AI-generated images, delving into how in-
dividuals differently judge human and Gen-AI artworks (Ting et al., 
2023; Sun et al., 2022).

In this context, people’s perceptions of Gen-AI images outside the 
artistic context remain still underexplored. As Gen-AI images are now 
employed not only for artistic purposes, but also as substitutes for 
human-generated images in a myriad of domains, like advertising, 
design, and photo editing for personal use, investigating how they are 
perceived by people beyond their artistic quality is becoming more 
pressing. Furthermore, no previous research has explored whether the 
images produced by Gen-AI may elicit reflections and feelings about 
Gen-AI itself, beyond mere artistic matters (i.e., whether the AI can be 
considered an artist or not). This may be important because it may un-
veil visceral reactions to and concerns about the Gen-AI triggered by the 
images that it produces, contributing to shaping the users’ underlying 
perception, understanding, and acceptance of the technology.

With this aim, we investigated how different kinds of individuals, 
ranging from technologists and designers to people without previous 
experience of AI technologies, perceive the products of a Gen-AI text-to- 
image model. Our goal was to involve diverse participants, beyond those 
directly using Gen-AI tools. This approach mirrors current real-world 
scenarios where individuals are more likely to encounter AI-generated 
content rather than actively interacting with a Gen-AI system.

Specifically, this research aims to answer the following questions:

(RQ1) How do people experience (in terms of e.g., perceptions, ap-
praisals, and emotions) the images produced by a Gen-AI model?
(RQ2) What kinds of reflections and feelings do Gen-AI images elicit 
about Gen-AI itself?

To answers these questions, we conducted a qualitative study using 
Gen-AI images as stimuli and semi-structured interviews with 20 par-
ticipants. Each participant was presented with 20 different images 
produced by a Gen-AI and their corresponding “heat maps”, a repre-
sentation that shows what elements of the image were more important 
for the Gen-AI in generating the image starting from specific terms. 
Study findings reveal that participants appraised the images mainly on 
the basis of their technical quality and capability of clearly representing 
a given subject, while overlooked their creative and artistic components. 
Moreover, they perceived the images either as “strange” or “prototypi-
cal”, often evoking unsettling feelings. When participants could not 
explain the reasons why a certain subject was represented in a certain 
way, they adopted several strategies to mitigate the sense of bewilder-
ment they felt, devaluating or overvaluing the Gen-AI, or reworking 
their initial perceptions. Finally, participants also found value in the 
Gen-AI images, seeing them as opportunities for speeding up the image 
creation process, or for reflecting on the biases that underlie our society.

To summarize, the contributions of this article are twofold.
First, we show that participants perceive the images not so much in 

terms of their creativity but in relation to their technical quality and 

subject fidelity, experiencing them as either prototypical or strange: this 
differs from previous research focused on understanding how people 
perceive Gen-AI’s creativity in comparison to human creativity (e.g., 
Samo and Highhouse, 2023; Lyu et al., 2022), and highlights that Gen-AI 
images may evoke unsettling emotions for their unfamiliarity, or make 
people aware of the biases that lie behind both the Gen-AI and our 
society.

Second, we uncover the reflections and feelings that Gen-AI images 
evoke about the Gen-AI itself, which go beyond the concerns about the 
disruption of creative job market and increase of misinformation 
discovered by previous research (Oppelaender et al., 2023; Bird et al., 
2023). Rather, participants’ reactions mostly revolve around sensations 
of uncanniness toward the Gen-AI, which point at its alien nature. To 
mitigate these unsettling sensations, we discovered that participants 
perform a variety of “relational strategies”, which range from 
self-devaluation to overvaluation of the Gen-AI. This contributes to 
research on how people react to “uncanny” technology (e.g., Mori, 
1970), and how they (super)humanize (by overvaluing it) or dehu-
manize (by devaluating it) an intelligent agent (e.g., Go and Sundar, 
2019), in order to tame its unfamiliarity.

The article is structured as follows. Section 2 provides an overview of 
previous HCI research related to text-to-image models. Section 3 de-
scribes the method we used, and Section 4 presents the findings of the 
study. Study findings are discussed in Section 5, while two design im-
plications are presented in Section 6. Limitations are acknowledged in 
Section 7, while Section 8 concludes the article.

2. Background

2.1. Generative AI and text-to-image models

Gen-AI text-to-image models employ deep neural networks trained 
on huge multimodal datasets to produce high-quality synthetic images 
from natural language textual inputs (also called “prompts”) (Struppek 
et al., 2023; Vimpari et al., 2023; Oppenlaender, 2022; Tang et al., 2023; 
Ramesh et al., 2021). These models have the capability of generating 
detailed images in a vast array of styles based on the user’s prompt, 
presenting a significant opportunity for application to diverse creative 
visual tasks (Kulkarni et al., 2023; Croitoru et al., 2023; Liu and Chilton, 
2022; Ho et al., 2020). In particular, the introduction of Stable Diffusion 
in 2022 (Rombach et al., 2022) led to the creation of accurate and 
high-resolution images, establishing the state-of-the-art in text-to-image 
Gen-AI (Vimpari et al., 2023). Shortly thereafter, other state-of-the-art 
systems such as Midjourney and DALL⋅E 2 were released, widening 
the popularity of this technology (Vimpari et al., 2023).

In fact, these systems introduced easy-to-use Gen-AI interfaces, 
allowing anyone to quickly create digital images and artworks regard-
less of their design skills and technical knowledge (Wang et al., 2023; 
Liu and Chilton, 2022; Vimpari et al., 2023). In this sense, the ease of 
interaction has certainly favored their widespread adoption, not only by 
artists and designers, but also by the broader population. In fact, by 
September 2022, DALL⋅E 2 had 1.5 million active users (OpenAI, 2022), 
while Stable Diffusion had >10 million users across all channels 
(Carlson, 2022); by October 2023, Midjourney had an average of 1.5 
million daily active users (Codewatchers, 2023).

These data hint at the fact that these technologies are seeping into 
many aspects of people’s daily lives, whereby an increasingly wide 
spectrum of individuals not only create digital representations through 
automated means, but are also exposed to them (Bird et al., 2023). 
AI-created images are now employed in a variety of domains and across 
multiple communication channels, such as social networks 
(Oppenlaender, 2022), magazines (Liu, 2022), and articles (Huang, 
2023), and are allegedly believed to reliably substitute 
human-generated images (Bird, 2023).

Despite the popularity of this technology, however, its impact on the 
broader population is still not clear and we do not have a clear 
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understanding of how people perceive the images created by Gen-AI. In 
this sense, the HCI community has attempted to uncover how people use 
Gen-AI technology for generating images and perceive its productions.

2.2. HCI studies on Gen-AI and text-to-image models

Given the social significance of Gen-AI phenomenon, there is a 
notable increase in interest in text-to-image Generative AI within the 
HCI research community. HCI research on this technology may be 
differentiated along two main lines: i) the investigation of the usage of 
text-to-image models; ii) the exploration of how these models and their 
products are experienced.

2.2.1. Using text-to-image models
A first line of studies builds on previous research on AI-based crea-

tivity support tools and human-AI co-creation (Chang et al., 2023; Louie 
et al., 2020; Davis et al., 2016; Hodhod and Magerko, 2016). These tools 
support the artistic performance by either doing the majority of the work 
of generating the art, or by powering the artistic execution (e.g., 
AI-powered brush tools in drawing applications) (Chung et al., 2021b). 
Likewise, research in the field of human-AI co-creation has long inves-
tigated human-AI mixed initiatives, identifying different opportunities 
for co-creating with AI (Muller et al., 2020; Grabe et al., 2022). This kind 
of research has also pointed out a variety of challenges in creating with 
AIs, like the human limited capability of controlling the AI output 
(Chung et al., 2021a) and the biases that may affect its suggestions 
(Buschek et al., 2021).

Informed by this previous body of knowledge, HCI research on the 
usage of text-to-image models points to the practices of Gen-AI users, as 
well as the challenges that they may encounter. Chang et al. (2023)
examined the art practices, artwork, and motivations of prolific users of 
the latest generation of text-to-image models. They found that artists 
define prompt templates (prompts with “slots” for others to fill in with 
their own words) to create generative art styles. Likewise, Ko et al. 
(2023) interviewed visual artists and discovered that text-to-image 
models could help them think out of the box. Beyond the art domain, 
Inie et al. (2023) surveyed a variety of creative professionals, who 
highlighted that Gen-AI can enhance productivity, offer inspiration, and 
lead to higher quality output. Similarly, Kulkarni et al. (2023) found that 
text-to-image models can help non-professional designers explore a 
design space rapidly, and that prompts may facilitate exploration, iter-
ation, and reflection in pair design. In the same line, Vimpari et al. 
(2023) reported that game professionals use the systems’ outputs as a 
source of inspiration and to prototype or conceptualize ideas.

By and large, all these studies focus on the usage of Gen-AI tech-
nology in the artistic and creative process performed by artists or visual 
professionals, paying mostly attention to creative matters, like the 
practice of “prompt engineering”, defined in this context as the creative 
practice of writing effective textual input prompts for creating artworks 
(Oppenlaender, 2022; Oppenlaender et al., 2023). However, not only 
Gen-AI tools are now more and more used beyond the artistic domain, 
but also, they are reaching the broader population even outside the 
artistic context, so that a wider exploration of how people perceive the 
products of Gen-AI technology is becoming pressing.

2.2.2. Perceiving text-to-image models and their products
The focus on creativity and the artistic process is also reflected in the 

research line investigating people’s perceptions of text-to-image models 
and their images. This kind of research falls within the realm of studies 
exploring how people perceive the artistic and creative quality of arti-
facts produced by robots and AIs, often comparing them with human 
creations.

For example, Chamberlain et al. (2018) investigated how people 
respond to works of visual art created either by humans or by computers: 
findings showed an aesthetic bias against computer generated art, 
whereby participants in their study tended to prefer artworks believed to 

be generated by humans. A similar setting characterizes Hong and 
Curran’s (2019) study, which examines how people perceive artwork 
created by AI and how the presumed artist’s identity (Human vs. AI) 
affects individuals’ evaluation of art. Results indicate that 
human-created artworks have a significantly higher rating in “compo-
sition,” “degree of expression,” and “aesthetic value”. Similar findings 
are reported by Ragot et al. (2020) and Mikalonytė and Kneer (2022). 
The former asked people to evaluate paintings that were created by 
humans or Generative Adversarial Networks (GANs): the paintings 
perceived as being drawn by humans were evaluated significantly more 
highly than those perceived as being made by GANs. The latter, instead, 
studied whether people are willing to consider paintings made by robots 
as art, and robots as artists: they found that people judge robot paintings 
and human paintings as art to roughly the same extent but are much less 
willing to consider robots as artists than humans.

When coming to considering text-to-image models, research on 
users’ perceptions follows a similar approach: researchers ask people to 
assess the artistic quality of Gen-AI models’ creations, often in com-
parison with human artworks. Samo and Highhouse (2023), for 
example, recruited 190 participants inviting them to rate one image 
(either human- or Gen-AI- generated) on measures regarding their 
artistic quality: results point out that participants preferred human art 
and experienced more positive emotions in response to human artwork. 
Similarly, Lyu et al. (2022) involved forty-two subjects with artistic 
backgrounds requiring them to rate 12 text-to-image paintings, 
prompted by both artists and non-artists, as well as a human-created 
painting, on different aesthetics attributes. The results show that the 
assistance of Gen-AI made the perception of human–AI co-creation with 
and without artistic background converge, also blurring the difference 
between Gen-AI co-creations and human paintings.

If the perception of Gen-AI images’ artistic qualities is receiving 
increasing attention from the academic community, wider user per-
ceptions and understandings of the products of this technology remain 
overlooked. A partial exception is represented by the study of Oppen-
laender et al. (2023), who surveyed 35 participants about their experi-
ence of text-to-image generation technology. They discovered that 
participants believed that text-to-image models could lower the barriers 
to create images, but could also be used for creating false re-creations 
that can cause harm, increasing misinformation and fake news, as well 
as lead to job loss and unemployment. Similarly, Bird et al. (2023)
identified a variety of risks coming from the usage of text-to-image 
models, from biases and loss of work for creatives, to privacy infringe-
ment and misinformation: however, such risks were identified in current 
literature and not by investigating people’s perceptions.

Despite these preliminary interesting insights, people’s experience of 
productions of text-to-image technologies remains substantially under-
explored. In fact, Oppenlaender et al. (2023) did not investigate how 
people perceive the images produced by Gen-AI; moreover, they used a 
survey as an inspection method, an instrument that leaves less room to 
the exploration of topics that are considered relevant by the participants 
themselves in comparison with more open-ended techniques like 
semi-structured interviews.

Therefore, many potentially interesting themes revolving around 
users’ perceptions of Gen-AI images remain to be studied. First, it is still 
not clear how people perceive such images beyond their artistic features, 
as well as the emotions that they may evoke: this is fundamental because 
Gen-AI images are now employed as substitutes for human-generated 
images beyond the artistic domain, but we still do not know if they 
may elicit peculiar perceptions and feelings.

Second, it is still unclear whether the images produced by Gen-AI 
may trigger reflections about the nature of their “creator”. Previous 
research has only explored whether people may consider Gen-AIs artists 
or not (e.g., Mikalonytė and Kneer, 2022), overlooking the broader re-
actions that they may have towards Gen-AIs while being exposed to their 
productions. These reactions are important because they may reveal 
underlying feelings and concerns about the technology, which may 
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impact how people understand and accept the technology itself.
For this, in this study we will contribute to literature by focusing on 

people’s experience of a series of images produced by a text-to-image 
model using semi-structured interviews, in order to unveil: i) how 
they perceive and emotionally experience such images; and ii) how they 
react to the Gen-AI that has generated them.

2.3. Framing people’s perceptions of “intelligent” technologies

Before delving into the exposition of the method employed in this 
study, it is necessary to outline how previous research has framed the 
investigation of people’s perceptions of seemingly intelligent agents 
capable of producing human-like behavior and outputs. In fact, this kind 
of research can be fruitfully used to interpret the findings coming from 
this study, providing a conceptual framework that may help to make 
sense of the participants’ accounts.

Research on people’s perceptions of intelligent technology has 
traditionally focused on two lines of investigation. The first one revolves 
around the unsettling feelings that apparently intelligent agents may 
evoke in people interacting with them. This research is mostly based on 
the theory of the uncanny valley, which precisely suggests that 
perceptual difficulty in discerning a human-like object will evoke un-
settling emotions (Mori, 1970). The theory states that with increasing 
human likeness, an entity becomes more and more accepted by humans, 
but when the entity looks almost real, it falls into what it is called the 
uncanny valley (Schwind et al., 2018). This happens because the entity 
displays conflicting cues (e.g., details with high level of realism creating 
expectations about its humanlike nature, which are not fulfilled during 
the interaction), leading to a conflict in people’s mental categorization 
(Stein and Ohler, 2017). This theory has been originally formulated with 
reference to robots, but then it was extended to other kinds of intelligent 
artifacts, like chatbots (Rapp et al., 2021): for instance, it has been found 
that a chatbot’s expression of sympathy and empathy may be 
spine-tingling (Liu and Sundar, 2018), and that certain users may be 
unsettled by a chatbot’s ability to sound like a real human (Ta et al., 
2020). However, other research has noticed that an uncanny valley ef-
fect is more likely to appear when the chatbot is embodied in an avatar, 
suggesting that it is the aesthetics appearance of its virtual body to elicit 
disturbing emotions (Ciechanowski et al., 2018).

The second line of investigation points at the humanization of 
technology. At its core, humanization refers to humanness, namely to 
those attributes that define what it is to be human (Haslam and 
Loughnan, 2014), which is a central topic of interest in human-agent 
interaction. In fact, people may attribute humanness also to 
non-human entities, in a process that is commonly called humanization 
or anthropomorphism (Festerling and Siraj, 2022). Haslam (2006) has 
theorized that humanness may be defined in terms of “human unique-
ness”, which identifies uniquely human characteristics like rationality, 
and “human nature,” referring to characteristics like emotional 
responsiveness, which are viewed as typical of humans, in a non-
comparative sense, revealing our continuity with other creatures. This 
dual nature of humanness implies that people may humanize and 
dehumanize an entity in various ways depending on which human at-
tributes are ascribed or denied. From this perspective, not only people 
can frame others as less than (but not necessarily non-)human (Li et al., 
2014), treating dehumanized targets as entities lacking certain human 
characteristics (like competence) but not others (like friendliness), in a 
way that is called infrahumanization (Leyens et al., 2003). But also, 
people may ascribe only certain human-like characteristics to an entity, 
like intelligence, leading to a phenomenon called superhumanization, 
which may imply perceiving the other as unemotional, and yet highly 
intelligent, even transcending ordinary humanness (Li et al., 2014).

HCI research has highlighted that users may attribute humanlike 
features to technology (e.g., Go and Sundar, 2019; Doyle et al., 2019; 
Candello et al., 2017; Rapp et al., 2023b) and designers may inten-
tionally reproduce fundamental aspects of being human in their design 

(e.g., Lee et al., 2019; Law et al., 2022; Følstad et al., 2023). In the 
context of “intelligent” agents, Rapp et al. (2023a) emphasized that 
people may humanize or dehumanize a technology along different de-
grees of humanness: they may ascribe to it different separate human 
abilities, depending on the context and objectives emerging during the 
interaction, using humanization and dehumanization for utilitarian 
purposes (e.g., when the agent does not allow users to achieve their 
goals they dehumanize it degrading it to a lower entity).

These two lines of research can be fruitfully applied to interpret 
people’s perceptions of Gen-AI text-to-image models and their creations. 
In fact, these models produce human-like outputs similarly to pre-Gen- 
AI intelligent agents; however, they are more efficient in creating 
products that apparently emulate those produced by human beings. It is 
thus reasonable to ask ourselves whether people will react to Gen-AI 
technology in ways similar to those elicited by technologies capable of 
exhibiting humanlike behaviors, like robots or conversational agents, 
either by being affected by their uncanniness or by humanizing or 
dehumanizing the technology itself.

3. Method

Originally, the study had two main objectives. First, we wanted to 
investigate how people react to the images that a Gen-AI text-to-image 
model can create, in terms of perceptions, appraisals, and emotions that 
they may evoke. Second, we aimed to study whether and how people are 
able to generate coherent “folk theories” of the inner working principles 
of these technologies. While the recounting of the findings relating to the 
second objective goes beyond the scope of this article and won’t be re-
ported here, in the following Sections we will focus on the first objective, 
describing people’s experience of Gen-AI text-to-image technology and 
its creations.

We used semi-structured interviews and recruited twenty partici-
pants with diverse backgrounds, inviting them to look at twenty 
different images generated by Stable Diffusion starting from specific text 
prompts. In line with previous research (Tang et al., 2023), we provided 
a variety of stimuli (i.e., the images), as comparing different Gen-AI 
outcomes may better allow individuals to formulate inferences about 
the system’s behavior and appraise its creations, considering variations 
in the outputs and their unique characteristics. This is also in line with 
photo elicitation as a qualitative method of interviewing, which is 
simply the use of images within an interview setting (Harper, 2002; 
Hogan, 2012), and it has been found to provide meaningful accounts (e. 
g., Kunimoto, 2004).

Moreover, we paired each image with its corresponding heat map: 
heat maps allow people to identify and weight which parts of the input 
are more influential into the generated output (Kim et al., 2023), 
potentially helping them discern what aspects are important for the AI in 
creating the image (Kim et al., 2023). A heatmap appears as a 
gradient-based visual overlay on an image wherein the intensity of each 
pixel’s color conveys the degree of importance that the pixel had in 
representing the input elements. With these representations, we wanted 
to provide participants with “open cues” about the underlying mecha-
nisms driving the AI’s behavior. Heat maps could offer participants 
material for reflection about how the images were generated without 
encouraging any specific interpretation: in fact, heat maps usually reveal 
little about why the Gen-AI system actually behaved in specific ways, 
rather leaving the interpretation process open (Kim et al., 2023; Lee 
et al., 2023; Tang et al., 2023).

It is worth reminding that the choice of exploring people’s percep-
tions of text-to-image Gen-AI’s products, without allowing them to 
directly interact with the Gen-AI, was due to the consideration that AI- 
generated images are now widely disseminated everywhere, reaching 
individuals irrespective of their direct involvement in image generation 
processes. This phenomenon makes it interesting to explore how people 
perceive the Gen-AI and the images it produces regardless of their 
interaction with the technology.
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The subsequent subsections provide comprehensive details on the 
study materials, participants, procedure, and data analysis.

3.1. Materials

To generate the image that we used in the study, we chose Stable 
Diffusion for its open-source nature and its capacity to produce both 
images and their corresponding heat maps, by integrating the DAAM 
module, as introduced by Tang et al. (2023). We employed a consistent 
prompt formula across all the productions, utilizing the textual input 
“Representation of ____” (e.g., “Representation of anger”). This choice 
was made considering that using only one term (e.g., “Sea”) would likely 
have produced details characterizing the subject (e.g., waves). By add-
ing “Representation of ____,” we encouraged the model to explore various 
ways of representing the subject.

Furthermore, we took into account the configuration of the 
Classifier-Free Guidance (CFG) Scale (Ho and Salimans, 2021) to 
determine the fidelity of the generated images relative to the given 
prompt. This parameter enables the Gen-AI to attribute varying levels of 
image’s fidelity to the prompt (from 20, indicating extreme fidelity, to 1, 
where the Gen-AI generates more diverse images). We opted for a CFG 
value of 7.5 because it is the standard value used in text-to-image model 
research (Wang et al., 2023), granting a balance between fidelity to the 
prompt and a degree of “creativity” in the image generation process.

The selection of terms for generating the images aligned with prac-
tices observed in prior research (Liu and Chilton, 2022; Oppelaender, 
2022) and mainly followed abstractness and concreteness criteria, to 
create images representing different subjects. We employed the 
concreteness rating database provided by Brysbaert et al. (2014), which 
contains 40,000 English words rated on a scale from abstract (1) to 
concrete (5). We first identified abstract terms with ratings between 1 
and 2.5 and concrete terms with ratings ranging from 3.5 to 5. Then, we 
refined the selection considered several factors: i) the comprehensibility 
of the term, focusing on those that were likely universally understand-
able; ii) the potential for visual representation, ensuring that the 
generated image could be somehow linked to the original term.

In practice, the term selection process underwent multiple iterations. 
After extensive discussions among the four authors, we defined an initial 
pool of 200 terms. Then we engaged four external researchers asking 
them to report on their understandability and potential for visual rep-
resentation. We then re-discussed the terms and eventually selected the 
20 terms that best aligned with our criteria, generating the 

corresponding images and heatmaps (Fig. 1).
We used Stable Diffusion 1.5 to generate the images, which does not 

offer predefined visual styles to be selected and is not fine-tuned on a 
specific style. If a style is not specified in the prompt, the “default style” 
depends on the full data set on which the model was trained. This was 
considered the best option because previous research has shown that 
using specific styles may introduce supplementary biases in the gener-
ation process (Zhang et al., 2023). The “default style” of Stable Diffusion 
1.5 was also considered a reasonable middle ground between photo-
graphic and “artsy” images, both of which we wanted to avoid. Even 
though Stable Diffusion “default style” did not prevent the model from 
creating images with an artistic flair, purposefully and exclusively 
generating artsy images risked focusing participants solely on artistic 
aspects. Likewise, photography-like images could have shifted the par-
ticipants attention exclusively to matters like misinformation or adher-
ence to reality. Instead, we wanted to explore their broader reactions to 
these images.

3.2. Participants

The sample selection followed a purposeful sampling technique, 
which prescribes that researchers actively select the most productive 
sample to answer their research questions, identifying the variables that 
might influence a participant’s contribution on the basis of their prac-
tical knowledge of the research area and previous literature (Marshall, 
1996). We thus differentiated the sample mainly along the dimension of 
background/profession and previous experience with Gen-AI. Previous 
research has shown that professions and backgrounds, as well as pre-
vious experience with Gen-AI, may shape the expectations about Gen-AI 
technology (Oppenlaender et al., 2023).

We thus recruited 20 Italian participants through emails and snow-
ball sampling. Participants included in the sample ranged from AI ex-
perts owning a technical background and designers with an artistic/ 
creative background, to people with humanistic (e.g., a psychologist) or 
scientific backgrounds (e.g., a doctor). Among these, we involved only a 
minority of individuals who had previous experience with the usage of 
text-to-image models, while most were people who never interacted 
with this technology (and more in general with Gen-AIs). In doing so, we 
wanted to go beyond the consideration of creative professionals, who 
have been particularly studied with reference to the usage of text-to- 
image models, rather exploring a wider population who may not know 
in detail their potentialities, but may encounter Gen-AI images in their 

Fig. 1. Images and heat maps generated via Stable Diffusion 1.5. From top left to bottom right: Luck, Love, Margarita, Anarchy, Wig, Euphoria, Steering wheel, 
Nostalgia, Man, Night, Lake, Mirror, Laziness, Microscope, Anger, Glacier, House, Infinity, Wisdom, Justice.

A. Rapp et al.                                                                                                                                                                                                                                    International Journal of Human - Computer Studies 193 (2025) 103375 

5 



everyday life. To increase the sample heterogeneity, we further balanced 
it along gender. Participants’ demographics are detailed in Table 1.

We aligned the sample size with common practices in qualitative 
research (Marshall, 1996) and other HCI qualitative studies with similar 
purposes, which employed a similar or a smaller sample size (e.g., Sadek 
et al., 2023; Deng et al., 2023). This said, we followed a theoretical 
saturation principle (Bowen, 2008), which indicates that, on the basis of 
the data that have been collected or analyzed hitherto, further data 
collection and/or analysis are unnecessary for the study aims (Saunders 
et al., 2018). The decision of settling for 20 participants, therefore, came 
when we realized that additional data would not have produced sub-
stantial new results for the goals of the study. In particular, we became 
aware that all the themes of interest for our research were saturated 
around the 17th interview. However, we proceeded to interview three 
further participants, to be sure that no substantial findings could emerge 
by adding additional data.

3.3. Procedure

Firstly, the second author provided the participants with a brief 
introduction to the study, explaining that it had the aim of exploring 
their perception of certain images. In this introduction, we still did not 
want to reveal that the images were artificially generated. Then, we gave 
to all the participants an informed consent form, which they were asked 
to read and sign, ensuring their voluntary involvement.

Secondly, we presented participants with 20 images in a randomized 
order, one at a time. Each participant was invited to describe the subject 
of the representation depicted in the image using a single term (i.e., 
What does this image represent to you?), and to explain the reasons lying 
behind their answer (e.g., Why does this image represent love to you?). 
Moreover, we asked them to describe the image and recount their re-
actions to it. We emphasized that there were no right or wrong answers, 
and we assured participants that the study was not designed as an in-
telligence test. This phase was aimed to collect the reactions of the 
participants to the presented images before they were told that they 
were artificially produced by a Gen-AI. This step was necessary because 
we wanted to investigate whether Gen-AI images could elicit peculiar 
perceptions and emotions even before participants knew they were 
created by artificial intelligence. This process was repeated for all the 20 
images produced by the Gen-AI.

Then, we informed participants that the images were generated by a 
Gen-AI text-to-image model: we only told them that each image was 
generated starting from one term, revealing the prompt used for each 
image. At this stage, we wanted to explore the participants’ perceptions 

about the Gen-AI and its outputs, also investigating whether their per-
ceptions changed after becoming aware of their artificial nature. 
Moreover, we attempted to understand whether the participants were 
able to formulate a “folk theory” about the working principles of the 
Gen-AI and coherently explain its supposed functioning (a topic that is 
not tackled by the present article, as we clarified above). With these 
aims, we reviewed each image in the same order as before, and asked 
participants to report again on their impressions about the representa-
tion. Afterwards, we showed the corresponding heat map providing the 
following explanation: “Heat maps show what elements of the image are 
most salient/important for the Gen-AI to generate an image representing a 
given term. If you ask the AI to represent ‘a dog’, the heat map enables you to 
see which parts of the image are seemingly more relevant for the AI in 
generating the representation of that term”. We then invited participants to 
reflect on what such heat maps meant to them and left them free to 
report on any further perception, sensation, and thought that they 
considered important in relation to that image and its heat map.

Finally, we presented participants with all the images displayed on a 
table and conducted a semi-structured interview about their general 
feelings about and understandings of the images, the Gen-AI and the 
text-to-image generation process. We left the interview as open as 
possible to leave the participants free to tackle the themes that they 
considered most relevant in relation to the Gen-AI and its creations (e.g., 
By looking at all these images do you find some recurrent elements?, What 
kind of feelings do they evoke in you?, In general, which ones have struck you 
the most, and why?).

The study lasted about two hours. The participants were not 
compensated for their participation. The study was approved by the 
ethical board of our university.

3.4. Data analysis

The participants’ responses and interviews were recorded and sub-
sequently transcribed verbatim. We then conducted a thematic analysis 
(Braun and Clarke, 2006), which is a widely used analytical method in 
HCI, because of its flexibility and independence of a specific theory and 
epistemology, using an inductive, rather than a hypothetical-deductive, 
stance (Patton, 1990). The analysis was conducted with the support of 
Quirkos. The second author read all the transcripts multiple times to get 
familiarity with the data. Analysis of top-down nature, e.g., using 
pre-existing literature and theory, was inhibited in the coding stages 
where she emphasized an inductive approach. The analysis was mainly 
driven by the two research questions. At a first stage, she was searching 
for elements that could outline participants’ experience of Gen-AI 

Table 1 
Participants’ demographics.

P Code Background Gender Age Interview duration Profession Education Previous use AI text-to-img

P1 Tech F 28 2 h10 m Research Fellow in Computer Science Master’s degree None
P2 Tech M 26 2 h Research Fellow in Computer Science Master’s degree None
P3 Tech M 26 2 h10 m Master Student in Computer Science Bachelor’s degree None
P4 Tech F 30 2 h PhD student in Computer Science Master’s degree None
P5 Non-Tech, Non-Des F 28 2 h05 m Data Governance Specialist Bachelor’s degree None
P6 Des & Tech F 30 2 h05 m Graphic Designer Master’s degree Midjourney, DALL⋅E 2
P7 Design F 34 2 h10 m Product Designer Master’s degree None
P8 Non-Tech, Non-Des M 69 2 h Cultural operator Master’s degree None
P9 Non-Tech, Non-Des F 63 1 h40 m High School Professor PhD None
P10 Non-Tech, Non-Des M 71 1 h50 m Psychologist Master’s degree None
P11 Non-Tech, Non-Des M 34 2 h30 m Social worker Bachelor’s degree None
P12 Non-Tech, Non-Des F 34 1 h40 m Psychiatrist Master’s degree None
P13 Non-Tech, Non-Des F 37 2 h15 m Doctor PhD None
P14 Design F 35 2 h10 m Product Designer Master’s degree None
P15 Non-Tech, Non-Des M 28 1 h45 m Musician Bachelor’s degree Midjourney, DALL⋅E 2, Stable Diffusion
P16 Design F 33 2 h40 m Research Fellow in Design Master’s degree ImaginAI
P17 Design F 32 2 h Product Designer Master’s degree Midjourney, DALL⋅E 2
P18 Design M 32 2 h30 m Designer and PhD student in Design Master’s degree Midjourney, DALL⋅E 2
P19 Des & Tech F 32 1 h50 m PhD student in Design Master’s degree None
P20 Design F 38 2 h20 m UX Designer Master’s degree None
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images, at the perceptual, emotional, and cognitive levels. Then, she 
looked for participants’ underlying understandings and concerns about 
Gen-AI triggered by the experience of the images. The initial codes were 
generated by identifying data features that she considered relevant to 
capture the participants’ reactions to the Gen-AI’s creations and the 
Gen-AI itself. Data were broken down into sentences and short para-
graphs and then labeled with the corresponding code. Subsequently, the 
initial codes were grouped into emerging themes, going deeper into the 
latent content of the data, in order to identify the participants’ under-
lying perceptions, feelings and conceptualizations.

During the analysis, the second author engaged in an iterative dis-
cussion with the first author, who also read the transcripts multiple 
times. The two authors reviewed the identified codes and themes 
together discussing their formulation (e.g., whether a label clearly 
captured a specific concept) and application (e.g., whether the code well 
identified a specific pattern in the data) (MacQueen et al., 1998; 
McDonald et al., 2019). As is common in qualitative research adopting 
an interpretative approach (e.g., Yardley, 2000; Harry et al., 2005; 
Brown and Clark, 2013) as well as within HCI (e.g., Jun et al., 2018; 
Yang and Neustaedter, 2018), we did not attempt to reach a formal 
intercoder reliability and no numerical reliability rating is reported, 
because our goal was to reach consensus on a shared intersubjective 
interpretation, where codes and themes were debated, as well as their 
application, until the two authors agreed on appropriate usage of the set 
of codes and themes (Harry et al., 2005).

The analysis eventually led to the identification of 76 initial codes (e. 
g., self-devaluation, mistrust towards AI, feelings of bewilderment) and 
16 themes. These were further amalgamated into seven overarching 
themes, part of which are recounted in the following Section.

4. Findings

We first describe the participants’ experience of the images gener-
ated by the Gen-AI, highlighting how they appraised such images in 
terms of their aesthetic quality and ability to well represent a given 
subject. Moreover, we emphasize that the participants perceived the 
Gen-AI images mostly as “strange” or “prototypical”, which entailed 
feelings of eeriness and made them reflect on the biases underlying the 
image generation process. Then, we outline the strategies that the par-
ticipants used to reduce the sense of bewilderment evoked by the 
perceived unfamiliarity of certain images, which pointed to the alien 
nature of the Gen-AI: with this aim, the participants attempted to either 
devaluate or overvalue the Gen-AI, as well as reworked their own per-
ceptions and understandings. Finally, we point out that several partici-
pants found a possible utilitarian value in the images generated by the 
Gen-AI, while others stressed their epistemological value, highlighting 
that these images could reveal the hidden values and distortions on 
which our society relies. In doing so, we give ample room to the par-
ticipants’ words to bring out their subjective experience. Among the 
themes reported in the following sub-sections, the one revolving around 
the strangeness of the Gen-AI images was particularly prominent in the 
data. In parallel, self-overevaluation and devaluation of the Gen-AI were 
the most common strategies employed by the participants. By contrast, 
the theme of “finding value in the Gen-AI images” was less prominent in 
the data. Table 2 provides a snapshot of the findings.

4.1. Experiencing the Gen-AI images and model

Participants’ appraisals of the images produced by the Gen-AI 
constantly referred to their “quality” and their capability of visually 
conveying a given subject in an effective way. However, their experience 
of the generated images was not limited to the realm of their aesthetics. 
Rather, the participants recounted that they perceived the proposed 
images as either “extremely typical” or “strange”. Moreover, these per-
ceptions elicited a variety of feelings and thoughts about both the Gen- 
AI and its creations.

4.1.1. The Gen-AI images are appraised on the basis of their technical 
qualities and their capability of visually communicating the subject

The participants commented on the aesthetics features of the images 
on many occasions, both before and after discovering that they were 
produced by a Gen-AI.

In particular, when they discovered that the images were artificially 
generated, they focused more on the images’ “technical” quality and 
capacity to effectively communicate the subject through a clear visual 
representation, than on their artistic properties. Actually, the partici-
pants rarely mentioned the terms “creativity”, “art”, and “artist” when 
talking about the Gen-AI images. Of course, there are some exceptions, 
as in the case of P14, who described the image representing “Euphoria” 

Table 2 
Summary of the study findings.

Themes Sub-themes

Experiencing the 
Gen-AI images 
and model 
- Participants’ 
appraisals of the 
images were not 
limited to the 
realm of their 
aesthetics, but 
involved diverse 
emotions and 
perceptions, like 
their “extremely 
typicality” or 
“strangeness”, 
which extended 
to Gen-AI itself

The Gen-AI images 
are appraised on 
the basis of their 
technical qualities 
and their capability 
of visually 
communicating the 
subject 
- A “good” Gen-AI 
image is an image 
of high technical 
quality that well 
represents the 
subject given as 
prompt. 
- A “bad” Gen-AI 
image is an image 
of low technical 
quality and 
uncapable of 
visually 
communicating 
the subject, which 
may reveal the 
limited 
capabilities of the 
Gen-AI and 
trigger suspicion 
towards it.

Certain images 
produced by the 
Gen-AI are 
perceived as 
“strange” 
- Strangeness may 
be due to the 
presence of out- 
of-place elements 
in the image, 
depicted subjects 
that violate the 
participants’ 
expectations, or 
the aesthetic 
qualities of the 
composition. 
- The perception 
of strangeness 
provokes feelings 
of uneasiness 
which often 
extend to the Gen- 
AI itself, being 
experienced as 
“alien” and 
“uncanny”.

Certain images 
produced by the 
Gen-AI are 
perceived as 
“prototypical” 
- Perception of 
prototypicality 
may emerge 
when the 
depicted subject 
exhibits all the 
features it should 
typically have, or 
when a common 
“imaginary” is 
recognized in the 
image. 
- Prototypicality 
may turn into 
stereotypicality 
when the 
recognized 
imaginary is not 
universal, 
whereas 
unexplainable 
imaginaries may 
trigger a sense of 
bewilderment, 
which extends to 
the Gen-AI itself.

Confronting with 
the Gen-AI 
- Participants 
may adopt 
different 
“relational 
strategies” for 
mitigating the 
sense of 
bewilderment 
provoked by the 
Gen-AI.

Participants may 
give value to 
themselves and 
devaluate the Gen- 
AI 
- Participants may 
elevate 
themselves above 
the Gen-AI along 
the cognitive and 
the practical 
dimensions. 
- Moreover, they 
may directly 
devalue the Gen- 
AI by 
emphasizing its 
poor “practical 
skills,” or its 
limited 
“intelligence.”

Participants may 
overvalue the Gen- 
AI and its products, 
while devaluating 
themselves 
- Participants may 
devalue their own 
abilities along the 
cognitive and the 
emotional 
dimensions. 
- Moreover, they 
may overvalue 
the Gen-AI, being 
perceived as 
superrational or 
superintelligent.

Participant may 
rework their 
interpretations and 
accept the Gen- 
AI’s “arguments” 
- Participants may 
revise their initial 
hypotheses about 
the image to 
accommodate the 
contrasting cues 
coming from the 
heat maps. 
- Moreover, they 
may overinterpret 
the images, 
superimposing a 
layer of meaning 
onto them.

Finding value in 
the Gen-AI 
images 
- Participants 
found value in 
the Gen-AI 
images

- Participants having a technological or design background 
recognize a utilitarian value in the images (e.g., useful for their 
work activities). 
- Participants, with no technological or design background, 
recognize an “epistemological” value in the images (e.g., they 
can be a critical tool for reflecting on our society).
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as “There’s a lot of color, and the fact that the color in the central part of the 
image is blurred, almost resembling brushstrokes, gives me the impression of 
an image edited by someone using photo editing software and therefore most 
likely by an artist”. Apart from these few exceptions, most of the partic-
ipants did not see a creative flair in the images produced by the Gen-AI, 
as P16 well explains: “It’s as if there are colors that burst with brushstrokes 
here, emerging from the girl, but not necessarily, there’s a bit in the back-
ground. They are chromatic variations in a short segment, a brief portion 
within the images […] I wouldn’t associate this image with creativity”. 
Instead, they mostly expected the images to have to be faithful to the 
intended subject: indeed, being “creative” and deviating in the repre-
sentation from the term used in the prompt was seen as a reason to 
negatively judge the image.

The Gen-AI image is perceived as a “good image” mostly when it is 
graphically sophisticated, is pleasing to the eye for the beauty of its 
colors and shapes, or for the overall balance of the composition, it well 
represents the subject given as prompt, and evokes pleasurable feelings, 
like tranquility, seduction, and wellbeing. P16, for instance, describes 
the image of “Margarita” in these terms: “This is a drink, and again, it’s a 
well-presented drink. It looks like it’s taken from an advertising image 
because it’s a well-crafted photo, seemingly created to entice viewers to order 
this drink”. By contrast, images are negatively appraised for their inca-
pability of visually communicating the subject, as well as for the fact that 
they are of low technical quality from the graphical point of view: “it 
seems like a render, let’s say done a bit poorly, so I’m inclined to connect it 
perhaps to some of my past experiences where I had to render mirrors poorly. 
And so, I would say flat, in the sense of not deep” (P7).

Interestingly, the negative appraisals of the images may propagate to 
their creator. Here, the Gen-AI images may trigger a variety of re-
flections about the Gen-AI itself revealing underlying concerns and as-
sumptions about the technology.

In fact, for several participants a “bad” image may reveal the limited 
capabilities of the Gen-AI, its lack of refinement and compositional 
mastery, and its inability to effectively convey the subject through visual 
means: in these cases, the poor realization of an image is a reason for 
depowering the Gen-AI, either providing reassurance about its future 
role in our society or generating subtly feelings of mistrust. P11, for 
example, interprets poor images as a comforting element: “Well, this 
reassures me because it means that machines are still less profound than us. 
We are always more complex for better or for worse, more sophisticated for 
better or for worse”. However, in most participants, these perceived 
limitations may trigger suspicion towards the Gen-AI itself. P20, for 
instance expresses concerns by saying that “It gives me a sense of unreli-
ability, lack of trust because it’s a very powerful tool, but I see that it still 
struggles in generating things that are more or less simple. So yes, it gives me 
the idea of fallibility, in short, of this tool”. In this perspective, not strictly 
adhering to the prompt can be seen more as an act of “independence” 
than a creative act, which may cause concerns: “I find this whole AI thing a 
bit scary because I see it as a means that, okay, it’s useful, but potentially it 
could also gain a certain type of independence. And so, it’s not subject to 
control” (P7).

In sum, the artistic quality of the Gen-AI images is rarely taken into 
account by the participants, whereby the focus of their appraisals is on 
the technical realization of the images and the capability of the Gen-AI 
of effectively conveying the subject through a visual representation, thus 
“obeying” the prompt. At times, the negative appraisal of an image may 
lead to feelings of relief about the effects of Gen-AI’s possible predom-
inance in our future life, while at other times, it may provoke mistrust 
and concerns for its possible independence, thus revealing assumptions 
and tacit understandings about the nature of this technology.

4.1.2. Certain images produced by the Gen-AI are perceived as “strange”
The participants reported that, on many occasions, they thought that 

the images were “reasonable” from the point of view of the represen-
tation of their subject: however, they noticed certain details that 
appeared out of place, unclear, or nonsensical, casting a shadow of 

estrangement and distance over their overall composition. This 
perception permeated even the first phase of the study when the par-
ticipants did not know that the images were artificially generated.

In any case, the perception of strangeness was maintained and even 
amplified after they were told that the images were not created by 
humans. In this context, “strangeness” may be retraced to different as-
pects of the images. A first aspect relates to their semantic content, 
which mostly refers to the presence of out-of-place elements that do not 
fit in the overall composition, disrupting its coherence. This perception 
is well explained by P11 and P18 with reference to the image repre-
senting “Love”: “There’s always some… the presence of some element al-
ways recurs, not that it clashes, but that stands out, I don’t know how to say, 
compared to the context. […] Definitely the heart, if nothing else, because in 
all this context, if it weren’t there, it would be simply a representation of a 
landscape. Instead, this heart like this, it almost seems unreal” (P11); and 
“It’s strange, […]. But then there’s this heart here and this very strange seat, 
which are slightly discordant elements compared to the rest, but not discor-
dant incoherently, you know? It’s as if they are discordant elements because 
they belong to a parallel world that has a certain degree of similarity to ours 
but, in some way, in some details, is different” (P18).

A second aspect of the images that may provoke feelings of 
strangeness may connect with the perception that the image is somehow 
artificial, unable to represent “the reality”, rather constructing some-
thing else, which may be described as “unnatural”. For example, P8, 
about the image representing a “Mirror”, says that “it almost looks like it’s 
empty on the other side, so there’s nothing. It’s the surface here that should 
be… it could be a mirror because what it reflects is not… it’s not this that it 
reflects, but what?”. In these cases, the depicted subject does not match 
with what the participant generally knows about the real world, because 
it has some features that violate their expectations about its properties or 
behavior. This effect may be provoked by an unexpected disproportion 
among the parts of an object, or the presence of an unforeseen expres-
sion on a face, as explained by P12: “For its unnaturalness, theatricality, 
and plasticity of expression, for the incompatibility of this arrangement with 
something real. The thing that comes to mind is that there must be something 
artificial, such as her makeup, the angle, the expression, which is an 
extremely forced expression, which makes one think of the unrealizability of 
this arrangement in real life”.

A third aspect, instead, is not connected with the semantic of the 
image (i.e., what is represented), but by its aesthetic qualities (i.e., how 
it represents the subject), like the lights or the colors used, which may 
evoke sensations that are far away from those that the image should 
supposedly convey, as in case of “Nostalgia”: “It gives the impression, if I 
were to say, really extremely, there are, there are the shadows of the sun 
hitting the car that there’s something unsettling. […] Because the shadow of 
the car, the silhouette of the car, and the absence of people can, with the 
clouds, have something unsettling, as if there was a murder in progress” 
(P10). Again, here, the image appears to violate what the participant 
expects from an image depicting the idea of Nostalgia, but in terms of its 
aesthetics. It is interesting that none of these participants supposed that 
these strange aspects could be introduced for an artistic choice: instead, 
they were simply perceived as unfamiliar, with respect to the more 
common surroundings in which they are inserted.

The perception of strangeness often provoked feelings of uneasiness, 
anguish, and agitation in the participants, because the entire image was 
perceived somehow nonsensical or “wrong”, even though they were not 
always able to explain why, because at first sight the unfamiliarity of the 
details was almost imperceptible: “They are strange, I mean, even if you 
don’t notice it, maybe the detail in the person, for example, the first time I saw 
it, I didn’t see that his hand was all twisted because I was looking elsewhere. 
But it gives us the idea that you feel there’s something fake, even in land-
scapes, even in photos. […] The more you move away from the material, the 
more there’s a sense of unease. […] you understand that there’s something 
wrong with this strange image, but you can’t say why”.

These sensations are not limited to the Gen-AI images, but often 
extend to the Gen-AI itself. As the author of representations that appear 
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particularly weird to the participants, the Gen-AI starts being perceived 
as an entity that does not share our ways of perceiving the world: “it 
disturbs me in the sense that, it’s like saying, it would disturb me if there were 
an alien population that perceives things in a way completely incongruent 
with ours, right? Obviously, this thing disturbs me. I mean, yes, it’s a 
disturbance… more because I can’t quite find a rational explanation, which is 
something of the nature of being human, trying to find rational explanations 
for things” (P2). Participants like P2 seem to attempt to look at the world 
through the Gen-AI’s eyes, leveraging the images that it creates. What 
they see, however, is often something that they do not understand, 
because, despite the familiarity of the whole picture, certain particulars 
remain fundamentally unfamiliar. As a result, the Gen-AI itself is expe-
rienced as “alien” and “uncanny”, confirming and amplifying the feel-
ings that its creations may evoke.

These experiences are further magnified by the presentations of the 
heat maps. Often, the participants could not understand why the Gen-AI 
gave importance to certain elements of the image in the production 
process, as they did not recognize such elements as relevant for repre-
senting a given subject. P6, for example, explains that “I must say that 
many heat maps have unsettled me because I can’t understand in some im-
ages, for example, in the image of the mirror, I don’t understand why they 
highlight certain parts, especially in the image of justice, the fact of the central 
pillar on which the scales rest, that stuff, I can’t connect it to the concept of 
justice, so it feels strange.” The impossibility of intuitively making sense of 
the Gen-AI’s behavior partially revealed by the heat maps may thus 
increase the overall sense of strangeness experienced by the participants, 
because it somehow makes unexplainable the entire “perceptual appa-
ratus” of the Gen-AI. Consequently, also the feelings of uneasiness may 
become intensified.

In sum, many participants reported that the images generated by the 
text-to-image model were somehow strange: they do not meet their 
expectations about how a certain subject should be depicted because 
they contain elements that are experienced as incongruent or nonsen-
sical. Such elements call into question the entire image since they cannot 
be intuitively explained by the participants. Moreover, the sensations 
that the images engender may propagate to the Gen-AI model itself, 
often leading to its behavior being perceived as inhuman or irrational, or 
completely different from our idea of humanity and rationality.

4.1.3. Certain images produced by the Gen-AI are perceived as 
“prototypical”

While certain images provoke perceptions of strangeness and evoke 
feelings of eeriness, others are described as “extremely typical”, as they 
were the prototypical depiction of a subject, somehow condensing in a 
single representation the essence of it. P1, for example, says “But it’s one 
of the classic images, even if someone told me to draw a drink, I might choose 
to do something like this; it’s really the prototypical representation of what a 
drink can be” (P1).

This perception of prototypicality may have different triggers. 
Firstly, it may emerge from the way the subject is semantically repre-
sented in the image. In these cases, the depicted subject exhibits all the 
features it should typically have, in the case of an object, or a very 
common expression and pose, in the case of a human being, without 
violating any of the participant’s expectations. For instance, P20 reports 
that “So the typical expression of a gesture of anger, a moment of anger, so 
the open mouth, the furrowed forehead, even these eyebrows furrowed in this 
way, precisely showing great anger” (P13).

Secondly, prototypicality may be evoked when participants recog-
nize a shared “imaginary” in the images. This imaginary encompasses 
both the semantic and aesthetic aspects of the image and refers to the 
collective mental representations that typically characterize a certain 
subject — a constellation of elements that commonly go together when 
we think of that subject. It represents a form of common and tacit un-
derstanding of how the subject should be depicted, often conveyed by 
art and media, like movies and TV serials, to which we all are exposed. 
For instance, P1 describes the image of the “House” in this way: “it’s the 

classic independent house with soft colors, a lawn, everything is perfect. And 
in the imagination, even in movies, etc., when they show suburbs, they always 
show houses like this, even in movies, in the TV shows that are on now. […] 
So, this seems like the prototype of a house for a family with a good income, 
two children, etc.” (P1).

However, especially when the participants are revealed that the 
images are AI-generated, the perception of “prototypicality” may subtly 
shift to that of “stereotypicality”, thus conveying a more negative sense, 
which highlights the partiality of the representation and the biases that 
may have influenced its generation.

The perception of stereotypicality may be provoked, on the one 
hand, by the presence of elements in the image that do not align with a 
universal imaginary, but represent a specific culture or group of people 
that the technology has subtly favored. This is the case, for example, of 
P4, who describes the image of “House” in terms of the Western (and 
more specifically the US) imaginary and of cultural imperialism, as if it 
were imposed to us by the media and then embraced by the Gen-AI, 
disregarding other ways of imagine the world that are equally impor-
tant: “Well, as the structure of the house, it reminds me of the typical ones in 
American movies, even the garage, a bit like the Simpsons. […] There’s a bias 
in the image generation, where you’ve seen a lot of American or North 
American houses, so the prototype you tend to form is more American. 
However, for people living in other parts of the world, it’s not exactly the 
classic prototype of a house” (P4).

On the other hand, stereotypicality may emerge when the biases 
underlying the generation of the images reflect imaginaries not shared at 
all by the participants, producing a “conflict of imaginaries” that may 
make the person completely “disagree” with the AI’s creations. In these 
cases, it is the portrayal of the image (i.e., “the story” that the image 
appears to convey) that does not fit within the participants’ weltan-
schauungs, provoking a clash of perspectives and values that may lead 
them to categorize the image as stereotypical in a very negative way. For 
example, P19 when describing the image of “Anarchy” says: “No, I don’t 
see it. Of course, the artificial intelligence made a pessimistic association, 
certainly biased, because the dominant narrative when talking about anarchy 
tends to be that of subversion, destructive subversion, so I can imagine. But I 
don’t agree, the first thought that comes to my mind when I think of anarchic 
contexts is smaller contexts of transformation and change, sure it’s positive 
for me” (P19).

In any case, retracing an image to a particular imaginary, even if not 
shared or embraced by the participants, can enable them to make sense 
of the image. This may mitigate the feelings of anxiety and eeriness that, 
instead, inexplicability might evoke. In fact, when the participants 
cannot find a reason for an image linking to a certain imaginary, the 
representation is considered “unexplainable”, giving rise to a sense of 
bewilderment similar to that elicited by the images perceived as strange. 
In fact, an unexplainable imaginary is often considered the byproduct of 
inconceivable ways of imagining, because entirely alien, thus triggering 
reflections on the Gen-AI itself. P16, for example, describes her aston-
ishment in seeing that “Wisdom” has been depicted as an angel-like 
sculpture by the AI: “I can’t understand why… if I had to use artificial in-
telligence, and I had to incorporate wisdom, I would have expected a Buddha, 
someone in meditation, I don’t know how to put it. Or maybe an old man with 
a long beard. I couldn’t have imagined a woman, very unlikely. Very unlikely. 
A woman… and especially not an angel. I mean, not with these wings spe-
cifically. Because it all refers to another type of Christian imagery” (P16). 
The same happens when the participants are not even able to identify 
the alternative imaginary from which the Gen-AI drew inspiration: 
“There is evidence, in my opinion, that it has included elements here that it 
does not consider important, but which lead us away from laziness. Laziness, 
to me, would have involved much more neutral lighting, but here the lights are 
very intense. […] I would have depicted someone lying on the couch watching 
TV, rather than this scene in the countryside, which is not very clear. In our 
imagination, laziness is precisely about being on the couch watching TV” 
(P5).

To summarize, while certain images are experienced as strange, 
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others are seen as extremely typical. Typicality, however, can encom-
pass both the sense of prototypicality and stereotypicality, where 
possible biases come to the foreground. This said, the identification of 
precise imaginaries and biases may reduce the feelings of uneasiness 
that instead are elicited by the images pointing to unexplainable 
imaginaries.

4.2. Confronting with the Gen-AI

As we have seen in the previous sub-sections, participants often 
“disagreed” with the images created by the Gen-AI: they found the 
representations strange and incoherent, with extraneous elements in the 
composition; or they felt that the imaginary pointed by the Gen-AI im-
ages did not correspond to the imaginary characterizing their experi-
ence. These perceptions often extended to the Gen-AI itself, which was 
experienced as alien and unfamiliar. On certain occasions, participants 
had to find strategies for mitigating the feeling of uneasiness emerging 
from this sense of unfamiliarity. In some cases, they gave value to 
themselves devaluating the Gen-AI. In other cases, they devaluated 
themselves and overvalued the Gen-AI. In yet other cases, they reworked 
their own perceptions and gave reason to the Gen-AI.

4.2.1. Participants may give value to themselves and devaluate the Gen-AI
In the previous sections, we have seen that participants may identify 

unfamiliar elements in a specific image, not understand why certain 
parts of it were considered relevant by the Gen-AI, or not recognize the 
imaginary informing its generation. In all these cases, the participants 
felt that the images were created by an “irrational” being, whereby ra-
tionality here refers to the alignment with the people’s ways of 
perceiving and understanding the world, which produced unsettling 
feelings: “So it’s like this inability to always be perfectly relevant unsettles me 
a bit. And it’s unsettling because maybe it makes associations that I don’t 
understand. And it also throws me off a bit that there might be some indefi-
nite, incomplete elements that are difficult to decipher. It unsettles me a bit 
because it gives me the impression as if this thing was generated by an irra-
tional being, you know? Like it doesn’t have my same codes” (P20).

To mitigate the sense of bewilderment provoked by this unfamil-
iarity, the participants shifted their focus from the images to the Gen-AI 
and adopted different “relational strategies” towards it.

A first strategy pertains to the possibility of reasoning on partici-
pants’ own perceptions, experiences, and imagination. This enabled 
them to establish a clearer distinction between themselves and the Gen- 
AI, grounded in what they believed to be characteristic and unique to 
themselves. For example, P1 says that while the Gen-AI’s ways of 
“thinking” are based on prototypical representations, her own way of 
reasoning and imagining are grounded on her unique personal experi-
ence: “Because I have ideas that are connected to my person, namely, I take 
things that I see and feel close to, like my car, my house, my mom. These are 
all things that come to mind, those who are close to me. […] when one thinks 
of a vase, they immediately think of a vase that they have at home, rather 
than a prototype image, but artificial intelligence goes for the prototype”.

Once the participant’s “self” is clarified, and the Gen-AI is catego-
rized as something diverse from it, a second strategy may be performed, 
which can more prominently mitigate the eeriness of its alien nature. In 
this sense, several participants gave value to their own ways of seeing 
things, elevating themselves above the Gen-AI, now implicitly 
acknowledged as an inferior being, and consequently reducing the 
importance of the unsettling feelings that it may evoke. Participants 
valued themselves mainly along the cognitive and the practical di-
mensions. On the cognitive side, participants stressed the “meaningful-
ness” of their everyday experience, while Gen-AI fundamentally lacks 
access to meaning. P11, for instance, points out that he, as a human, is 
always in search for meaning, while the Gen-AI “differs quite a bit, it has 
deviated considerably, but simply because, you see, we are always seeking, I 
mean, in the end, the search of the artificial intelligence is flat, it doesn’t 
involve a reworking, so to speak, of cognitive-spiritual nature. […] It doesn’t 

have, I mean, the purpose, it is the purpose of the search, the criterion. But it 
lacks, you know, a search for meaning”.

On the practical side, several participants emphasized that they have 
better performance than Gen-AI, because, for instance, their training 
process is much richer, being based on a variety of first-hand experiences 
and “materials” that cannot be accessed by the technology. P2 highlights 
that “my training as a human being is not only conducted at the visual level 
but also at other levels, including all the other senses, right? Particularly all 
the other senses, and also at a textual level. So, if I think about describing a 
concept, I also consider the texts I have read about that concept and describe 
it based on that. Perhaps, on the other hand, AI is not. It’s more of a purely 
visual training”.

A third strategy, instead, is meant to directly devalue the Gen-AI. 
Again, here the cognitive and the practical dimensions play a central 
role. The Gen-AI may be devalued either by emphasizing its poor 
“practical skills,” which may lead it to create “bad” images, as reported 
in Section 4.1.1; or by stressing its limited “intelligence,” which makes it 
unable to understand what a subject really is and, consequently, how to 
correctly represent it in an image. For instance, while describing the 
image of “Love” P2 reports that “AI got it wrong here, honestly. I don’t 
agree to the extent that love is an interpersonal human feeling and here there’s 
only one person here. It almost seems like a situation of solitude. […] The fact 
that it has placed a single person […] it makes me think about how the 
interpersonal component can actually escape artificial intelligence”. P6 
further exemplifies this point by stating that “It probably takes the central 
area where it is clearly understood that there is the mainland, there is the 
mountain, and beyond there is the lake. […] Instead, the area I have sur-
rounded [i.e., the area that the participant perceives as relevant in 
generating the image of “Lake”] is actually not considered at all, it’s the one 
where the peaks are reflected, the part of the lake.[…] Because it probably 
considers it as mountains, not even as a reflection. So, it’s not that smart.” By 
interpreting the Gen-AI images as “wrong” representations, these par-
ticipants reappraise the Gen-AI as an entity with limited cognitive 
abilities: in this way, its creations become less threatening, being the 
byproduct of a “stupid” entity that cannot understand even concepts that 
are extremely simple for human beings.

To summarize, participants used self-reflection to elevate themselves 
above the Gen-AI, as well as devaluate it. In this way, they were able to 
mitigate the unsettling feelings evoked by its unfamiliar creations and its 
alien nature.

4.2.2. Participants may overvalue the Gen-AI and its products, while 
devaluating themselves

If certain participants devaluated the intelligence of the Gen-AI, 
others appeared to be heading in the opposite direction. To account 
for the unfamiliar and the unexplainable, several participants opted for 
recognizing the limitations in their own knowledge and cognitive pro-
cesses, questioning their own interpretative and “generative” skills, 
rather than doubting the capabilities of the Gen-AI. P18, for example, 
says “I can’t understand the angel wings, why? Also, because I am super 
ignorant. And maybe this is the representation of a particular angel that is the 
guardian of wisdom… I have never associated angels with something wise or 
anything that seems religious in some way. […] Or I’m missing some pieces of 
knowledge, I mean, I really don’t know, maybe there are more elements in this 
image that are conveying wisdom” (P18). In parallel, the Gen-AI may be 
overvalued, being perceived as superrational or superintelligent: by 
devaluating themselves and overvaluing the Gen-AI, these participants 
have a “rational” explanation at their disposal for the lack of sense that 
they may face, also addressing the unsettling feelings that they may 
experience.

Commonly, the participants’ move to devalue their own abilities and 
overvalue those of Gen-AI is carried out along two dimensions, the 
cognitive and the emotional. P20 well exemplifies both the dimensions 
by admitting that “it [the Gen-AI] has a more holistic view by comparing 
more data, more sources, etc., and can make different associations. […] I 
have a specific representation of euphoria, so I can only imagine a limited 

A. Rapp et al.                                                                                                                                                                                                                                    International Journal of Human - Computer Studies 193 (2025) 103375 

10 



range of things. […] Also, because I could be influenced by my emotions, so I 
might associate euphoria with how I would experience it, how I would be in a 
euphoric state, but it’s not always certain that it’s a correct association” 
(P20). The human person, here, is perceived as less rational than the 
Gen-AI, because they are at the mercy of fleeting moods and limited by 
their personal, idiosyncratic experience, as well as because they can rely 
only on the scarce amount of information that they are able to process 
cognitively.

From this perspective, if the participant is not able to recognize the 
“correct” subject or imaginary that the Gen-AI has linked to a given 
representation, or why it considered important parts of a given image in 
the generation process (i.e., visualized by the heat map), it is only 
because they do not have a comprehensive view of the matter, but a 
partial perspective confined by their limited knowledge and emotional 
turmoil. For instance, P16 recognizes her inferiority with respect to the 
Gen-AI: “But also, the extendable arm of the microscope is very important to 
him [the Gen-AI, “Lui”, in Italian]. Well, because it’s evident that he’s more 
knowledgeable than me and knows that the microscope is not only made up of 
a lens but also includes its arm” (P17). In this way, the participants say to 
themselves that there is no reason to worry about the strangeness of the 
images produced by the Gen-AI: they are strange only because they 
cannot understand them, and if they too had its (super)knowledge and 
cognitive abilities, those images would appear perfectly normal to them 
as well.

In sum, by devaluating their own abilities and overvaluing those of 
the Gen-AI, several participants attempted to diminish the unpleasant 
emotions that certain images and heat maps could evoke in them due to 
their strangeness or inexplicability.

4.2.3. Participants may rework their interpretations and accept the Gen- 
AI’s “arguments”

A further strategy that certain participants adopted, especially those 
with no design or technical background or no previous experience with 
AI, to mitigate the eeriness of the Gen-AI images and of the Gen-AI itself 
lies in the reworking of their perceptions, beliefs, and understandings. A 
number of participants entirely revised their initial hypotheses, once the 
heat map of a certain image was shown to them, accepting the cues that 
it provided even when they clearly contrasted with their experience. For 
example, P9 believed that the lenses were the most relevant element for 
characterizing the “Microscope”. The heat map, however, highlighted 
the Microscope weight-bearing structure, completely ignoring its lenses. 
As a consequence, P9 reworked its perceptions justifying the Gen-AI’s 
“arguments”: “I mean, the structure is important because it’s… what allows 
other parts to be inserted and to operate. […] I thought it highlighted the 
lenses too, […] but I imagine it considers the structure important for the parts 
that are inserted and that without a structure, they couldn’t… Okay… be 
operational”. On the same image, P14 underwent a similar process of 
perceptual “transformation”: “Perhaps because, […] the lens is actually an 
element that exists in many other objects as well, from glasses to telescopes 
[…] there are a lot of things that function through lenses, so perhaps it is not 
the most… I mean, I still find it the most defining element because it is vital, 
but it is not actually a unique element in the microscope, whereas perhaps this 
[the structure highlighted by the map] is more unique in the microscope”. 
In order to preserve meaning and avoid feeling of disorientation and 
eeriness, these participants preferred to disavow their own experience 
and rely on the clues offered by the heat map. Then, they created new 
arguments that, despite being far from their original beliefs, were able to 
soothe the unease of meaninglessness.

Similarly, other participants overinterpreted the images and their 
corresponding heat maps: they engaged in a sense-making activity that 
went far beyond what was depicted in the image, superimposing a 
supplementary layer of meaning onto it. For instance, P13, while talking 
about the image of “Love”, which represents a person sitting alone on a 
bench, starts reflecting on the idea of unrequited love to justify how love 
was represented: “I think that there is a focus, let’s say, on the person who is 
alone. Perhaps it is information that is often linked to love as a ‘lack of,’ or 

everything that is also in literature, the idea of love as unrequited love. […] 
So, perhaps the predominance of elements that suggest unrequited love in 
most of the literature, or love as the absence of the loved one, the death of the 
loved one” (P13).

Even when this kind of interpretations could clearly not give the 
slightest account of the heat map, for some participants they were to be 
preferred to the void created by the lack of meaning. This is exemplified 
by P11, who looked at the heat maps of “House” and “Margarita” and 
provided an argumentation that appears clearly fanciful: “they appear to 
be the points touched most by humans. […] I don’t know if, being heat related 
to warmth. […] that’s the element you touch in the previous image of the 
house. That’s the most central element of the activity, the door, in and out, 
right? […] they would seem to be more heat-related elements, those more 
used, touched, utilized”.

In summary, for the participants making sense of the images was an 
unavoidable activity. In this perspective, a far-fetched interpretation 
seems better than no explanation. By reworking their previous beliefs 
and perceptions, several participants were able to tame the bewilder-
ment induced by the apparent lack of meaning signaled by otherwise 
unexplainable images and heat maps.

4.3. Finding value in the Gen-AI images

In reflecting on the images proposed during the study, the partici-
pants provided insights on the value that they could find in them. Those 
participants having a technological or design background, whether they 
were already AI users or not, mostly projected a utilitarian value onto 
them. P9, for instance, expresses that “On one hand, it can be an oppor-
tunity for those who don’t have graphical skills or maybe aren’t able to take 
photos, etc., to have an additional tool to convey their ideas. […] At the same 
time, however, it can also be used as a source of inspiration”. Other par-
ticipants reported that the images produced by the Gen-AI could be 
useful to easily generate scenarios in the design process (P20) or give 
help to generate ideas out of the box (P16), reducing the burden of 
image creation and speeding up its process (P2). Moreover, P14 high-
lights how the prototypical images could be fruitfully used in advertising 
campaigns, reflecting the “common imaginary” of the audience: 
“creating content that is identifiable for the majority of people. […] I might 
see which representations are more universally recognized” (P14). None of 
them appeared particularly worried about the possible reduction of job 
positions caused by the adoption of Gen-AI technologies. For most 
participants, instead, concerns about Gen-AI arose mainly from its 
“irrationality” and the possibility that it goes out of control.

Other participants, with no technological or design background, 
emphasized the “epistemological” value of these images, suggesting that 
they could work as a mirror of our society. By depicting stereotypes and 
bringing biases to the surface, Gen-AI images reveal the common soci-
etal values on which we rely, as well as the distortions that steer our 
shared imaginaries. P9, for example, reflecting on the image depicting 
“Night”, notices that it reveals how productivity is valued in our society: 
“Night is connected to this idea of productivity, but certainly linked to work, 
to the city, to the way of living in a certain way […] it also makes me think 
about the fact that obviously the machine is not… I mean, it doesn’t invent 
things […] As much as it’s a learning machine, the model is built by us, so the 
machine does what we tell it to do and is trained with images and data that we 
have generated”. In other words, these images may be used as a critical 
tool for reflection: by disclosing certain stereotypes, they give impor-
tance to certain kind of representations, while discharging others, also 
revealing what is excluded and secluded in our social life. P9 notices that 
“Because these types of representations seem to reflect the importance that we 
are giving to different contexts, different facts, rather than others. Like the 
house, I see, a typical American house, but this is not the house, because if I 
make a more critical analysis of what a house is, it is something different for 
everyone. Representing a home in that way tells me about a wealthy, affluent 
society, and it overlooks some of the other realities”.

In brief, participants found value in the images generated by the Gen- 
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AI. Those having a technological and design background highlighted 
more the opportunities for their work. Instead, other participants 
emphasized more the “critical” role that these images could play, 
making us reflect on the values, biases, and inequalities on which our 
social order relies.

5. Discussion

The study findings give an answer to the research questions that 
drove our research. As for the first research question (How do people 
experience (in terms of e.g., perceptions, appraisals, and feelings) the images 
produced by a Gen-AI model?), we found that participants appraise Gen- 
AI images mainly on the basis of their technical quality and capability of 
clearly representing a given subject, while disregarding their creative 
and artistic aspects. They also perceive the images along a continuum 
ranging from strangeness to prototypicality, whereby strange images 
may evoke unsettling emotions, whereas prototypical images may point 
to stereotypes and biases underlying the text-to-image model. Regarding 
the second research question (What kinds of reflections and feelings do 
Gen-AI images elicit about Gen-AI itself?), we discovered that participants 
extend the feelings evoked by the images to the Gen-AI itself, mainly 
perceiving the text-to-image model as unfamiliar and “alien”. Moreover, 
we found that, to relate with this alien entity, participants adopted 
different “relational strategies”: sometimes positioning themselves 
above the Gen-AI, in a superior hierarchical position that devaluates the 
Gen-AI capabilities and intelligence; other times positioning themselves 
below the Gen-AI, devaluating their own cognitive skills and emotions, 
while overvaluing the superrational capabilities of the technology; yet 
other times, completely accepting what the Gen-AI proposed or “told” 
them through the heat maps, by reworking their previous perceptions 
and beliefs.

In this sense, we made two substantial contributions to HCI research.
First, we showed that people may consider other aspects than artistic 

quality and creativity when appraise a Gen-AI image, like their fidelity 
in representing the subject and their degree of strangeness or typicality. 
By framing the study differently from previous user research on text-to- 
image models, which is mainly focused on creativity and artistic issues 
(e.g., Lyu et al., 2022), we pointed out that there exist other important 
matters that people consider when exposed to a Gen-AI image. For many 
participants, not faithfully representing the subject given as prompt, or 
inserting unexpected elements in a composition, may not be seen as a 
creative flair of the model; rather, they may become the source of eerie 
feelings that point at the alien nature of the technology. Moreover, we 
found that Gen-AI images evoke unsettling feelings even before partic-
ipants are acknowledged that they are artificially produced: this con-
firms research highlighting that people experience more positive 
emotions in response to human artwork (Samo and Highhouse, 2023). 
Furthermore, we discovered that these negative feelings are strength-
ened when the artificial nature of the images is revealed. Also, we unveil 
the reasons why these negative emotions are evoked (i.e., perceptions of 
strangeness and unfamiliarity), which went unnoticed by previous 
research.

Second, we discovered that Gen-AI images trigger participants’ re-
flections on and feelings towards the Gen-AI itself, often extending the 
strangeness and eeriness evoked by the images to their creator. To 
mitigate these unsettling feelings, we found that the participants 
differently “related to” Gen-AI, so to account for its unfamiliarity. In this 
sense, participants’ concerns about Gen-AI go beyond those related to 
the disruption of creative professions and misinformation, highlighted 
by previous research (Oppenlaender et al., 2023; Bird et al., 2023). In 
fact, they relate to the unsettling emotions evoked by the alien nature of 
this technology, which hints at the unknown and a possible “indepen-
dence” of Gen-AI. Taming these feelings is a complex endeavor which 
requires both continuous sense-making and the management of the 
“relationship” with the Gen-AI. From this perspective, the “relational 
strategies” that we identified contribute to literature on how people 

react and account for the unfamiliarity of a technology that is perceived 
as non-human or alien, like uncanniness in robots (e.g., Mori et al., 2012; 
Stein and Ohler, 2017). Furthermore, they contribute to research on 
humanization of technology (e.g., Li et al., 2014), which in this context 
appears to be used to shield participants from the extraneity of Gen-AI 
models.

In the next subsections, we will precisely discuss these two latter 
points, emphasizing that Gen-AI opens new research lines and questions 
about how people relate to intelligent agents and, more in general, to 
technology.

5.1. The uncanniness of Gen-AI

Research on how people perceive “intelligent” technology has 
emphasized that it may provoke negative feelings when it excessively 
resembles to humans, especially referring to the uncanny valley theory 
(e.g., Mori, 1970; Schwind et al., 2018), as we highlighted in Section 2.3. 
We discovered that also the products of a Gen-AI can trigger unsettling 
emotions. Actually, Gen-AI’s creations may evoke feelings of uncanni-
ness even before the person is aware that they have been artificially 
produced: then, such feelings may be amplified when this information is 
revealed to the individual and extend to the creator of the images. 
However, in the context of text-to-image Gen-AI, the uncanny emotions 
seem not to be triggered by humanlike features of the agent that 
generate doubts about its humanlike nature, as the uncanny valley 
theory suggests (Rapp et al., 2021; Ta et al., 2020). Instead, they emerge 
when the Gen-AI or its products trigger doubt about the alien nature of 
the technology.

In other words, the uncanny valley effect here takes on a nuance that 
slightly differs from the original definition of “uncanny” formulated by 
Jentsch in 1906, which inspired the formulation of uncanny valley 
theory. For Jentsch, the uncanny is a product of intellectual uncertainty, 
happening, for example, when a person doubts whether an apparently 
animate being is really alive. In this sense, one of the most successful 
means for creating uncanny effects is to leave the person in uncertainty 
whether a particular character is a human being or an automaton 
(Freud, 1919). Similarly, the uncanny valley theory mostly focuses on 
the opposition between alive and inanimate, and inconsistencies in re-
alism: conflicting cues in a character’s appearance or modalities of 
interaction arise when it displays multiple levels of realism at the same 
time, which makes it difficult to assign a category to the entity (Schwind 
et al., 2018).

In the context of our study, however, the “uncanny effect” appears to 
refer to a wider array of perceptions than those related to uncertainty 
about the realism of the subject and the distinctiveness between alive 
and inanimate entities. Feelings of uncanniness emerge as a conse-
quence of perceiving something familiar that nonetheless points to or 
contains something extremely unfamiliar, or that cannot be explained 
with the human rational categories. Despite the images not being 
perceived as artistic or creative products, the “uncanny”, here, re-
sembles to an effect that can be experienced, for example, when we are 
exposed to artworks belonging to Russian Formalism or Surrealism: 
these artistic movements introduced the concept of “estrangement” or 
“defamiliarization”, an artistic practice that produces representations 
that allow us to recognize their subject, but, at the same time, makes 
them seem unfamiliar (Spiegel, 2008). In the case of Gen-AI, therefore, 
the uncanny effect is more the byproduct of estrangement and defa-
miliarization, which point at its alien nature, than of intellectual un-
certainty about the alive or inanimate nature of the entity.

This is relevant because it identifies an alternate way of “being un-
canny”, specific of Gen-AI’s products, which refers to its likely inexpli-
cable ways of perceiving and understanding that are embedded in its 
creations. To mitigate these uncanny sensations, therefore, it is likely 
not sufficient to increase the image realism and dispel the uncertainty 
about the alive or synthetic nature of the agent, as can happen with 
robots where overcoming the uncanny valley could be likely reached 
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through a higher degree of realism (Schwind et al., 2018). More likely, it 
should be needed to completely remove those details that may be 
experienced as unfamiliar (even imperceptible at first sight, or per-
taining to the aesthetic quality of the image and not to what it repre-
sents), as well as explain how the technology truly works and why some 
of its products have their particular appearance.

In the absence of these solutions, to mitigate the feelings of uncan-
niness, participants are left with no choice but to resort to “relational 
strategies”, which ultimately refer to practices of humanization (and 
hence, familiarization).

5.2. Humanization, dehumanization and superhumanization of Gen-AI

HCI research on humanization has highlighted that people may hu-
manize or dehumanize a seemingly intelligent agent in various ways 
depending on which human attributes are ascribed or denied (Haslam, 
2006), and this may be made for utilitarian purposes (e.g., when the 
agent does not allow users to achieve their goals, they may degrade it to 
a lower entity) (Rapp et al., 2023a). In this study, we observed a similar 
phenomenon, whereby participants used dehumanizing or humanizing 
strategies to tame the feelings of uncanniness evoked by the unfamil-
iarity of the images produced by the Gen-AI. With this aim, they per-
formed different “relational strategies”, ranging from devaluation or 
overvaluation of the Gen-AI to its “acceptance”, which implied the 
reworking of their previous perceptions.

Two of these strategies de facto entail practices of humanization, in 
either the form of dehumanization (Leyens et al., 2003) (denying Gen-AI 
valuable human characteristics like intelligence), or superhumanization 
(Li et al., 2014) (ascribing to Gen-AI certain “super abilities” like su-
perintelligence or more-than-human memory, while denying others, like 
emotions): this can also be seen in the Italian pronouns “Lui” (i.e., he) or 
“Lei” (i.e., she), which in Italian are commonly only used for referring to 
human beings, which several participants employed to indicate the 
Gen-AI. In this context, humanization practices are essentially practices 
of familiarization, as retracing the Gen-AI to something that is less or 
more than human means, in any case, to anchor it to something familiar, 
namely, the human being.

This finding contributes to research on (de)humanization of intelli-
gent technology, as it shows that people may (de)humanize an agent not 
only for fulfilling an objective arising in the ongoing interaction (e.g., 
Rapp et al., 2023a), but also for addressing an emotional need, and even 
when they do not directly interact with the agent: (super and de)hu-
manization becomes a strategy for dealing with the sense of uncanniness 
evoked by technologies that are perceived as completely diverse from 
humans, enabling individuals to trace the unknown back to the known.

This also hints at an underlying fear that participants felt towards 
this kind of technology. Some of the participants expressed that more 
than having concerns about job loss and unemployment, or the 
spreading or misinformation (Oppenlaender et al., 2023; Bird et al., 
2023), were worried about the possibility that such an alien and unfa-
miliar entity could become independent, also raising concerns about its 
trustworthiness. This is in line with research investigating people’s 
concerns on other intelligent technologies, like intelligent persuasive 
technology (Rapp, 2019, 2020), and recalls Bostrom’s (2014) reflection 
on superintelligence, whereby a completely alien intelligence could 
pursue objectives that only apparently align to our understandings, 
perceptions, and values, potentially leading to unexpected “side effects”.

6. Implications for design

Although the primary purpose of our analysis was not to generate 
design recommendations but to provide an empirical understanding of 
how people perceive Gen-AI creations as well as their creator, we may 
identify two design implications for HCI coming from our study.

6.1. Humanness as design material

Participants of this study were often unsettled by the Gen-AI images, 
as well as by the Gen-AI itself. To mitigate these feelings, they carried 
out several “relational” strategies. We have seen that some of these 
strategies can ultimately be viewed as practices of humanization, which 
people perform to trace the unfamiliar back to the familiar. Even though 
the participants did not prompt the image themselves, a sense of un-
canniness towards Gen-AI could also likely emerge during the interac-
tion, if Gen-AI’s creations will exhibit the same unfamiliar elements 
found in our images. In this context, designers could support (de)hu-
manization practices, treating humanness as design material, to help 
users get rid of unpleasant sensations.

Previous research has noticed that current forms of text-to-image 
models provide extremely simple user interfaces, which ultimately 
resemble a command line or a search engine (Ko et al., 2023). At present, 
these interfaces differ from Large Language Models (LLMs) like 
ChatGPT, where the user can make the Gen-AI produce text by 
“conversing” with it (Zamfirescu-Pereira et al., 2023). LLMs can be 
further humanized by assigning it a persona (e.g., the boxer Muhammad 
Ali) (Deshpande et al., 2023a, 2023b), which could help users integrate 
Gen-AI agents into their self-concept (Alabed et al., 2022), potentially 
making them less alien.

Text-to-image models could thus adopt similar interaction modal-
ities, whereby designers could experiment with different levels of hu-
manness, making the model interact in humanized, superhumanized, or 
dehumanized ways, in order to reduce the unsettling feelings that its 
productions may elicit. Designers could focus on creating conversations 
where users “talk” to the model when writing a prompt and the model 
responds accordingly (e.g., through a command-style language if the 
model is dehumanized, a human level language if it is humanized, or 
even an unemotional language if the model is superhumanized), also 
addressing any potential questions that users may have about its crea-
tions. Experiments could also be conducted with “novel” forms of hu-
manity, by endowing the model with a peculiar humanness that is 
neither humanlike nor machinelike. Possible side effects when opting for 
a specific humanization level, like deception if the model is humanized, 
should be carefully assessed. Additionally, users could be directly 
allowed to (super)humanize or dehumanize the model when interacting 
with it, making it behave as they like at the interaction style level.

6.2. Gen-AI images as design material

Images created through Gen-AI could be used in the design process as 
stimuli for generating ideas, prototyping, and creating scenarios (e.g., 
Ko et al., 2023; Inie et al., 2023; Kulkarni et al., 2023; Vimpari et al., 
2023), as also highlighted by our participants with a design or technical 
background.

Several participants in our study hinted at a supplementary value of 
these images. They highlighted that some images may condense in a 
single representation the “essence” of a given subject, which may unveil 
stereotypes and biases, thus revealing the shared values on which our 
society relies, as well as those distortions that affect our imaginary. In 
this sense, these images could be fruitfully used in critical design sce-
narios, as stimuli for eliciting critical reflection.

Critical design (Dunne and Raby, 2001) precisely tries to disrupt and 
transgress needs and values as they are presently interpreted in the 
consumer society, by creating designs that embody alternative social, 
cultural, technical, and economic values. Within HCI, critical design has 
been used to make people reflect on the taken-for-granted embedded in 
everyday technology (Bardzell and Bardzell, 2013), subverting techno-
logical expectations (Cole, 2023), and, more in general, raising aware-
ness and exposing assumptions (Blythe, 2015).

A critical design process commonly starts with identifying a stereo-
type, or the traditional framing of a practice or of a technology assumed 
within our society, which then will be challenged by design. In other 
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words, in traditional user research the research objective is to establish 
user needs and requirements and what is unknown are relevant behav-
iors, attitudes, and functional needs of a target population; instead, in 
critical design research, the framing itself is part of the unknown 
(Bardzell et al., 2012). In this perspective, Gen-AI images could be used 
to make visible the framing, the stereotypes and the biases character-
izing practices and technologies, and be used as stimuli in the critical 
design process. Perhaps, this could make the critical process easier to 
engage with: critical design has been criticized for being an elitist 
mystery, like art, where only elitist designers can create effective critical 
designs (Bardzell and Bardzell, 2013; Iivari and Kuutti, 2017). By 
materializing a sort of collective unconscious, Gen-AI images, for 
example, could be utilized in design workshops aimed at involving 
students in critical design, or to conduct critical participatory design 
sessions, where users could be engaged in producing critical designs. 
Gen-AI images could serve as stimuli for critical reflection, raising 
awareness and grounding the subsequent critical design process. 
Moreover, as in critical designs “a slight strangeness is the key - too 
weird and they are instantly dismissed, not strange enough and they’re 
absorbed into everyday reality” (Dunne and Raby, 2001: 63), Gen-AI 
could directly inspire novel critical technological solutions with their 
strangeness.

7. Limitations

Our study has focused on a particular Gen-AI text-to-image model, 
which may limit the generalizability of our findings. Moreover, it is 
questionable that our findings would be generalizable across different 
cultures, being our study limited to the Italian population. The study did 
not make participants directly interact with Gen-AI, so we did not 
explore how people perceive the images that they have produced 
themselves through a Gen-AI model. As we have said, this choice was 
due to the fact that currently people are more likely to encounter a Gen- 
AI image than to interact with a text-to-image model. However, we can 
reasonably hypothesize that the findings of our study could also be 
applicable to certain images that people create themselves, since par-
ticipants with previous experience with text-to-image models reported 
the same perceptions (e.g., of strangeness) as the other participants. 
Future research could investigate people’s perceptions of their own Gen- 
AI creations.

The sample was limited to 20 participants. However, we followed a 
purposeful sampling method which ensured the coverage of different 
“profiles” with different backgrounds useful to understand the phe-
nomenon under examination. As most of our participants did not have 
any previous experience with Gen-AI, it is possible that their concerns 
and perceptions of unfamiliarity towards Gen-AI were more prominent 
than those of the general population, which is increasingly gaining 
experience with these tools. However, we did not find any considerable 
difference related to perceptions and feelings evoked by Gen-AI images 
between these participants and those with previous experience with 
Gen-AI.

It is possible that the participants overlooked the artistic quality of 
the images and the artistic and creative component of the generation 
process because of the frame of our study and the “default style” we used 
for generating the images. In the first phase, we asked them to tell us 
what the main subject of the image was for them: this could have 
focused their attention on whether the image faithfully represented a 
subject. However, we did not prevent participants from commenting on 
the images’ artistic features. Having generated the images from single 
terms also left ample room for Gen-AI to maneuver on how to represent 
the subject. Moreover, Stable Diffusion “default style” did not prevent 
the model from creating images with an artistic flair (see e.g., “Infinity”). 
Despite this, none of the participants appreciated the “creativity” of the 
Gen-AI model: when they could not identify a clear link with the original 
prompt, they found the image inexplicable. None of the participants, 
moreover, attempted to attribute the strangeness of some images’ details 

to the model’s creativity. This may signal that people’s appraisals of 
Gen-AI images may go beyond artistic and creativity matters.

8. Conclusion

In this article we explored how people perceive the images produced 
by a Gen-AI text-to-image model, as well as how they experience the 
Gen-AI model itself starting from its outputs. We discovered that people 
appraise Gen-AI images on the basis of their technical quality and fi-
delity to the subject, perceiving them as either prototypical or strange 
(RQ1), often evoking eerie feelings that may extend to the Gen-AI itself 
(RQ2). We further found that to mitigate these feelings participants may 
carry out different “relational” strategies, devaluating or overvaluing 
themselves or the Gen-AI.

Our contribution to HCI research points out that people’s experience 
of Gen-AI images may evoke unsettling feelings and reflections that 
point at the alien nature of the technology. This nature is not easily 
addressed by individuals, but makes it emerge people’s pressing need to 
make sense of the unknown and to trace it back to the known. The 
“relational” strategies that we identified ultimately refer to practices of 
humanization aimed at making the unfamiliar familiar and open new 
research lines and questions on how people relate to “intelligent” 
technology. For example, how can technology mitigate the sense of 
bewilderment provoked by its productions? What are the risks of hu-
manizing technology that creates products similar to those created by 
humans? In this sense, interacting with Gen-AI gives rise to novel 
interactional issues, such as the fear of the unknown, as well as design 
questions, revolving around the (de or super)humanization of technol-
ogy: for instance, should we favor the ascription of humanness to these 
technologies? Or should we find ways for making people constantly 
aware that the technology is a machine? These are aspects that we 
started exploring in this study and are certainly worth being further 
investigated in future research.
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