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Chapter 1

Introduction

In my thesis, I develop two distinct themes. The first part of my thesis is
devoted to indicative conditionals and approaching them from an empirically
informed perspective. In the second part, I am developing classical topics of
philosophy of science, specifically, scientific objectivity and the role of val-
ues in science, in connection to recent methodological developments revolving
around the Replication Crisis.

1.1 Conditionals and Causal Claims

Indicative conditionals are important and widely used expressions. They are
central for reasoning, explanation or prediction. Still as mentioned by some
authors (see e.g., Douven 2016) despite the long history of studies dedicated
to conditionals almost everything about them is controversial. For example,
the truth conditions of conditionals are controversial and the main competitors
are the material implication, three-valued semantics, possible world seman-
tics, and inferential semantics. Material implication is the oldest theory, it was
developed as part of the project of the mathematization of logic at the begin-
ning of the twenty century. It is a truth-functional proposal, it defines the
truth-conditions of conditionals in terms of the truth values of its arguments.
According to the theory, a conditional is false if its antecedent is true and its
consequent is false and it is true in any other case. Since it was proposed, many
problems with the material implication were diagnosed, for example, the fact
that the falsity of antecedent is sufficient for the truth of the conditional is re-
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garded to be unintuitive and therefore considered to be one of the paradoxes of
material implication. Similarly, Edgington 1995 shows that the implications of
the theory for the probability of conditionals are problematic. Despite all that
the material implication still has some proponents. Typically such proponents
defend the core truth conditions by including additional auxiliary assumptions
(see e.g., Johnson-Laird and Byrne 2002 or Jackson 1987). The mentioned para-
dox of the material implication motivated another truth-functional approach,
the three-valued semantics (see e.g., Finetti 1936, Cooper 1968 or Belnap 1970).
Similarly as in the case of material implication these semantics recognize a
conditional as false if its antecedent is true and its consequent is false and
as true if both arguments are true. On the other hand, if the antecedent is
false a conditional has the third value. The standard interpretation of the third
value is undefined, the conditional in such case lacks the truth value. This
difference makes the theory more intuitive which explains its popularity. It is
popular among psychologists (see e.g., Baratgin et al. 2018) philosophers (see
e.g., Cantwell 2008 or Egré, Rossi, and Sprenger 2019) or computer scientists
(see e.g., Dubois and Prade 1990 or Goodman, Nguyen, and Walker 1991). The
different approach is taken by proponents of possible world and inferential
semantics. Both theories are based on the assumption that an adequate seman-
tics for conditionals cannot be truth-functional. The possible world semantics
claims that a conditional is true if the consequent is true in the most similar
possible world in which antecedent is true. The original idea was presented
in Stalnaker 1968 while related theories where proposed in Lewis 1973b or
Kratzer 1989. Finally, the inferential semantics starts with the intuition that the
connection between arguments is a necessary condition for the truth of a con-
ditional. This connection can be conceptualized as an inferential connection,
consequently, inferential semantics claims that a conditional is true if there is
an inferential connection between the arguments of conditionals. Versions of
inferential semantic were defended in Krzyżanowska, Wenmackers, and Dou-
ven 2014 and Douven et al. 2019. In contrast to all of these proposals some
authors claim that conditionals are not truth-apt expressions and therefore do
not have truth conditions at all. This view is called the non-truth value view
(NTV). A big part of the motivation for it is dissatisfaction with the proposed
semantics but some other arguments were proposed to support it, see for exam-
ple Bennett 2003 or Edgington 1995 and Douven 2015 for a critical discussion.
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Proponents of such a view have to explain why natural language users tend to
systematically use some conditionals and not another. In the case of truth-apt
sentences this is explained by truth values but how can we explain it if we
deny that conditionals are truth-apt? The proponents of NTV typically use the
notion of acceptability. Acceptability roughly means aptness to be accepted in
conversation. Two types of acceptability are discussed in the context of con-
ditionals, the categorical acceptability which typically plays the role of truth
and graded acceptability which may be used as a substitute for a probability.
Similarly, as in the case of truth conditions, the acceptability of conditionals
is controversial. In the case of the graded acceptability, the standard view is
Adams’ Thesis (Adams 1975):

AT ac(A→ B) = p(B|A)

which equals the acceptability of a conditional with conditional probability
of the consequent given antecedent. It was defended for example, by Jackson
1987. On the other hand, it was recently criticized from both theoretical (e.g.,
Hájek 2012) and empirical perspective (e.g., Skovgaard-Olsen, Singmann, and
Klauer 2016) and alternative proposals were proposed (e.g., Crupi and Iacona
2019a). It is similar in the case of categorical acceptability. The standard view
of categorical acceptability of conditionals is:

QAT An indicative conditional “If A, B” is assertable for/acceptable to a per-
son if and only if the person’s degree of belief in B given A, Pr(B|A) is
high.

An alternative proposal was proposed in Douven 2008 (see chapter 2).
Moreover, Douven and Verbrugge 2012 present an experiment that shows that
the alternative theory fits intuitions of natural language speakers better.

Other controversial topics include probability of conditionals (see e.g., Evans
and Over 2004 and Skovgaard-Olsen, Singmann, and Klauer 2016) or updating
with conditionals (see e.g., Eva, Hartmann, and Rad 2019). Finally, the best
way to approach all these issues was also until recently controversial. Tra-
ditionally, philosophers based their theories concerning conditionals on their
own intuitions elicited in consideration of the case by case studies. For ex-
ample, that is how Jackson (1987) argues for Adams’ Thesis which equates
assertability of conditionals with the conditional probability of its consequent
given antecedent:
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“Take a conditional which is highly assertible, say, ‘If unemploy-
ment drops sharply, the unions will be pleased’; it will invariably
be one whose consequent is highly probable given the antecedent.
And, indeed, the probability that the unions will be pleased given
unemployment drops sharply is very high.”

Recently an alternative, experimental approach gained a lot of popularity.
Conditionals received a lot of attention from psychologists, all of the issues
mentioned above were empirically tested. The truth-conditions were tested for
example, in Douven et al. 2019 or Krzyżanowska, Collins, and Hahn 2017 while
the probability of conditionals were tested for example, in Evans, Handley,
and Over 2003, Over et al. 2007 or Skovgaard-Olsen, Singmann, and Klauer
2016. As pointed out by Douven 2016, the results of such experiments are
typically more generalizable and robust than the intuitions of a single author
and therefore they should provide a firmer basis for new theories. In effect, this
turn toward experiments should make progress more likely. So after almost
twenty years of extensive empirical studies dedicated to conditionals was this
promise fulfilled? Is there any more consensus because of all the collected
empirical evidence? The answer seems to be a tentative yes. In recent years
a dominant paradigm of thinking about conditionals emerged. Inspired by
the work of Ramsey, de Finetti, and Adams, the paradigm is built around The
Equation:

Equation P(A→ B) = P(B|A)

which equates the probability of conditionals with conditional probability
of the consequent given the antecedent. It was supported by a number of
empirical studies (e.g., Evans, Handley, and Over 2003, Over et al. 2007, Fugard
et al. 2011 or Pierre and Gauffroy 2015) and in a big part because of that it
become the core of the dominant approach to conditionals (see e.g., Over and
Cruz 2018). The Equation is typically combined with a version of three-valued,
de Finetti’s semantic (e.g., Baratgin et al. 2018) or with rejecting the idea that
the conditionals are truth-apt (e.g., Edgington 1995).

In the part of my thesis devoted to conditionals, I will follow the empirical
approach to the study of conditional in basing my conclusion on the available
empirical evidence rather than my intuitions. I will also present an original
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experiment conducted (together with my co-authors Jan Sprenger and Noah
van Dongen) to shed some light on the aspect of the semantics of conditionals
which was not yet extensively studied, the relation between them and causal
claims. On the other hand, I will argue against the dominant paradigm partly
by appealing to newer experimental evidence provided for example in the
work of Igor Douven, Niels Skovgaard-Olsen or Karolina Krzyżanowska.

1.2 Objectivity, Replication and Values

The second theme of the thesis is the Replication Crisis and its implication for
some of the traditional issues of philosophy of science like the role of values in
science or scientific objectivity.

Experimental science is undeniably successful. Just as in the case of con-
ditionals, in countless other cases, the experimental approach proved to be
fruitful. On the other hand, recently several problematic issues were diag-
nosed. Firstly, some of the practices which are commonly used by scientists
were diagnosed to be detrimental for the reliability of the experiments through
simulations or empirical studies (e.g., Simmons, Nelson, and Simonsohn 2011;
Wicherts et al. 2016). Scientists rarely decide to out-rightly fraud their results
(for a clear example see e.g., Stapel 2012). On the other hand, there seems
to be a class of widely used practices which while not being fraudulent are
credited with inflating the rate of false-positive results. Evidence suggest that
these Questionable Research Practices are prevalent in science (e.g., Simmons,
Nelson, and Simonsohn 2011). They include hypothesizing after results are
known (e.g., Murphy and Aguinis 2019), data dredging (e.g., Head et al. 2015)
or optional stopping (e.g., Montori et al. 2005). Similarly, the reliability of an
experiment can also be compromised by biased methodological decisions (e.g.,
Wilholt 2008). Partly in effect of those practices estimated rates of replicabil-
ity of experiments are disappointingly low (e.g., Open Science Collaboration
2015). This constitutes the Replication Crisis which was extensively discussed
in methodological literature. The causes of the crisis were discussed (e.g., Ioan-
nidis 2005) but also a way to remedy it and if it is problematic in the first place
(e.g., Stroebe and Strack 2014). Surprisingly, the Crisis is not widely discussed.1

1A notable exception is Romero 2016.
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How does all this connect to the issues like the role of values in science or
objectivity? The philosophical literature devoted to both of these issues is built
in opposition to a value-free ideal of science and value-free objectivity. A value-
free ideal attributed to neo-positivists claims that scientists should not use their
non-epistemic values when they justify their hypotheses. The value-free objec-
tivity inspired by the ideal claims that a scientific practice to be objective must
not involve choices motivated by non-epistemic values. The value-free ideal
was undermined by several influential arguments like the underdetermination
argument (e.g., Longino 1990) or inductive risk argument (e.g., Rudner 1953)
and become unpopular. Today the main topic of discussions seems to be which
of the non-epistemic values should be used or how can we use them, rather
then if we should use them. For example, Douglas 2009 claims that only indi-
rect uses of values are acceptable which roughly amount to values guiding the
methodological choices made for the sake of the experiment.

In the case of the objectivity the dissatisfaction with value-free ideal was
transmitted to the value-free objectivity which resulted in a multitude of al-
ternative conceptualizations of objectivity (see e.g., Douglas 2004 or Koskinen
2018). Some of them are based on the new ideals of scientific conduct. For ex-
ample, Longino 2004 proposes an alternative ideal of scientific conduct which
recommends the inclusion of all values present in a given society combined
with a critical discussion concerning the admissibility of all of them. At the
same time, she proposes the corresponding conceptualization of scientific ob-
jectivity (Longino 1990) which claims that a scientific practice becomes more
objective the more distinctive values were discussed and included for its pur-
pose.

My assumption in working on both those issues was that the philosophy
of science should be informed by current development in the methodology of
science (a large part of which is preoccupied with Replication Crisis). In line
with that, I will be arguing that legitimizing the use of non-epistemic values
will legitimize types of problematic behavior that contribute to the crisis and
therefore the rejection of value-free ideal may be premature and should be re-
think. In the case of objectivity, this approach together with the conviction that
concepts developed in the philosophy of science should be useful for scientists
lead me to develop (together with my co-author Noah van Dongen) a scien-
tifically useful notion of objectivity based on the methodological consideration

12



surrounding the Replication Crisis.

1.3 Outline of the Thesis

Part I Conditionals and Causal Claims

Chapter 1, discuss an empirical and theoretical standing of The Equation,
Adams’ Thesis, and Qualitative Adams’ Thesis. I will try to show that despite
their popularity all three theses are not well-supported by the available evi-
dence and their role in the future studies of conditionals should be re-think.
I will show that neither of the theses is supported by the results of empiri-
cal studies which includes irrelevant and negatively relevant conditionals and
that theoretical consideration (e.g., triviality proofs) made accepting them, at
the very least, theoretically costly.

In Chapter 2, I will show that empirical research concerning the accept-
ability of the irrelevant conditionals points to counterexamples to the Ramsey
Test, widely accepted as the procedure for deciding if a given conditional is
acceptable. I will also present a version of the test able to accommodate the
problematic cases.

Chapter 3, defends a distinction to actual and tendency causal claims made
in Hitchcock 2001 against the criticism made in Jakob 2006 on the ground of
the Minimal Theory of Causation. I show that the theory is problematic and
the alternative distinction proposed on its basis is unintuitive. I extend my
criticism to INUS theory, the predecessor of the minimal theory of causation.

In Chapter 4, I (with my co-authors Jan Sprenger and Noah van Dongen)
present a hypothesis concerning the relation between conditionals and causal
claims. Roughly the hypothesis claims that a true tendency causal claims sup-
port the truth of the corresponding indicative conditionals. In the paper, we
present experimental results of which supports our hypothesis and discuss
consequences for theorizing about conditionals and causal claims.

Part II Values, Objectivity and Replicability

Chapter 5, argues for the value-free ideal of science by showing that its re-
jections force us to accept as cases of legitimate scientific conduct some of the
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problematic scientific practices like biased methodological decisions or Ques-
tionable Research Practices. I will also point to a plausible way of making the
ideal realizable against the famous argument from inductive risk and connect
these issues to the Replication Crisis.

In Chapter 6, I (together with my co-author Noah van Dongen) propose
a new conceptualization of objectivity. It builds on the negative theories of
objectivity and recent developments in scientific methodology. The proposal
aims to be, in opposition to the traditional notions, useful and testable concep-
tualization of objectivity.
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Claims
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Chapter 2

Re-thinking the Acceptability
and the Probability of the
Indicative Conditionals

2.1 Introduction

Indicative conditionals, like:

(1) If you press this button, the fire alarm goes off.

are an important part of our language. We use them for example, to express
our prediction or generalizations. Partly because of their importance, condi-
tionals are interesting for philosophers and psychologists. They are interested,
for example, in truth conditions1 of conditionals or updating our beliefs with
them.2 Two other issues which received a lot of attention are probability and
acceptability of indicative conditionals.

In the case of the probability, reasons for all this attention are clear. For
instance, if we were able to define probabilities of conditionals we could in-
corporate reasoning which use conditionals into the popular and successful
framework of Bayesian epistemology.3

1See e.g., Baratgin et al. 2018 or Jackson 1987.
2See e.g., Eva, Hartmann, and Rad 2019.
3See e.g., Talbott 2016 or Sprenger and Hartmann 2019.
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In the case of the acceptability, the attention is a bit harder to explain. The
acceptability conditions of other complex expressions are not so widely dis-
cussed. They are, to be sure, studied as a part of the pragmatics or episte-
mology but it seems that there is no, for example, a special problem of the
acceptability conditions for conjunction. What is different in the case of condi-
tionals? It seems to me that, it is an influence of a very popular philosophical
position called the non-truth value view (NTV). It claims that conditionals do
not have truth values.4 The proponents of NTV have to deal with at least two
problems. Firstly, we systematically recognize that some conditionals are ap-
propriate to utter in some situations while others are not. In the case of other
sentences it can be often explained by the difference between truth and falsity.
So how can we explain that without postulating truth values for conditionals?
Secondly, if we claim that conditionals are not truth-apt it seems natural to
assume that they are not probability-apt. The probability of the sentence is the
probability of that sentence being true and if a sentence is not truth-apt (think
for example about command or question) it makes little sense to ask about its
probability. If it is so, we even in principle cannot incorporate the condition-
als to the Bayesian framework. The answer to both challenges is provided by
the notion of acceptability. We can use graded acceptability as a substitute for
probability and categorical acceptability as a substitute for truth.

The discussion concerning the probability and the acceptability of condi-
tionals is mainly organized around two influential theses. The first of them is
so fundamental for the currently dominant paradigm of thinking about condi-
tionals (see e.g., Over and Cruz 2018) that it usually just called The Equation:5

Equation P(A→ B) = P(B|A)

The second thesis is called Adams’ thesis:

AT ac(A→ B) = P(B|A)

where “ac” indicates acceptability. AT in this form is not a good substitute
for truth conditions. It does not provide us with a threshold of acceptability
above which a conditional would be acceptable. Such a threshold is provided
by another version of AT; the Qualitative Adams’ Thesis:

4For the details and motivation of the view see e.g., Bennett 2003 or Edgington 1995. For
the critical discussion see: Douven 2015.

5See e.g., Edgington 1995.
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(QAT) An indicative conditional “If A, B” is assertable for/acceptable to a per-
son if and only if the person’s degree of belief in P(B|A) is high.6

All three theses were evaluated from both empirical and theoretical per-
spectives. In my article, I will examine both of these approaches and show that
there are no convincing reasons to accept any of them and therefore we should
re-think their role in the future study of conditionals. In the second section, I
will discuss the experiments dedicated to all three theses. Then I will discuss
the theoretical considerations for and against them. In the last section, I will
conclude and point to some alternative conceptualizations of the probability of
conditionals.

2.2 Empirical support

In this section, I will discuss the empirical experiments concerning three theses.
Before that, I will make a distinction useful in this context.

Conditionals can be divided into positively relevant, irrelevant and neg-
atively relevant. The positively relevant conditionals are conditionals whose
antecedents are positively probabilistically relevant for their consequents. If a
sentence is positively probabilistically relevant for another one, then the truth
of the first sentence makes the second one more probable. The negatively
relevant conditionals are conditionals whose antecedents are negatively prob-
abilistically relevant for their consequents, which mean that the truth of the
antecedent decreases the probability of the consequent. Irrelevant conditionals
are the conditionals whose antecedents are probabilistically irrelevant for their
consequents. The concept of relevance can be mathematically represented in
at least two ways. Firstly we can use ∆P = P(B|A) − P(B|¬A) proposed in
Spohn 2012. If the value of ∆P is 0 the corresponding conditional is irrele-
vant, when it is higher then it is positively relevant and when it is lower the
conditional is negatively relevant. Secondly, the relevance can be conceptual-
ized as a difference measure (P(B|A)− P(B)). As in the case of ∆P when the
value of difference measure is 0 the conditional, is irrelevant, if it is lower it is
negatively relevant and if it is higher it is positively relevant. Both conceptual-
izations classify conditionals in the same way but the exact level of relevance

6The source of this formulation is Douven and Verbrugge 2012.
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will differ in some cases.7 Both notions were used in experiments concerning
conditionals and the difference will not matter for our conclusions.

The example of intuitively irrelevant conditional is:

(2) If I eat an apple today, I will not inherit 1000000$ today.

and negatively relevant is:

(3) If he smokes, he will not develop a lung cancer.

Going back to our three theses, all of them have been traditionally regarded
as descriptively true.8 Philosophers generally found all of them confirmed by
their introspective case by case studies. Many such case were presented for
example, in Bennett 2003, Edgington 1995 or Jackson 1987:

“Take a conditional which is highly assertible, say, ‘If unemploy-
ment drops sharply, the unions will be pleased’; it will invariably
be one whose consequent is highly probable given the antecedent.
And, indeed, the probability that the unions will be pleased given
unemployment drops sharply is very high.”(Jackson 1987)

Systematic experimental studies were, firstly, directed toward The Equa-
tion. Results of most of these experiments support it. For example: Evans,
Handley, and Over 2003, Over et al. 2007 or Oberauer and Wilhelm 2003 found
significant correlation between participants responses concerning probability
of conditionals and conditional probability while using different types of con-
ditionals. For example Over et al. 2007 uses so-called causal conditionals,the
conditionals which express causal relations. While Oberauer and Wilhelm 2003

use conditionals which describe relations between frequency distributions. A
number of studies used moderators, for example, Fugard et al. 2011 showed
that the proportion of responses in accordance with The Equation increases

7For a detailed discussion of the difference between the two notions and an experiment in-
dicating that ∆P predicts intuitive relevance better than the difference measure, see Skovgaard-
Olsen, Singmann, and Klauer 2017.

8For example McGee 1989: “Ernest Adams (1965, 1975) has advanced a probabilistic ac-
count of conditionals, according to which the probability of a simple English indicative con-
ditional is the conditional probability of the consequent given the antecedent. The theory
describes what English speakers assert and accept with unfailing accuracy, yet the theory has
won only limited acceptance. ”
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with the time spent on practising the task. Similarly, Pierre and Gauffroy 2015

found that this proportion increases with the age of children participants and
Evans et al. 2007 found that it increases proportionally to the mental capaci-
ties of participants. Finally, Cruz et al. 2016 found that The Equation correctly
predicts participant judgments about negative conditionals.

Results of all of those studies support The Equation and together with sim-
ilar results convinced many philosophers and psychologists that The Equation
is a correct theory of how people reason with conditionals and made it and
probabilistic theory based on it a dominant paradigm of thinking about condi-
tionals.9

Both AT and QAT did not receive so much attention. AT was first tested
in Douven and Verbrugge 2010. The authors use in the experiment inferen-
tial conditionals and they grouped them into inductive, abductive and deduc-
tive conditionals. Inferential conditionals are conditionals which express infer-
ences. Inductive conditionals express inductive inferences, deductive express
deductive and abductive express abductive inferences. In the first experiment,
the authors tested Adams’ Thesis and four weaker versions of it:

(WAT1) Ac(A→ B) ≈ Pr(B|A)

(WAT2) Ac(A→ B) is high/middling/low iff Pr(B|A) is high/middling/low.

(WAT3) Ac(A→ B) highly correlates with Pr(B|A).

(WAT4) Ac(A→ B) at least moderately correlates with Pr(B|A).

The theses were tested by comparing their prediction with responses given
by participants to the question concerning acceptability and probability of a
given conditional. A sixty-seven students took part in the experiment. Ques-
tions about acceptability were manipulated between subjects and the type of
inferential conditional was manipulated within the subjects.

Surprisingly, only a weak correlation between the conditional probability
and the acceptability of conditionals was found. The correlation was especially
weak in the case of inductive conditionals. It was not enough to support AT
or even few weaker versions of it. Just the weakest version (WAT4) was sup-
ported for all kinds of conditionals (inductive, deductive and abductive). In the

9See e.g., Over and Cruz 2018 or Evans and Over 2004.
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third experiment presented in the paper, participants were asked to judge the
conditional probability of the consequent given the antecedent and the prob-
ability of the conditional. The results of the first experiment and the third
experiment were compared. The comparison showed a significant difference
between participants judgments concerning the acceptability and the probabil-
ity of conditionals. I will discuss this issue later on.

QAT was, also, tested the first time by Igor Douven and Sara Verbrugge.
The experiment was presented in Douven and Verbrugge 2012. The authors
tested the predictions of QAT and the so-called Evidential Support Theory
presented in Douven 2008:

“EST An indicative conditional “If A, B” is assertable/acceptable if and only if
Pr(B|A) is not only high but also higher than Pr(B).”

The idea behind EST is that the high conditional probability is not enough for
a conditional to be acceptable and positive relevance has to be included as an
additional condition. Results show that QAT predicted judgments of speakers
worse than EST, and especially poorly in the case of irrelevant and negatively
relevant conditionals. This result was replicated in Krzyżanowska, Collins, and
Hahn 2017.

The similar idea, of using irrelevant and negatively relevant conditionals,
was adopted by Skovgaard-Olsen, Singmann, and Klauer 2016. The authors
tested The Equation and AT. The items include positively relevant and, cru-
cially, irrelevant and negatively relevant conditionals. The results showed a
significant correlation between the conditional probabilities and the probabil-
ities of the positively relevant conditionals. At the same time, it was not the
case for irrelevant and negatively relevant conditionals. There the probabili-
ties of conditionals were much lower than the conditional probabilities. The
results for the acceptability were almost the same. The failure of AT is not
that surprising if we take into consideration the failure of its qualitative ver-
sion and the results from Douven and Verbrugge 2010. On the other hand,
the poor performance of The Equation is unexpected given the rich history
of experiments which supported it. This result was replicated in experiments
with different experimental designs. For example, results of Krzyżanowska,
Collins, and Hahn 2017, Skovgaard-Olsen, Singmann, and Klauer 2017, Vidal
and Baratgin 2017 and Fugard, Pfeifer, and Mayerhofer 2011 all suggest The
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Equation does not correctly predict the probability of conditionals in the case
of irrelevant and negatively relevant conditionals.

How should we explain this difference in results? The authors of Skovgaard-
Olsen, Singmann, and Klauer 2016 claim that previous studies do not systemat-
ically include irrelevant or negative relevant conditionals and therefore cannot
support the unrestricted version of Equation. For example, most of the condi-
tionals considered in Over et al. 2007 seem to be intuitively positively relevant
one.10 It is similar in the case of Oberauer and Wilhelm 2003 or Hadjichris-
tidis et al. 2001. The successful replications and the lack of the irrelevant and
negatively relevant conditionals in the stimuli used in the earlier experiments
strongly suggest that the effect of the relevance on the assessment of the prob-
ability or acceptability is robust and the support for The Equation provided by
those experiments should be re-evaluated.

A defender of the Equation may claim that the effect of the relevance of
conditionals is pragmatic and therefore the unrestricted version of The Equa-
tion can still be preserved. This solution is somehow supported by the results
of Skovgaard-Olsen et al. 2017 where the authors showed that the effect of rel-
evance on the assessments of truth is weaker than its effect on the acceptability
or probability of conditionals. On the other hand, results of different experi-
ments suggest that the relevance influence the truth assessments, for example,
Krzyżanowska, Collins, and Hahn 2017 or Douven et al. 2019.11 The hypoth-
esis that the effect is pragmatic was also tested directly in Skovgaard-Olsen
et al. 2019. The authors tested three hypotheses describing different pragmatic
mechanisms generating the reason-relation part of the content of indicative
conditionals responsible for the effect. Firstly they checked if it is cancelable in
the way the conversational implicatures are, secondly, they tested if its projec-
tion behavior resembles one of the presuppositions and finally, they tested if it
is treated as not-at-issue content which is believed to be one of the character-
izing features of the conventional implicature. Surprisingly, the results of all
three experiments were negative which suggests that the reason-relation part of
the content is not conversational implicature, presupposition nor conventional
implicature. The authors in discussing their results point that the features of
conventional implicature (including it being not-at-issue content) are still very

10E.g.,“If Adidas get more superstars to wear their new football boots then the sales of these
boots will increase” or “If the cost of petrol increases then traffic congestion will improve”.

11For the discussion see: Douven 2017.
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controversial. Because of the results of Skovgaard-Olsen et al. 2017, it is, still
most likely that the reason-relation part of the content is conventional implica-
ture. This is the opinion of authors does not make it a part of the pragmatic
content given the conventional implicatures are typically classified as seman-
tic content. In light of that, it seems that the pragmatic origin of the effect of
relevance on probability or acceptability of conditionals is at least implausible.

Finally, we may wonder if it is possible to restrict The Equation to make
it consistent with the available evidence? It seems possible. A version of The
Equation restricted to the positively relevant conditionals seems to be in line
with the results of all the mentioned experiments. Such a version can look for
example like:

Equation+ If ∆P > 0 then P(A→ B) = P(C|A)

At the same time, it puts all the theses in a somehow similar position. All of
them were initially regarded as intuitive and supported by introspective case
by case examination. In light of the available empirical evidence, both QAT
and AT seem to be empirically inadequate. QAT performs poorly (Douven
and Verbrugge 2012) in comparison to an alternative theory. AT was discon-
firmed by results of Skovgaard-Olsen, Singmann, and Klauer 2016 which show
that it fails in the case of the irrelevant conditionals and by results of Dou-
ven and Verbrugge 2010 which show that it is not supported in the case of
the inductive conditionals. Similarly, the results which were considered to be
evidence for The Equation seem to be undermined by the results of Skovgaard-
Olsen, Singmann, and Klauer 2016 and consideration concerning the condition-
als used in the earlier experiments.

2.3 Theoretical arguments

The theoretical studies concerning The Equation, AT and QAT has a longer
history than the empirical ones. Still, it seems that there is not much of theo-
retical justification for the three theses. Even some of their defenders seem to
agree. For example, Douven 2015 about The Equation:

“While there is no known argument for this thesis showing that it
has any normative force, to many the proposal does ring true, at
least prima facie.”
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In this section, I will discuss the theoretical considerations presented for
and against The Equation, ST and QAT. I will start by discussing the Ramsey
Test, which is commonly used to argue for The Equation or AT. Then I will
move toward trivialization proofs. I will discuss them with special attention
dedicated to the two most popular ways to block it: denying that conditionals
are propositions and postulating that the meaning of a conditional depends on
the beliefs of the speaker. Finally, I will discuss the relationship between the
semantics of conditionals and its probability.

Ramsey test

The Ramsey test was presented by Ramsey 1990 as a procedure for evaluating
the acceptability of indicative conditionals:

“If two people are arguing ‘If p will q’ and both are in doubt as to
p, they are adding p hypothetically to their stock of knowledge and
arguing on that basis about q; so that in a sense ‘If p, q’ and ‘If p, q̄’
are contradictories. We can say that they are fixing their degrees of
belief in q given p.”(Ramsey 1990)

The test is very popular among philosophers and psychologists,12and many
cases in which its predictions are correct were considered and presented.13 Be-
cause of this intuitiveness but also simplicity the procedure served as a direct
inspiration for three successful research programs: belief revision theory, possi-
ble world semantics for conterfactuals and suppositional theories of indicative
conditionals. The theories from the last group are typically committed to The
Equation or AT. The Equation is a probabilistic reinterpretation of Ramsey test,
therefore, the argument from the one to another is straightforward: If you ac-
cept the Ramsey test then you have to accept The Equation which is just its
probabilistic reformulation.14

There are two problems with this argument. Firstly, the intuition behind
the plausibility of both Ramsey test and The Equation seems to be exactly the
same one. The second is merely a reformulation of the first and in all cases in

12E.g., “Most theorists of conditionals accept the Ramsey test thesis for indicatives.”(Bennett
2003).

13See e.g., Evans and Over 2004 p 21-22.
14See e.g., Bennett 2003 or Evans and Over 2004.
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which Ramsey test delivers a correct result, The Equation will give us just as
satisfying answer. Therefore it seems that by appealing to the test we do not
provide any independent evidence for The Equation.

Secondly, the close parallel between The Equation and Ramsey test and em-
pirical results which established limits of The Equation point toward possible
limits of the test. As we have seen in the previous section The Equation seems
to fail for the irrelevant and negatively relevant conditionals. It seems to be
similar in case of the Ramsey test, considers once again a negatively relevant
conditional:

(3) If he smokes, he will not develop a lung cancer.

Let us say that the lifestyle of the person in question is perfect and he
does not have any genetic predispositions to developing cancer so even in
case he smokes the probability that he will develop cancer is really low for
example 1%. In such case, if we conduct Ramsey test on (3) we will get the
conditional probability of 99% and therefore we should believe in (3). Still
because antecedent of (3) is negatively relevant for its consequent, 3) is hard
to accept. This deficiency of the Ramsey test was considered and the revised
version of the test was proposed in Rott 1986.

To sum up, it seems that the intuitions behind the Ramsey test are the same
intuition which drives The Equation, therefore, appealing to the former does
not provide any independent justification for the later. Secondly, the plausibil-
ity of the Ramsey test may be restricted to positively relevant conditionals.

Triviality proofs

Triviality proofs show that accepting The Equation leads to unacceptable con-
clusions. For example, the first proof from Lewis 1976 showed that we can
infer from The Equation that P(A→ B) = P(B) which is generally false:

(4) P(A→ B)

(5) P(A→ B|B)P(B) + P(A→ B|¬B)P(¬B)

(6) P(B|A, B)p(B) + P(B|A,¬B)P(¬B)
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(7) P(B)15

As we have already mentioned the conclusion is clearly unacceptable. The
two most popular ways to block the proof is to deny that conditionals are
propositions (e.g., Bennett 2003 or Edgington 1995) or to postulate that the
meaning of conditionals depends on beliefs of the speakers (e.g., Douven 2015

or van Fraassen 1976).
The first option involves accepting NTV. It claims that the conditionals are

not propositions and are therefore not truth-apt. If conditionals are not propo-
sitions they cannot occur in Boolean combinations therefore, for example, we
cannot use the law of total probability on conditionals therefore Lewis’ proof
is blocked.

But how plausible is NTV? There are a few presented arguments for this
conclusion, I will discuss one of them later on and all of them were, in my
opinion convincingly, countered in Douven 2015. On the other hand, the rejec-
tion of propositional view seems to be really costly and these costs are rarely
acknowledged.

First of all, one of the consequences of NTV is that conditionals no longer
have a probability. Probability of a sentence is typically understood as the
probability of this sentence being true, therefore if a sentence is not truth-apt
it is also not probability-apt. Because of that, we have to replace The Equation
with AT. It describes the acceptability of conditionals, and therefore, does not
require them to have probabilities.

Secondly, the NTV has a problem with explaining the way conditionals are
regularly used as premises in reasoning. Typically we understood the validity
of reasoning as the preservation of truth. If one of these premises is not truth-
apt there is nothing to be preserved. Therefore NTV makes reasoning involving
conditionals unexplainable if one understand validity as truth preservation.
This is an instance of so-called Frege-Geach problem16 and to solve it one
would have to propose an alternative, revisionary way of understanding the
validity of reasoning. One such proposal, p-validity was presented in Adams
1975 in which AT was also defended:

15Steps from (4) to (5) and from (6) to (7) are instances of probability rules, P(x) =
P(x|y)P(y) + P(x|¬y)P(¬y) and P(x|y,¬x) = 0.

16See e.g., Kolbel 1997.
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“...an inference to be probabilistically valid (abbreviated p-valid) if
and only if the uncertainty of its conclusion cannot exceed the sum
of the uncertainties of its premises.” (Adams 1998 p. 131)

This proposal on its own will not help us with our problem. As we have seen
above one of the consequences of NTV is that the conditionals cannot have
probability, or at least not in the sense the truth-apt sentences do.17 It seams
that acceptability cannot be used in computing p-validity given that it is typ-
ically believed to has different properties than probability. Those differences
cause a probabilistic version of Frege-Geach problem, a probabilistic frame-
work (e.g., Bayesianism or p-validity) cannot accommodate conditionals which
does not have probability. In effect even if we use p-validity it still not clear
how to understand the reasoning with mixed conditional and non-conditional
premises.

Thirdly, accepting NTV makes it hard to make sense of conditionals embed-
ded in truth-functional contexts like disjunction or conjunction, for example:

(8) Either he is in Rome, if he is in Italy, or he is in Bordeaux, if he is in
France.18

According to NTV, the conditionals are not type of things which can occur
in such contexts. The evaluation of the whole sentences requires its arguments
to be true or false but according to NTV conditionals are not. The defenders
of AT developed elaborate ways of explaining away such sentences (see e.g.,
Edgington 1995), at the same time others come up with new examples harder
to explain away (see e.g., Kolbel 2000).

All these problems seem to suggests that conditionals behave as truth-apt
propositions. It is also suggested by the reaction of participants of the experi-
ment asked to asses truth values or probability of conditionals. They perfectly
well understand both questions about truth-values (see e.g., Douven et al. 2019

17In fact Adams 1975 claims that this natural interpretation of probability is not applicable to
conditionals. His seems to be aware of how problematic consequences of NTV are for example:

“The author’s very tentative opinion on the ‘right way out’ of the triviality argu-
ment is that we should regard the inapplicability of probability to compounds of
conditionals as a fundamental limitation of probability, on a par with the inap-
plicability of truth to simple conditionals.”(Adams 1975 p.35)

18Example from Kolbel 2000.
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or Krzyżanowska, Collins, and Hahn 2017) and probabilities of conditionals
(e.g., all the articles which test The Equation) and not seem to be confused by
neither of them. This is, once again, unexpected if conditionals are not propo-
sitions, consider for example asking somebody about truth-value of a question.
In light of that, denying that the conditionals are propositions is both unintu-
itive and costly.

The second popular way to dodge the triviality was explored in Douven
2015 (after van Fraassen 1976). The prove to use a generalized version of the
Equation, GSH:19

GSH p(A→ B|C) = p(B|A,C)

It was used to infer (6) from (5). Lewis derives GSH form three assump-
tions. The first assumption claims that the considered class of probability func-
tions is closed under conditionalization. The second assumption is The Equa-
tion and the third is that the interpretation of the natural language indicative
conditionals does not depend on the belief states of the speaker. I will refer to
this assumption as the independence assumption or IA. Both Douven 2015 and
van Fraassen 1976 argue against the assumption in order to save the Equation.

Van Fraassen believes that the source of Lewis’ assumption is his meta-
physical view, so-called modal realism. According to modal realism, possible
worlds are real and objective in the sense in which the actual world is. If we
combine modal semantics which defines the meanings of conditionals in terms
of the properties of possible worlds with the modal realism, the meanings of
conditionals do not depend on our beliefs but on the objective properties of
possible worlds. Van Fraassen claims that if we adopt a less realistic notion
of possible worlds, the assumption loses its appeal. If possible worlds are not
objective and in some sense depend on our beliefs then the meanings of condi-
tionals will also depend on them. Douven 2015 discusses the IA in more detail.
He gives three arguments against it and attacks some of the arguments, which
were presented for it. I will start by discussing his three arguments:

Firstly, some of the popular and promising semantic theories proposed for
conditionals suggest that IA is false. The two theories mentioned by the au-
thor are Stalnaker–style modal semantics which uses the notion of similarity
between possible worlds and inferential semantic.

19The Equation is sometimes called Stalnaker hypothesis, therefore its generalized version
is called Generalized Stalnaker Hypothesis(GSH).
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The Stalnaker semantics can be interpreted in a way in which it supports
IA. The realistic interpretation held, according to Van Fraassen, by Lewis is an
example of such interpretation. More importantly, Stalnaker semantics is in-
consistent with The Equation (see e.g., Stalnaker 1976). Therefore appealing to
it in order to attack IA and defend The Equation not seems to be a convincing
strategy.

The inferential semantics presented in Krzyżanowska, Wenmackers, and
Douven 2014 seems to be a very promising theory. Its main claim is:

Definition 1 A speaker S’s utterance “If p, q” is true iff (i)q is a consequence—be it
deductive, abductive, inductive, or mixed-of p in conjunction with S’s
background knowledge, (ii) q is not a consequence—whether deductive,
abductive, inductive, or mixed—of S’s background knowledge alone but
not of p on its own, and (iii) p is deductively consistent with S’s back-
ground knowledge or q is a consequence (in the broad sense) of p alone.

If we consider this formulation, it is not clear why the inferential semantic
supports rejection of IA. The meanings of conditionals are here relative to the
knowledge but not to the beliefs of the speaker. Authors explain that it would
be counter-intuitive to treat as true, conditionals whose consequence were in-
ferred from antecedents with use of false beliefs.

Douven 2015 presents a different version of the theory:

Definition 2 “a conditional is true in a given context iff the consequent follows via a
number of steps from the antecedent, possibly in conjunction with con-
textually accepted background premises where, first, the steps are valid
in deductive, inductive or abductive sense, and second the consequents
does not follow (in the same generalized sense) from the premises alone.”

According to him the belief-sensitivity of conditionals is imposed by this
version of the semantic because the acceptability of potential background premises
depends on the beliefs of the speaker or evaluator. This dependence causes the
second formulation of inferential semantic to collide with IA but it also makes
the proposal vulnerable to the problem which motivated the phrasing of the
first formulation.

If the speaker or the evaluator is liberal in accepting the background premises
for example, he accepts as premises all beliefs of the speaker then his false be-
liefs can be a basis for true conditionals. For example, let us assume that
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I believe that the moon is made of cheese and all my beliefs are acceptable
premises for my conditionals. It is known to all of my interlocutors that I
share this preposterous belief. It is easy to see that according to the Definition
2 a conditional:

(9) If we bring the moon to the surface of the earth, we will end the world
hunger.

uttered by myself is true. Still, it seems to me that none of my sane in-
terlocutors would agree to it. The fact that they know that I believe that the
moon is made of cheese seems to make no difference for their assessment of (9)
(uttered by me). This seems to suggest that the Definition 2 is too permissible
in the way it relates the truth of a conditional to the beliefs of the speaker or
evaluator.

Secondly, Lindström 1996 proposed rejecting IA as a way out of so-called
Gärdenfors’ Paradox (Gärdenfors 1986). The paradox shows that no non-trivial
belief system can at the same time satisfies both the Ramsey Test and the
Preservation Condition:

“(P) If a proposition B is accepted in a given state of belief K and A is consis-
tent with the beliefs in K, then B is still accepted in the minimal change
of K needed to accept A.”(Gärdenfors 1986 p. 82)

(P) seems to be a very natural assumption while the Ramsey Test, as we
have seen, is a popular procedure for testing conditionals. Lindström shows
that we can have both if we drop IA. As we have already noted it seems that
appealing to Ramsey test, of which The Equation is a probabilistic reformula-
tion, to defend the thesis seems to not give us a lot of additional independent
evidence. Secondly the empirical evidence concerning the effects of relevance
on the probability of conditionals suggests that the intuitiveness of Ramsey test
may be limited so despite its popularity it may not be worth preserving. As
an independent justification for rejection of IA Lindström presents the certeris
paribus cases. These are cases in which we cease to accept a conditional after
we learned some additional evidence. An example of such case is:

(10) If I pass today’s exam, I will go for a beer afterward.
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which is true, or at least acceptable, about me. But it ceases to be the case
if I learn that I have another, very hard exam tomorrow. Lindström claims that
when I learn about the second exam, (10) changes its meaning. If (10) conveys
the second meaning it is false while if it has the first meaning (the meaning it
had before I learned about the second exam) it is, still, true. This explanation
of the ceteris paribus cases seems to have an unintuitive consequence. Let
us consider a discussion between me and my friend, she knows about the
second exam of which I am still unaware. We disagreed about (10). According
to Lindström’s proposal, we talk past each other because each of us means
different things by (10). This is unintuitive.

Finally, Douven 2015 points that similar proposals were made for different
expressions (e.g., taste predicates, modal operators). This is undoubtedly true
but as far as I know, neither of these proposals is uncontroversial (see e.g.,
Hirvonen, Karczewska, and Sikorski 2019). Even if it was the case that was an
uncontroversial one, it is not clear why their success should tell us anything
about conditionals.

It seems that the postulated relativity should be reflected by the way we
use conditionals. As far as I know, the only reported phenomenon which can
suggest it is so-called Gibbard phenomenon. Consider the following story:

“Sly Pete and Mr. Stone are playing poker on a Mississippi riverboat. It is
now up to Pete to call or fold. My henchman Zack sees Stone’s hand, which
is quite good, and signals its content to Pete. My henchman Jack sees both
hands, and sees that Pete’s hand is rather low, so that Stone’s is the winning
hand. At this point, the room is cleared. A few minutes later, Zack slips me a
note which says “If Pete called, he won,” and Jack slips me a note which says
“If Pete called, he lost.” I know that these notes both come from my trusted
henchmen, but do not know which of them sent which note. I conclude that
Pete folded.” (Gibbard 1981, p. 231.)

Now according to Gibbard if both conditionals are true they would together
with so-called conditional non-contradiction rule:

CNC ¬((A→¬B) ∧ (A→ B))

lead to inconsistency. Both conditionals are based on true beliefs and the sup-
port for them seems to be symmetrical. Therefore there is no reason why we
should ascribe them different truth values or judge any of them as false. Gib-
bard concludes that both conditionals are acceptable and the existence of such
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pairs is an argument for NTV. There seems to be a problem with this argu-
ment. The observation that in this situation both conditionals are acceptable is
in tension with The Equation (and even more so with QAT).20

It is easy to see that according to the thesis it cannot be the case that both
(A→ B) and (A→ ¬B) are highly probable at the same time. Therefore it is
the case of two acceptable conditionals which cannot have at the same time a
high probability (< 50%). That seems to show that we cannot use the example
to argue for NTV to defend The Equation or AT.

The phenomenon is very controversial, many different interpretation were
proposed. For example, Lycan 2003 denies that the support for both condition-
als is symmetrical and therefore claims that just one of them is true. Finally,
following Krzyżanowska, Wenmackers, and Douven 2014 one can claim that
the meaning of a conditionals depend on the beliefs of the speaker. In case
described by Gibbard it is clear that both Zack and Jack based their condi-
tionals on different beliefs based on different evidence. Because of that both
conditionals despite their superficial form are not in any tension and therefore
not inconsistent even when combined with CNC, they are based on different
beliefs and therefore they express different relations. According to this inter-
pretation of the phenomenon, it in fact, supports rejections of IA.

It seems to me that it is unclear if the natural language speakers are willing
to accept the Gibbard-like pairs of conditionals. Even If they do it is even less
clear how to interpret this phenomenon. In light of that, it not seems to be the
case that this argument makes IA significantly less plausible.

At the same time it should be noted that the rejection can have potentially
unwelcome consequences. For example, it was noted by Lewis 1976 that it is
not clear if we are able to explain a disagreement about conditionals if they
meaning is relative in the proposed way (in line with our discussion of (10)
above). It was countered by Douven 2015 that it is not necessary for the dis-

20It is also discussed in Jackson 1987: “When A is consistent, there is something quite gener-
ally wrong with asserting both (A→ B) and (A→ not-B). We cannot assert in the one breath
‘If it rains, the match will be cancelled’ and ‘If it rains, the match will not be cancelled’. This
conforms nicely with [AT]; for, by it, we have As(A→ B) = 1− As(A→ not-B) , from the fact
that P(B/A) = 1− P(not-B/A) . Thus, the fact that (A→ B) and (A→not-B) cannot be highly
assertible together when A is consistent is nicely explained by [AT] as a reflection of the fact
that P(B/A) and P(not-B/A) cannot both be high when A is consistent. Indeed, [AT] explains
the further fact that (A→ B) and (A→not-B) have a kind of ‘see-saw’ relationship. As the
assertibility of one goes up, the assertibility of the other goes down.”
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agreement that the arguing parties interpret the proposition in question in
exactly the same way. On the other hand, it seems that we should agreed
with Lewis that it may be hard to account for disagreement on the basis of
theory which makes the meaning of conditionals relative to opaque features
of speaker (her beliefs). It is not clear if such explanation which not falls into
other problems is available.

Finally, it seems that rejecting IA would be in tension with The Equation.
The Equation claims that the probability of a conditional depends just on the
conditional probability of its antecedent given its consequent and not on any
other factors. If we reject IA we claim that the meaning of a conditional and
therefore its truth condition as depends on some other factors namely beliefs
of the user. If we assume that the probability of a sentence is determined
by it truth condition, which seems to be a natural assumption, then it seems
that meaning relativized to beliefs does not correspond well to the probability
which is not relativized.

A number of other triviality proofs were proposed for example, Carlstrom
and Hill 1978, Milne 2003 or Fitelson 2015.21 As far as I know all of this proofs
are blocked by NTV but not by rejecting IA. For example, in order to block a
triviality proof from Hájek 1989 Douven has to claim that no finite model can
represent a rational agent belief states (Douven 2015). Discussing plausibility
of this assumption goes beyond the scope of the paper.

It is hard to consider the triviality proofs to be the conclusive arguments
against The Equation. The two discussed ways to block the proofs, despite
its discussed problematic consequences, are available and they are hardly the
only one (see e.g., Bradley 2000.). On the other hand, as far as I know none
of this ways can be consider especially attractive and therefore the triviality
proofs shows, at the very least, that sticking to The Equation is costly.

Hájek 2012 argued that AT is also susceptible to a triviality proof analogous
to one he presented in Hájek 1994 against The Equation. He points there
that a plausible conceptualization of the acceptability has to share with the
probability features which made it susceptible to his argument.

21For discussion see: Hájek and Hall 1994.
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Truth conditions and Probability

What is the relation between the truth conditions of a sentence and its prob-
ability? Let us start by considering a sentences which are not truth-apt and
therefore have no truth conditions. In such cases attributing probability to such
sentences seems to be a category mistake. As we have already seen it seems
nonsensical to ascribe probabilities to questions or commands, uncontroversial
and prototypical examples of not truth-apt sentences. If a sentence in question
is truth-apt as I already hinted a natural and straightforward interpretation
seems to be:

SP The probability of x is the probability of it being true.

This interpretation of the relation between the semantic and probability
seems to be uncontroversial to the point that, as far as I know, no alternative
was proposed.22 It captures the relation between probabilities of complex sen-
tences and its arguments, for example general probability rule for disjunction:
P(A or B) = P(A) + P(B)− P(A and B) reflects its truth conditions: (A or B)
is true iff (A) is true or (B) is true. The disjunction is true if one of the dis-
juncts is true therefore to get the probability of disjunction we have to sum up
probabilities of the disjuncts. If the conjunction of the disjuncts has non-zero
probability it has to subtract. The truth of the second disjunct does not make
disjunction any more true if the first one is already true. At the same time,
this subtraction assures that the axioms of probability will not be violated. Is
the relation the same in the case of conditionals? It seems so. If we adopt the
NTV view we are in the first case and, as we have already shown, we have to
retreat from The Equation to the AT which does not postulate anything about
the probability of conditionals, as is done for example in Adams 1975. There-
fore SP is trivially fulfilled, no truth and no probability. Otherwise, we have to
explain how it is possible that conditionals do not have truth values but have
probabilities.

Propositional semantics also adhere to SP. For example, the authors of
Byrne and Johnson-Laird 2009 defend the mental model theory according to

22Adams 1975 reject SP for conditionals but as far as I understand, he does not provide an
alternative. At the same time, his theory is usually interpreted as describing acceptability of
conditionals rather than their probability.

35



which the truth conditions of natural language conditionals are those of mate-
rial implication: (A→ B) is true iff (A) is false or (B) is true. Consequently
they propose a fitting probability definition: P(A→ B) = P(¬A or B). So, the
relation between semantic properties and probability of conditionals conforms
to SP and therefore the theory, despite it other well-described shortcomings,
provide a coherent picture of truth and probability.

In light of that, it is interesting to see if there is a semantic theory which
can provide a basis for The Equation or conversely what semantic properties
are suggested by it.

A semantic theory which is, together with SP, consistent with The Equa-
tion was provided by de Finetti.23 He presented it as part of his more general
subjective Bayesian theory of reasoning. In his Finetti 1980 he proposes three
levels of knowledge. Level 0 describes the objective knowledge and is well
described by the binary logic. Level 1 describe categorical knowledge as pos-
sessed by humans and therefore it includes the third logical value uncertain
which represents a given individual being uncertain about a given sentence.
Finally, Level 2 is human knowledge represented in a graded numerical way.
De Finetti three-valued semantics for conditionals is a part of a description of
Level 1. According to it, a conditional is true if both antecedent and conse-
quent are true, is false if the antecedent is true and consequent is false and it
is uncertain or void if the antecedent is false. The semantics is supported by
many experiments in which participants tend to produce so-called defective
truth table and is popular among both psychologist and philosophers.24

What do these truth conditions tell us about the probability of conditionals?
In the words of Over and Cruz 2018:

“The probability of the conditional if p then q for is the probability
that p&q holds given that the conditional makes a non-void asser-
tion, that p holds, and this probability is of course the conditional
probability of q given p, P((p&q)|p) = P(q|p).”

So as we see, this semantic theory implies The Equation which makes it
well supported. It was also not an accident that the two levels fit well together.
It was an intention of De Finetti to present a unified system (composed of

23See Baratgin et al. 2018 for discussion.
24See e.g., Egré, Rossi, and Sprenger 2019. For discussion of defective truth tables see:

Baratgin et al. 2018 or Over and Baratgin 2016.
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all three levels) describing the single phenomenon, in this case, the indicative
conditionals. So is The Equation satisfactory justified by De Finetti semantics?
Sadly, there are two problems with that justification. Firstly, it seems that the
semantics assumes that the conditionals are propositions. Conditionals accord-
ing to the theory are sometimes true (or false) and typically that is enough for
something to be a proposition. On the other hand, de Finetti’s conditionals are
sometimes described as not expressing “(full) proposition”.25 It is not exactly
clear to me how to interpret that, but as we have seen De Finetti’s conditionals
have probabilities. Therefore the way to block the Lewis’ proof by declaring
conditionals not to be propositions and therefore denying them having proba-
bilities is not available anymore.

At the same time, the semantics does not make space for the relativisation of
truth conditions so the second way to avoid trivialization seems to be closed. In
light of that, I see no way in which one can accept the semantics, a probability
conditions that it implies and still avoid trivialization.

Secondly, as we have seen the empirical support for The Equation is re-
stricted to the positively relevant conditionals. The semantics supports the
unrestricted Equation. It is unclear if and how it can be modified in order
to support the qualified version of Equation. Therefore it seems that we deal
here with a curious situation in which empirical and theoretical considerations
seem to pull in opposite directions. The unrestricted version of The Equation
is theoretically justified by the corresponding semantics but not supported by
the empirical results, while it is not clear if the restricted version supported by
the totality of empirical evidence is supported by any semantic theory.

The situation is a bit more complicated in the cases of QAT and AT. It
is so because it is not clear what is the relation between the truth and the
acceptability of a given sentence. In light of that, it seems that if we have any
theoretical justification for QAT or AT it will come from their relation to The
Equation.

Probability and Acceptability

In this section, I will discuss the possible conceptual relation between all three
theses.

25See e.g., Wijnbergen-Huitink, Elqayam, and Over 2015.

37



The relation between probability and acceptability is a well-discussed topic
in philosophy. The most straightforward way to relate the two notions is the
Lockean Thesis:26

LT A proposition ϕ is acceptable iff the probability of ϕ is high.

From The Equation and LT we can deduce QAT. The intuition behind LT
seems, also, to supports AT. If categorical acceptance coincides with high prob-
ability then it seems natural that, if there is something like graded acceptability,
it will coincide with probability. But what if we accept the NTV and therefore
deny that the conditionals have probabilities? It seems that in such case we
have to reject LT in order to be still able to claim that conditionals have accept-
ability at all. If we endorse any other theory of acceptability27 it seems that we
are losing the theoretical basis for QAT and AT.

In this place, we should also point out another controversial issue, namely
the differences in our intuitions concerning the acceptability and the prob-
ability of conditionals. Results from Skovgaard-Olsen, Singmann, and Klauer
2016 found no significant differences between assignments of acceptability and
probability to conditionals made by participants. This suggests that P(A→
B) = ac(A→ B). On the other hand, Douven and Verbrugge 2010 found a
significant difference in the case of the inductive and abductive conditionals.
Possible explanation is that Skovgaard-Olsen, Singmann, and Klauer 2016 used
causal conditionals while Douven and Verbrugge 2010 used inferential condi-
tionals. If so it may be the case that there is a difference between our intuitions
concerning acceptability and probability is restricted to the inferential condi-
tionals. It seems that more evidence should be collected in order to settle this
issue. Replicating both experiments may be a good first step.

2.4 Conclusion

In this section, I will try to conclude by judging how the theses stand against
the presented evidence then I will discuss the proposed and possible alterna-
tives to the three theses.

26LT seems to be quite popular, see e.g., Foley 2009.
27Alternative theories are usually more complex see e.g., Proust 2012.
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How the three theses stand against the presented evidence? Let us start
with the theoretical considerations. All these seem to be in a similar situation.
There seems to be no strong theoretical arguments for any of them. The intu-
itions behind the Ramsey test seems to be the same intuitions which initially
make the theses plausible. Therefore appealing to it not give us additional
reasons to believe it. The Equation is supported by de Finetti three-valued
semantics consideration but adopting the semantics make two most popular
strategies to dodge trivialization unavailable. QAT is supported by The Equa-
tion if we agreed on LT and unsupported otherwise. AT seems to be, to some
degree, supported by QAT.

At the same time, we have strong arguments against The Equation in the
form of the triviality arguments. Neither of them seems to be conclusive, given
the possible way to dodge it. On the other hand, they convinced some philoso-
phers to abandon The Equation (e.g., Stalnaker 1976) and showed that sticking
to The Equation is costly. For example, we have to abandon IA which, as I
tried to show in the third section, is plausible. A triviality argument of similar
strength was also presented against AT. On the other hand, I am not aware of
any comparable theoretical arguments against QAT.

As we have seen, all three theses were traditionally regarded as descrip-
tively true but the results of the empirical studies seem to suggest a different
picture. The situation is more complicated in the case of The Equation than in
the case of AT and QAT. QAT and AT attracted much less attention than The
Equation but, as far as I know, they were not supported by results of any of the
relevant studies. AT was disconfirmed by Skovgaard-Olsen, Singmann, and
Klauer 2016 which showed that it fails in the case of the irrelevant and neg-
atively relevant conditionals and Douven and Verbrugge 2010 which showed
that it is not supported in the case of the inductive conditionals. QAT performs
poorly (Douven and Verbrugge 2012) in comparison to EST.

The Equation has a long tradition of good performance in empirical stud-
ies. On the other hand, the results of Skovgaard-Olsen, Singmann, and Klauer
2016 strongly suggest, that it fails in the cases of irrelevant and negatively rele-
vant conditionals. The result was conceptually replicated by a few subsequent
studies. At the same time, as is point out in Skovgaard-Olsen, Singmann,
and Klauer 2016 the experiments which confirmed The Equation did not in-
clude irrelevant on negatively relevant conditionals and therefore did not use
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a representative sample of conditionals. This seems to undermine them and
together with results of Skovgaard-Olsen, Singmann, and Klauer 2016 suggests
that overall the unrestricted Equation is not empirically adequate.

In light of all that, it seems that we have neither theoretical nor empiri-
cal reasons for accepting the theses beyond their initial intuitiveness. In light
of that, it seems that their role in the future study of indicative conditionals
should be re-thought.

On the other hand, I did not show that any of the theses is false. Conclusive
arguments against them, as far as I know, do not exist and maybe never will.
Specifically, someone impressed with the intuitiveness of any of the theses may
treat it as a desideratum to be satisfied by a successful theory of conditionals.
Even in such case the tension between them and some of the empirical findings
and involved theoretical costs should remain clear.

Now we can discuss alternative proposals. I will start with the Evidential
Support Theory proposed by Douven 2008. As we have seen, the core of the
theory is the Evidential Support Thesis(EST):

“EST An indicative conditional “If A, B” is assertable/acceptable if and only if
Pr(B|A) is not only high but also higher than Pr(B).”

It is a counterproposal to QAT. In subsequent Douven and Verbrugge 2012

it was shown that EST predicts intuitions of natural language users much better
than QAT. This is a clear advantage of EST and a good reason to prefer it over
QAT. On the other hand, as it stands now, this approach also lacks theoretical
justification.

EST is not supported by The Equation in a way in which QAT is and, as
far as I know, it is not supported by any proposed semantics for conditionals.
Perhaps further work on inferential semantics can provide a theoretical basis
for EST.

As we have seen, EST is empirically more successful than QAT because it
classifies irrelevant and negatively relevant conditionals as not acceptable. In
light of that, it seems natural that users of language will judge the acceptability
and the probability of conditionals as lower in such cases. Skovgaard-Olsen,
Singmann, and Klauer 2016 showed that this is true. If so, maybe we can
restrict The Equation and AT to be more in line with this finding. As we have
seen, a restricted version of both may look, for example:
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Equation+/AT+ If ∆P > 0 then P/ac(A→ B) = P(C|A)

The Equation+ and AT+ are more consistent with available empirical evi-
dence than the original theses. Because of the restriction, they are not under-
mined by the results of Skovgaard-Olsen, Singmann, and Klauer 2016, but AT+
is still undermined by the results of Douven and Verbrugge 2010.

What about their theoretical position? Once again we lack any theoretical
motivation for both theses. The situation is even worst in the case of The Equa-
tion+. There is nothing in it which would block a triviality proof analogous
to Lewis one restricted to the positively relevant conditionals. The result of
the proof will be that for all positively relevant conditionals P(A→ B) = P(B).
This is just as unacceptable as the original unrestricted result. The bottom line
here seems to be that if The Equation is proposed for any kind of conditionals
we can make the Lewis-like proof for these conditionals. P(A→ B) = P(B) is
true for irrelevant conditionals but The Equation restricted just to them would
be both uninteresting and empirically inadequate (as suggested by the results
of Skovgaard-Olsen, Singmann, and Klauer 2016).

Let us move to theoretical considerations concerning conditionals. Can they
point us toward a new definition of probability (or acceptability)? Triviality
proofs do not give us clear advice concerning probability and acceptability of
the conditionals. They provide us with a purely negative lesson concerning The
Equation (and AT) and it is hard to predict which of the alternative proposals
will be susceptible to analogical arguments.

Perhaps more promising and natural approach is to start with truth con-
ditions proposed by some of the plausible semantics and on the basis of that
work out a corresponding probability conditions. Most of the popular seman-
tic theories postulate complex and subtle truth conditions which translate into
similarly complex definitions of probability.28 For example, if we combine, the
already presented inferential semantics with SP we will get:

IP The probability of a speaker S’s utterance “If p, q” is the probability that
(i)q is a consequence—be it deductive, abductive, inductive, or mixed-of

28As we have seen the material implication theory is an exception. It provides us with
truth conditions which can be easily translated into the definition of probability. Sadly, both
the definition of probability and truth conditions proposed by the material implication theory
seems to be unintuitive.
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p in conjunction with S’s background knowledge, (ii) q is not a conse-
quence—whether deductive, abductive, inductive, or mixed—of S’s back-
ground knowledge alone but not of p on its own, and (iii) p is deductively
consistent with S’s background knowledge or q is a consequence (in the
broad sense) of p alone.

It is easy to see that, IP is less elegant and harder to test than The Equa-
tion. At the same time, it is directly justified by the Inferential Semantic. That
alone puts IP in better theoretical position than The Equation and perhaps it
is enough to make it worth further studies. Can it accommodate the existing
evidence concerning the probability of conditionals? Can we construct trivial-
ization arguments against it or perhaps show that it is impossible? Answering
those questions goes well beyond the scope of the paper. On the other hand,
I hope that this example shows that there are promising alternatives to The
Equation and therefore we are not stuck with it.

42



Chapter 3

The Ramsey Test and
Evidential Support Theory

3.1 Introduction

The Ramsey Test (RT) was presented by Ramsey 1990 as a procedure for eval-
uating the acceptability of indicative conditionals:

“If two people are arguing ‘If p will q’ and both are in doubt as to
p, they are adding p hypothetically to their stock of knowledge and
arguing on that basis about q; so that in a sense ‘If p, q’ and ‘If p, q̄’
are contradictories. We can say that they are fixing their degrees of
belief in q given p.”(Ramsey 1990, p. 155.)

Even today, RT is widely discussed. Some authors criticize it. For example,
Fuhrmann and Levi 1994 presents a class of conditionals that are assertable
but RT judges them as not assertable and proposes a different version of the
test. On the other hand, because of its intuitiveness but also simplicity the
procedure served as a direct inspiration for three successful research programs:
belief revision theory, possible world semantics and suppositional theories of
indicative conditionals, and it is still considered to be the default test for the
acceptability of conditionals (see e.g., Bennett 2003, Over and Cruz 2018 or
Evans and Over 2004.).

In my article, I will present a new argument against RT. It is based on the
idea that one of the conditions of acceptability of conditionals is that the an-
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tecedent is positively probabilistically relevant for the consequent. This idea
was introduced in Douven 2008. In the article, the author presents the Evi-
dential Support Theory which incorporates the probabilistic relevance as one
of the conditions of the acceptability of conditionals and was confirmed by the
results of the experiment presented in Douven and Verbrugge 2012. I will show
that the RT does not incorporate the probabilistic relevance requirement and
therefore it is not an adequate test for the acceptability of conditionals. Then, I
will present an improved version incorporating the relevance condition.

In the second section, I will introduce the notion of probabilistic relevance,
then I will present the Evidential Support Theory and the Relevance Hypothe-
sis. In the third section, I will discuss alleged counterexamples to the Relevance
Hypothesis. In the fourth section, I will present the counterexamples to RT in-
spired by the Relevance Hypothesis and a version of RT which incorporates
the Relevance Hypothesis. Finally, in the last section, I will draw some conclu-
sions.

3.2 Evidential Support Theory and Relevance Hy-
pothesis

Douven and Verbrugge in their Douven and Verbrugge 2012 presented the
Evidential Support Theory.1 The main claim of the theory is the Evidential
Support Thesis(EST):

“EST An indicative conditional “If A, B” is assertable/acceptable if and only if
Pr(B|A) is not only high but also higher than Pr(B).”

The theory is supported by the results of an experiment described in the
paper. During the experiment sixty-two participants were presented with 18

items. Each item consists of there questions. The first two are about the prob-
abilistic relation between two events and the last one is about the acceptability
of indicative (and concessive) conditionals with these events as antecedents
and consequents. The authors compare the answers of the participants with
the predictions of EST and the Qualitative Adams’ Thesis(QAT):

1The theory was first presented in Douven 2008, I will use the version from Douven and
Verbrugge 2012.
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“(QAT) An indicative conditional “If A, B” is assertable for/acceptable to a per-
son if and only if the person’s degree of belief in Pr(B|A) is high.”

The results clearly support EST and to a much lesser extent QAT. According
to the authors, the results show that QAT identifies only a part of the accept-
ability conditions of indicative conditionals. The missing part is the condition
of positive relevance added in EST. The probabilistic relevance can be concep-
tualized in at least two ways.

Firstly, we can use ∆P = P(B|A)− P(B|¬A) proposed in Spohn 2012. If the
value of ∆P is 0 the corresponding conditional is irrelevant, when it is higher
then it is positively relevant and when it is lower the conditional is negatively
relevant. Secondly, the relevance can be conceptualized as a difference measure
P(B|A)− P(B). As we have seen this notion was used by Douven to express
the additional requirement of positive relevance in EST. As in the case of ∆P
when the value of difference measure is 0 the conditional, is irrelevant, if it is
lower it is negatively relevant and if it is higher it is positively relevant. Both
conceptualizations classify conditionals in the same way but the exact level of
relevance will differ in some cases.2 Both notions were used in literature and
the difference will not matter for our conclusions.

With the notion of probabilistic relevance in hand we may single out the
addition made in EST in comparison to QAT:

RH A positive relevance (∆P > 0↔ P(B|A)− P(B)> 0) is a necessary condi-
tion for a indicative conditional A→ B to be acceptable.

I will call it Relevance Hypothesis (RH). As we have already seen EST is
supported by the results of the experiment presented in Douven and Verbrugge
2012. Given the fact that the only difference betwen QAT and EST is that
EST incorporates RH it seems that the experiment indirectly support RH. It
is also directly supported by the results of other experiments for example,
Krzyżanowska, Collins, and Hahn 2017 or Douven et al. 2019.

2For a detailed discussion of the difference between the two notions and an experiment in-
dicating that ∆P predicts intuitive relevance better than the difference measure, see Skovgaard-
Olsen, Singmann, and Klauer 2017.
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3.3 Counterexamples to the Relevance Hypothesis

RH is still controversial despite growing empirical support for it. Two strate-
gies of arguing against it are present in the literature. Firstly, one can look
for an example of an acceptable conditional which clearly does not involve a
positive relevance. Secondly, one can find an example of valid reasoning from
premises that do not involve relevance to conclusions which includes a true
conditional.

Let us start with the first strategy. A clear example of two conditionals
which was judged to be acceptable but cannot both be positively relevant is
provided in Gibbard phenomenon:

“Sly Pete and Mr. Stone are playing poker on a Mississippi river-
boat. It is now up to Pete to call or fold. My henchman Zack sees
Stone’s hand, which is quite good and signals its content to Pete.
My henchman Jack sees both hands and sees that Pete’s hand is
rather low so that Stone’s is the winning hand. At this point, the
room is cleared. A few minutes later, Zack slips me a note which
says “If Pete called, he won,” and Jack slips me a note which says
“If Pete called, he lost.” I know that these notes both come from
my trusted henchmen, but do not know which of them sent which
note. I conclude that Pete folded.” (Gibbard 1981, p. 231.)

According to Gibbard’s original interpretation, the evidence the narrator has
for both conditionals are equally strong. On the other hand they cannot be both
true, this would lead together with a plausible conditional non-contradiction
rule:

CNC ¬((A→¬B) ∧ (A→ B))

to contradiction. Therefore he concludes that both conditionals are accept-
able and sees the phenomenon as an argument for a popular philosophical
position called the non-truth value view which claims that conditionals are not
truth-apt (see e.g., Bennett 2003 or Edgington 1995).

The phenomenon is very controversial and alternative interpretations were
proposed. Firstly, Lycan 2003 denies that the support for both conditionals is
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symmetric and therefore claims that one of them is true, and therefore accept-
able, while the second one is false, and therefore not acceptable.

Secondly, following Krzyżanowska, Wenmackers, and Douven 2014 one can
claim that the meaning of conditionals depend on the beliefs of the speaker.
In the case described by Gibbard, it is clear that both Zack and Jack based
their conditionals on different beliefs based on different evidence. Because of
that, both conditionals despite their superficial form are not in any tension
and therefore are not inconsistent even when combined with CNC. To put it
otherwise, according to this interpretation A→ B and A→¬B are not a proper
formalization of the conditionals from the story, they are based on different
beliefs and therefore they express different relations.

How that is connected to RH? According to both conceptualization of rel-
evance, it is not possible for A→ B and A→ ¬B to be both probabilistically
relevant at the same time. Therefore, if both conditionals are acceptable and
their logical form is A→ B and A→¬B we would have a clear counterexam-
ple to RH. At the same time, the example is equally problematic for QAT, two
sentences of such form cannot have both high conditional probability at the
same time. Still, as we have seen the phenomenon is very controversial. The
intuition of speakers in such cases was, as far as I know, never tested so it is
not clear if the Gibbard’s intuitions are generalizable.

A different kind of counterexamples are sentence like:

(1) If it will not rain tomorrow I will go to the beach and if it will rain
tomorrow I will go to the beach.3

In the case of this and similar conjunctions of conditionals, both conjuncts,
are supposed to be acceptable for the person which is sure that the conse-
quent (beach trip) of both conditionals will happen no matter the state of the
antecedent (presence or absence of rain). If such conditionals are in fact accept-
able they constitute a clear counterexample to RH, both ¬A→ B and A→ B
cannot be positively relevant at the same time. On the other hand, as in the
case of the Gibbard phenomenon, there are no empirical studies that show
that the users of the natural language are willing to accept such conjunction.
Even if such expressions are systematically acceptable in some contexts it is

3A similar counterexample was implied in Stalnaker 1968: “If the Chinese enter the Vietnam
conflict, the United States will use nuclear weapons and if the the Chinese will not enter the
Vietnam conflict, the United States will use nuclear weapons.”

47



not obvious that they express a conjunction of two indicative conditionals. For
example, it may be the case that by means of them speakers express something
like:

(2) If it will not rain tomorrow I will go to the beach and even if it will rain
tomorrow I will go to the beach.

In such case despite its superficial structure (1)-like utterances are not a
conjunctions of two indicative conditionals but conjunction of an indicative
conditional and a concessive one (conditional which involve “even if” clause)
and therefore are not a counterexamples to RH. Such reading seems to be
plausible. To show that the conjunction like (1) are conjunction of indicative
conditionals one would have to show that in contexts in which speakers are
willing to assert them they are also willing to assert each of the indicative
conditionals combined in it on their own. This would show that both ¬A→ B
and A→ B are acceptable in indicative form at the same time and constitute
evidence against RH.

Two other counterexamples to the RH were discussed in Skovgaard-Olsen
et al. 2019. The authors discuss counter-examples to the idea that the truth
of an indicative conditional requires the existence of a connection between an-
tecedent and consequent. The connection of some kind is necessary for the
positive relevance, therefore, a convincing example of acceptable conditional
which does not involve any connection will be an example of conditional which
does not involve relevance. The first discussed example was originally pre-
sented in Johnson-Laird and Byrne 2002:

“We do not deny that many conditionals are interpreted as convey-
ing a relation between their antecedents and consequents. However,
the core meaning alone does not signify any such relation. If it did,
then to deny the relation while asserting the conditional would be
to contradict oneself. Yet, the next example is not a contradiction:
If there was a circle on the board, then there was a triangle on the
board, though there was no relation, connection, or constraint, be-
tween the two—they merely happened to co-occur.” (p. 651)

Skovgaard-Olsen and co-authors claim that Johnson-Laird and Byrne are
mistaken in claiming that there is no connection involved in the described ex-
ample. The co-occurrence mentioned in the quote is a connection that justifies
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the utterance of the conditional. That seems to be a convincing response and
considering probabilistic relevance makes it even clearer, the correlation be-
tween two shapes makes the occurrence of the circle positively relevant for the
occurrence of the triangle.

The second counterexample was suggested to Skovgaard-Olsen and his
coauthors by an anonymous reviewer:

“Detective interviewing shopkeeper:

D: We need to know what Mr. Smith bought today, can you help
us out?

S: I’m sorry, I didn’t find out about any customers’ names today.

D: Well, he was carrying a large polka-dotted umbrella.

S: If he carried a polka-dotted umbrella, then he bought a gold
watch.”

as in the previous case, the authors claim that this example involves a con-
nection. It is established by detective recognizing Mr. Smith as the man who
was carrying a polka-dotted umbrella. This addition makes the arguments of
the conditional connected in this context and, at the same time, secures the
positive relevance.

An example reasoning which is credited with being a counterexample to
the is the Conjunctive Sufficiency also called centering:

CS A and B |= A→ B

As we see, CS is an inference that takes us from a conjunction of to the con-
ditionals from one conjunct to another one. Relevance is not required for the
truth nor the acceptability of conjunction so if the inference from conjunction
to a conditional is valid then relevance cannot be a part of the acceptability con-
dition for conditionals. The CS is validated by most of the popular semantics
of indicative conditionals. It is validated by the possible world semantics (see
e.g., Stalnaker 1968), three-valued semantics (see e.g., Baratgin et al. 2018 or
Egré, Rossi, and Sprenger 2019) or popular suppositional theory (see e.g.,Over
and Cruz 2018). On the other hand, some authors regard it to be un-intuitive
and defend the semantic or pragmatic theories which do not validate it. The
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example of such theory is already discussed EST or promising inferential se-
mantics defended for example in Douven 2015 or Krzyżanowska, Wenmackers,
and Douven 2014.

The results of the empirical experiments concerning CS are mixed. Cruz
et al. 2016 supports it by showing that the way participants react to instances
of CS is more in line with how they typically react to valid rather than invalid
inferences. At the same time, the results of Krzyżanowska, Collins, and Hahn
2017 and Douven et al. 2019 goes against the CS.

In light of the above, it seems that the validity of CS is still a controver-
sial issue and therefore it may be premature to reject RH on this ground. At
the same time, as far as I know, no conclusive counterexample against it was
yet proposed. Therefore, it seems that given it strong empirical standing the
relevance hypothesis should be regarded at least as very plausible.

3.4 Relevance Hypothesis and Ramsey Test

What all that has to do with RT? As we have seen, the QAT a probabilistic
reformulation of RT does not include the requirement of positive relevance
amongst the acceptability conditions of conditionals. Unsurprisingly it the
same for RT. It does not include the probabilistic relevance as a condition of
acceptability which in light of strong standing of RH seems to be problematic.
To see that, consider:

(3) If I eat an apple today, I will not inherit 1000000$ today.

Let us assume that in case of (3) the consequent is very probable and the
antecedent is probabilistically irrelevant for consequent.4 RT will judge (3)
as acceptable; we add the antecedent to our stock of beliefs our subjective
probability of the consequent will be high. At the same time, EST will not judge
it as acceptable because the antecedent is not relevant for the consequent. We
can multiply similar examples;5 it seems that in all of them our intuitions go

4Obviously, we can fix the probability of the consequent as high as we want without making
the antecedent probabilistically relevant for it.

5Similar examples were used in an experiment described in Douven and Verbrugge 2012 or
in Skovgaard-Olsen, Singmann, and Klauer 2016. The results of the experiment presented in
the second paper suggest that the acceptability of conditionals generally does not correspond
to the conditional probability of a consequent given an antecedent.
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together with the verdict of EST. This advantage is, as we have seen, confirmed
by the results of empirical studies. All that together constitute a powerful
argument against RT as a procedure for judging the acceptability of indicative
conditionals.

After establishing our negative results two questions remain: what does RT
really test? And, what would be a better test for the acceptability of condition-
als?

The answer to the first question goes beyond the scope of this article. At
the same time, it seems very plausible that RT provides the interpretation for
conditional degrees of beliefs as proposed by Edgington 1995 or Sprenger 2015.
This interpretation is also supported by the original Ramsey’s formulation:

“We can say that they are fixing their degrees of belief in q
given p”

If that is the case and if a high conditional probability of a consequent given
an antecedent is not enough for a conditional to be acceptable, as is predicted
by EST, it is natural that RT, which tests just a conditional probability, is not a
reliable test for acceptability of conditionals.

The answer to the second question is easier. EST suggests a way in which
we can upgrade RT to prevent it from accepting irrelevant conditionals. It is
enough to add a clause where the subject checks if the acceptance of the an-
tecedent raises the probability of the consequent. The upgraded test looks like
this:

RT+ 1 Add p hypothetically to your stock of beliefs and update the rest of
your beliefs in order to make them consistent with the acceptance of
p. Is your subjective probability of q high?

2 Compare your degree of belief in q now and before you added p. Is
it higher now?

If the answers to both questions are positive the conditional p −→ q is ac-
ceptable. RT+ preserves the intuitions behind RT and should be treated as an
improved version rather than a new test. In any case, RT+ corresponds well to
EST. Therefore the presented evidence which supports EST also supports the
new version of the test as well.
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3.5 Conclusion

In my article, I described a new argument against RT. I argued that a positive
probabilistic relevance requirement is one of the conditions of the acceptabil-
ity of indicative conditionals. It is both supported by empirical evidence and
there is no uncontroversial counterexample to it. RT does not incorporate the
requirement and therefore is not a successful procedure for judging the accept-
ability of indicative conditionals. At the same time, it can be easily augmented
in a presented way.
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Chapter 4

Minimal Theory of Causation
and Causal Distinctions

4.1 Introduction

The Minimal Theory of Causation, presented in Graßhoff and May 2001, as-
pires to be a version of a regularity analysis of causation able to correctly
predict our causal intuitions. I my article, I will argue that it is unsuccessful
in this respect. The second aim of the paper will be to defend Hitchcock’s
proposal concerning divisions of causal relations (Hitchcock 2001) against crit-
icism made, in Jakob 2006 on the basis of the Minimal Theory of Causation. In
the second section, I will present the Minimal Theory and Jakob’s critique. In
the third one, I will critically examine both of them. In the last section I will
conclude.

4.2 Minimal theory of causation

The Minimal Theory of Causation (MT) is a version of a regularity theory
of causation. It was proposed in Graßhoff and May 2001 and it both builds
on and is motivated by shortcomings of the Mackie’s INUS theory (Mackie
1980). Therefore, I will start by introducing the INUS theory. According to the
theory, a cause of an event is insufficient but necessary (non-redundant) part of
unnecessary but sufficient condition of this event, in short, its INUS condition.
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A classic example used to present the theory is a case of a fire. When experts
judge that the short-circuit is the cause of the fire, they are aware that it was just
a part of a set of conditions which together are sufficient for the fire. It includes
the presence of oxygen, flammable material etc.. At the same time, the short-
circuit was necessary in the described situation, without it there would be no
fire. The set of conditions is not necessary for the fire. There are other scenarios
in which the house would burn, for example, an arsonist with gasoline and a
lighter. Therefore short-circuit is insufficient but necessary (non-redundant)
part of unnecessary but sufficient condition or a cause of the fire. This is a
good prediction. Because such correct predictions the theory is popular among
scientist. For example, Marini and Singer 1988 describes how Mackie’s theory
is used in social science. Similarly, Warr 2016 argues that INUS theory is the
most suitable one for criminology because it is simple and easy to use and, at
the same time, able to incorporate multidimensional explanations.

On the other hand, the theory is currently not popular among philosophers,
especially in comparison to the interventionists theories (e.g., Woodward 2005)
or causal models (e.g., Pearl 2009). One reason for that may be notorious coun-
terexamples, for example, the Manchester factory hooters case. The example
was formulated by the Mackie himself:

“The sounding of factory hooters in Manchester [at 5 p.m.] may be
regularly followed by, but does not cause, London workers leaving
their work.”(Mackie 1980, p.81)

In this case because of common cause of both the sound and leaving of
workers the sound is recognized as an INUS condition and therefore cause
of workers leaving. This is an unintuitive result and it was recognized as a
problem by Mackie himself. The Minimal Theory of Causation, proposed in
Graßhoff and May 2001, preserves intuitions behind the INUS theory but does
not suffers from the traditional problems. In words of Jakob 2006:

“At first sight, MT bears a close resemblance to Mackie’s (1974)
INUS-conditions, but a second glance will show that some impor-
tant lessons have been learned.”( Jakob 2006, p.280)

Surprisingly MT did not get much traction since. It clearly possesses many
attractive features. Firstly, it shares already mentioned attractive features of
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INUS but is not susceptible to the counterexamples. Additionally, it provides
a unified theory of singular and general causation.

In light of all that, it is surprising that the theory did not attracted more
supporters. Perhaps the problems I will diagnose in my paper can be a part
of explanation why INUS is not popular anymore and MT, despite having
attractive properties, never get much popularity. In my presentation of MT I
will use a version of the theory presented in Jakob 2006. It is constituted by
causal principles, which constrain all deterministic causal relations:

“Principle of causal determinism: The same cause is always accompa-
nied by the same effect.”

This principle “defines the essence of deterministic causation”.1 On the other
hand, it makes the theory unable to deal with probabilistic causal relations. In
most cases of the probabilistic causation, the different effects can be caused by
a single cause.

“Principle of causality: If no cause is present, no effect occurs.”

It claims that whenever an event type has a cause, then if an event from this
type occurred, at least one of his causes had to occur. In other words, it pro-
hibits spontaneous occurrences of effects.

“Principle of causal relevance: Every type of cause is indispensable for
the occurrence of an effect in at least one situation.”

This principle prevents the theory from accepting as cause an event which
just happen to coincide with the effect. In order to be classified as a cause by
the theory an event has to be necessary for at least one occurrence of a given
effect.

“Principle of persistent relevance: An event type maintains its causal
relevance when additional event types are taken into account.”

The last principle makes possible for the theory to exclude relations which
are not persistent enough.

After he presented the principles, Jakob defines a causal relation which
obeys them. He starts by defining a minimally sufficient conjunction:

1Graßhoff and May 2001 p. 88.
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“MsC: A conjunctive sufficient condition φ of an event type θ is a
minimally sufficient conjunction of θ, if and only if no proper part of
φ is sufficient for θ.”

where φ and θ designate event types. There can be many different mini-
mally sufficient conjunction for one effect. The disjunction of all of them is,
because of the Principle of causality, a necessary condition. We called a nec-
essary condition of x a minimally necessary condition if and only if none of its
proper parts is a necessary condition of x.

Using previously defined notions, he defines a minimal theory:

“A minimally necessary disjunction of minimally sufficient condi-
tions of E is called a minimal theory of E.”

Then, with use of the intuition expressed in the Principle of persistent relevance
he defines causal relevance, which is at the same time his definition of type-
level causality:

“CR: An event type C is causally relevant for an event type E if and
only if (i) C is part of a minimal theory of E, and (ii) C stays part
of this minimal theory across any extensions of its frame of event
types.”

The final notion is a singular causation which was not defined in Graßhoff
and May 2001:2

“SC: Two events c and e stand in a singular causal relation if and
only if c instantiates a positive event type C which, according to CR,
is causally relevant for an event type E, such that e instantiates E,
and c is coincident with other events that instantiate a minimally
sufficient condition CX of E, in which C is contained.”

Before I move to the critical part of my paper, I will present one of appli-
cation of MT, Jacob’s critique of Hitchcock’s distinctions of causal relations. I
will start by presenting the distinctions.

Hitchcock 2001 develops two complementary distinctions in order to clar-
ify and explain one way in which we use causal claims, namely as advices.

2Were capital Latin letters denote event types, while small letters denote events.
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According to him, the distinctions are conflated in a traditional distinction of
causal relations, which distinguishes between singular and general causal re-
lations. (S) is an example of a singular causal claim while (G) of a general
one:

(S) David’s smoking caused him to develop lung cancer.

(G) Smoking causes lung cancer.

The first of Hitchcock’s distinctions distinguishes between actual and ten-
dency causation. Actual causal claims imply that the arguments of a relation
actually occur. (S) is an example of an actual causal claim while (G) is a causal
tendency claim. Another causal tendency claim is:

(T) David is the sort of person for whom smoking tends to cause lung cancer.

The second distinction divides causal claims into narrow and wide. Narrow
causal claims describe relations between single events or between homoge-
neous populations. Examples of such narrow claims are (S) or (T). Wide causal
claims describe relations between “broader, more heterogeneous populations”3

examples of such claims are (G) or:

(W) Every year, there are thousands of new cases of lung cancer that are
caused by smoking.

Hitchcock claims that these are conflated in commonly used distinction into
general and singular causation and that the new distinctions cannot be ex-
pressed in terms of the old one.

Using the framework of MT, Jacob revises Hitchcock’s distinctions. He
starts with actual/tendency distinction. According to Jakob, the most relevant
cases are the relations which are classified as single causation by the standard
division and as tendency causation by Hitchcock’s distinction, for example (T).
According to MT, a claim is a singular causal claim just if it refers to particular
events standing in causal relations. (T) does not refers to any such events
and therefore is classified as a general causal claim. The meaning of (T) is,
according to MT, captured by the following two clauses:

“(i) Smoking S is causally relevant for lung cancer L.
3Hitchcock 2001 p. 220.

57



(ii) David instantiates a conjunction of event types X together with which
smoking is a minimally sufficient condition SX, which is part of a mini-
mal theory of L.”

The first clause describes existence of the general causal relation between smok-
ing and cancer. The second one states that David instantiates all parts of a min-
imally sufficient condition of lung cancer except smoking. In other words, the
only thing he lacks to get a lung cancer is smoking. Neither of the clauses im-
ply occurrences of events which are arguments of the relation (David’s smok-
ing and cancer) and therefore (T) is a general causal claim.

In opposition to (T), (S) is a singular causal claim. It is so because it refers
to two particular events, namely David’s smoking and developing lung cancer,
standing in the causal relation. According to MT its content can be character-
ized as:

“(i) Smoking S is causally relevant for lung cancer L, and

(ii’) David instantiates a minimally sufficient condition SXi containing smok-
ing S, and SXi is part of a minimal theory of L.”

The first clause of the meaning of (S) is the same as the first clause of the
meaning of (T). Both (S) and (T) describe a causal relation between smoking
and lung cancer. The second clause of the meaning of (S) states that David
instantiates the whole minimal sufficient condition which includes smoking.
(W) is also a singular causal claim, the difference between it and (S) is just the
number of persons who instantiate a relevant minimally sufficient condition.
Finally, (G) is a typical case of general causal claim, its meaning, according to
the author, is exhausted by:

“(i) Smoking S is causally relevant for lung cancer L.”

(G) does not imply anything about occurrence of any actual events, which
makes it a general causal claim. If a claim is general in according to MT it
is not an actual claim in Hitchcock’s sense. Therefore according to Jakob the
actual/tendency distinction does not add anything.

Then Jakob discusses the division into wide and narrow causal claims.
Hitchcock classifies (S) as an example of wide causal claims while (W) as a
narrow one. According to Jakob’s analysis, both claims share (i) as part of
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their meaning and differ just in the attribution of smoking-involving minimal
necessary condition. (S) attributes it to David while (W) to thousands of cases.
Therefore, both sentences differ just in a number of instantiations they describe,
not in the nature of the expressed causal relations.

Jakob concludes that his distinction classifies the presented cases just as well
as two Hitchcock’s distinctions, and for sake of methodological parsimony we
should use it.

4.3 Critique

In this section, I will present some problematic features of the Minimal Theory
of Causation and Jakob’s critique. Firstly, I will raise some general worries
concerning MT. Afterwards, I will show how they translate into problems in
Jakob’s analysis of meaning of causal claims and his reformulation of singu-
lar/general causal claim distinction. Lastly, I will present one way in which
Hitchcock’s distinctions are superior over Jakob’s one.

MT does not seem to be a promising theory of causation. One of the pur-
poses of such theory is to predict causal intuitions of natural language speak-
ers. MT fails to deliver in this respect in at least two different ways:

It is too restrictive. Firstly, a causation by omission is excluded from the
analysis. Moreover, it seems that we would have to significantly change the
theory in order to incorporate omissions. For example Principle of causal de-
terminism seems to be generally false for causation by omission. We can say
that a lack of seat belts is a cause of a serious damage in the case of an accident,
but it will not have the same effect in different situation. Secondly, as Jakob’s
himself admits, MT excludes probabilistic causation: “If there are irreducibly
probabilistic relations the MT-analysis does not apply to them.”4 The situa-
tion seems to be worst than Jacob admits. The theory not only excludes cases
of indeterministic causation but also does not give us any answer in cases in
which we do not know the deterministic mechanism behind the connection.
Arguably, (G) is one of such cases. This seems problematic if we consider uses
of causal concepts in contexts in which we have just statistical information.

Some of the axioms of MT are counter-intuitive. For example, the Princi-
ple of causal determinism seems to cause the above problem. Similarly, the

4Jakob 2006 p. 280.
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Principle of causality seems counter-intuitive, consider for example an alterna-
tive world which contains rare cases of spontaneous occurrence of lung cancer.
Contrary to the Principle of causality, in such alternative world we would still
have been entitled to state (G).

Finally, the analysis of meaning of causal claims, based on MT article seems
to be unsuccessful. Consider for example (T)-like sentence:

(I) Scarlett Johansson is the sort of person for whom contact with grass
pollen tends to cause a skin rash.

According to Jacob’s analysis the meaning of (I) is:

(i) Contact with grass pollen P is causally relevant for skin rash R, and

(ii) Scarlett Johansson instantiates a conjunction of event types X together
with which contact with grass pollen is a minimally sufficient condition
PX, which is part of a minimal theory of R.

Neither of the clauses imply occurrences of events which are the arguments
of the causal relation and therefore (I) is a general causal claim. But (I) does
not seem to convey nothing about anybody except Scarlett Johansson. Why
it is a general causal claim? And why we should accept (i) as a part of its
meaning? There is a possible answer, namely that the causal relevance in (i)
is a very weak notion and therefore (i) does not adds much. This seems to
be plausible if we consider how causal relevance is understood in MT. On the
other hand, the answer starts to be very unintuitive if we remind ourselves
that the meaning of (G) and (G)-like sentences are exhausted by (i) and (i)-like
clauses. It seems obvious that we mean something stronger when we state (G).

The problem is clear when we consider (I) together with its wide5 equiva-
lent:

(J) Contact with grass pollen causes skin rash.

The meaning of (J) is:

(i) Contact with grass pollen P is causally relevant for skin rash R.

5It is wide in Hitchcock’s terminology; in Jakob’s one both (I) and (J) are general.
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If we compare both meanings it is clear that according to Jacob’s analysis
(I) is stronger then (J). This means that we can infer (J) from (I) but not the
other way around. This seems false. (I) is true, but (J) seems false. Therefore
the theory seems to be in trouble.

We can ask here, what went wrong? The most obvious answer is that the
meaning of general causal claims like (G) or (J) predicted by MT is much to
weak. It is imposed by the Principle of persistent relevance and the Principle
of causal relevance. Both principles can be satisfied by a single instance and
therefore the truth conditions for a general causal claim are easy to satisfy. It
is enough that one member in a given population (e.g., Scarlet Johansson in
population of humans) instantiates a given causal tendency for the whole pop-
ulation to instantiate it. This is reflected in implausible predictions concerning
meanings of causal claims. It seems that we mean something stronger when
we use general causal claims.

The Jacob distinction is also unintuitive. A claim is a singular causal claim,
according to the MT, if it refer to actual events standing in causal relation.
If a clause is not a singular causal claim it is general one. Because of this,
claims like (I) which refers to a tendency instantiated by a single instance are
classified as a general causal claims. This seems to be at least misleading.
(I)-like sentences do not describe anything general so why we should classify
them as general causal claim?

Similarly, it seems that Hitchcock’s distinctions are more fruitful. To see
that let us go back to the aim of the Hichcock’s article, namely an analysis of
causal claims used as advices. Hitchcock’s distinctions can be used to single
out the type of causal claims which are the most naturally used in this role
– the wide tendency causal claims. At the same time, the Jacob’s distinction
cannot do that or at last it cannot do that in a similarly elegant way. Plausibly,
the subset of general causal claims would be most suitable to serve in this way.
At the same time it is not clear if it can be described more precisely. Therefore
at least in this respect, Hitchcock’s distinctions perform better than Jacob’s one.

4.4 Conclusion

In my paper I argued that MT is not a promising theory of causation. As we
have seen, the analysis is both too restrictive (it excludes causation by omission
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and probabilistic causation) and at the same time not restrictive enough (the
predicted meaning of general causal claims is too weak). Moreover, it seems
that there is no way in which we can solve these problems without changing
the theory in a substantial way.

One interesting question we can ask is: Are the features which cause the
implausible predictions of MT present in its predecessor Mackie’s INUS the-
ory? As we have seen the main problem with MT is that it is too lenient in the
way it classifies factors as general causes. It is enough for a class to be judged
as a cause of some other class that one event from the first class is part of min-
imally sufficient condition for an event from the second class. This seems to be
way too lenient criterion and analogical leniency is already present in INUS.
As we have seen according to the theory, a cause of an event is insufficient but
necessary (non-redundant) part of unnecessary but sufficient condition or this
event. To see the analogy we can go back to our example the case of a fire.
In this case, the short-circuit is insufficient but necessary (non-redundant) part
of unnecessary but sufficient condition or a cause of the fire. The prediction
is plausible but let us consider what Mackie is saying about other conditions
being part of the sufficient set (in our case presence of oxygen and flammable
material etc.):

“That is, the formula “ABC̄ or DĒF or ḠH̄I or . . .” represents a
necessary and sufficient condition for the fire, each of its disjuncts,
such as ‘ABC̄’, represents a minimal sufficient condition, and each
conjunct in each minimal sufficient condition, such as ‘A’ represents
an INUS condition.”(Mackie 1980 p. 246)

Surprisingly, Mackie is writing here that all other individual conditions
which are parts of all sufficient but unnecessary conditions are INUS con-
ditions and therefore causes. This is puzzling, there seems to be too many
causes. First of all, the presence of oxygen and all other implicit conditions
are all causes of the fire. Secondly the quote seems to suggests that conditions
which are members of unrealized unnecessary sufficient sets are also causes.
This is perhaps an uncharitable interpretation. In any case, the attribution of
causality to factors other then short-circuit seems to be less intuitive. More-
over, as far as I can tell, the theory does not give us any way to explain why
short-circuit seems to be more important as a cause of fire than any other INUS
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condition. To put it otherwise, INUS theory is not able to distinguish the cause
from the contributory causes. This problem is analogical to the problem with
MT. According to INUS theory it is enough for a singular causal claim that
a given event is a insufficient and necessary part of any of many sufficient
but unnecessary condition, no matter how unlikely or exotic this condition is.
Similarly, according to MT theory, it is enough that a one member in a given
population (e.g., Scarlet Johansson in a population of humans) instantiates a
given causal tendency for the whole population to instantiate it. The problem
was already present in INUS theory but going from singular to general causal
claims seems to make it worst.

As we have seen, contrary to the main claim of Jakob’s article, it seems that
Hitchcock’s distinctions perform better then the new distinction defined on the
basis of MT. The new distinction classifies some of the claims in a misleading
way for example, it classifies (I) as a general causal claim.

Finally, we can ask if there is a part of Jakob’s critique which remains valid?
I think that there is. In the last part of his article Jakob points out that the
second of two Hitchcock’s distinctions, the one which distinguishes between
wide and narrow causal claims, does not describe two semantically different
kinds:

“The essential qua necessary difference between (S) and (W) is the mere
number of instantiations which is one in (S) and thousands in (W). This differ-
ence has nothing to do with the nature of the causal relations expressed in (S)
and (W)...”6

This seems true, the first distinction does all the semantic work. It seems
plausible that many instances of relations analogical to the one which makes
(S) true would make (W) true. Plausibly, the difference between wide and
narrow causal claims is no more semantically significant than the difference
between “wide” and “narrow” categorical claims like:

(L) David have lung cancer.

(M) There are thousands of cases of lung cancer.

On the other hand, this does not make the second distinction unimportant.
As we have seen it has both epistemic and pragmatic importance.

6Jakob 2006 page 286.
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Chapter 5

Causal Conditionals,
Tendency Causal Claims and
Statistical Relevance

5.1 Introduction and Theoretical Background

Indicative conditionals—that is, conditionals that do not involve the auxiliary
verb “would” and do not imply falsity of the antecedent—are important lin-
guistic structures. We use them to predict and explain events, to formulate
instructions, and to describe causal relationships. For example, we can de-
scribe a causal tendency using explicit causal wording:

(1a) A lot of rain causes the ground to be waterlogged.

or by means of an indicative conditional

(1b) If it rains a lot, then the ground will be waterlogged.

This paper presents an empirical study of causal conditionals: that is,
indicative conditionals that express a causal relationship. From now on, we
will refer to them simply as “conditionals”. This focus excludes, for example,
Dutchman conditionals and purely inferential conditionals.

Studying the connection between conditionals and causal claims is interest-
ing for many reasons. If there is a link, we could develop a unified semantics
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for both types of expressions. Indeed, empirical evidence shows that indica-
tive conditionals such as (1b) are often paraphrased by causal claims such as
(1a) (e.g., Frosch and Byrne 2012). However, in order to formulate a plausible
hypothesis between both types of sentences, we have to distinguish between
the causal claims which are related to conditionals and those that are not.

A suitable distinction has been proposed by Christopher Hitchcock (2001,
219–220). According to the author, we can distinguish two kinds of causal
claims, which have related but different meanings. The verb “to cause” used
in actual causal claims is a success verb: it implies that the events described by
its arguments took place. Because of this feature, actual causal claims are used
for explaining occurrences of particular events, for example:

(2) James Dean’s recklessness caused his accident.

There does not seem to be a systematic connection between the truth of an
actual causal claim and the truth of the corresponding (indicative) conditional.
The success aspect of an actual causal claim—that both cause and effect occurred—
cannot be expressed adequately by means of an indicative conditional, imply-
ing that the truth conditions for both types of sentences should be different,
too.

Therefore we focus on tendency causal claims, which describe the gen-
eral tendency of a cause to bring about an effect, without implying the actual
existence of the causal relata. An example of such a claim is (1a) or:

(3a) Pressing the red button causes the fire alarm to go off.

The corresponding conditional is (example taken from Declerck and Reed
2012):

(3b) If you press the red button, the fire alarm goes off.

True conditionals seem to correspond systematically to true tendency causal
claims. For instance, if (1a) or (3a) are true, the corresponding conditionals
(1b) and (3b) should also be true. Examining this relationship in detail will be
a major goal of our paper. From now on, we use the term “causal claims” as a
shortcut for tendency causal claims.

In the above cases, the link between the cause and effect was quite strong.
Some tendency causal claims express a weaker relationship: the cause raises
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the probability of the effect, but the effect may not be likely even in the presence
of the cause. An example of such case is:

(4a) Smoking causes cancer.

We would classify this sentence as true, but the corresponding conditional:

(4b) If one smokes, one will get cancer.

seems false.
What is the difference between a true tendency causal claim, which sup-

ports the corresponding conditional, like (1a) or (3a), and those that do not,
like (4a)? A plausible explanation is the difference in strength of the causal
link between antecedent and consequent. Causal strength is typically inter-
preted as the degree to which the cause C brings about the effect E. While
pressing the red button triggers the fire alarm for sure, smoking increases your
risk of developing cancer—but not to a level where it is more likely than not.
Intuitively, fire alarm is stronger determined by pressing the button than pres-
ence of lung cancer by smoking.

To express the concept of causal strength and causal relevance, probability
enters the game. Probabilistic theories of causation classify C as a cause of E
if and only if C raises the probability of E in all/some/the relevant contexts
(Cartwright 1979; Eells 1991; Suppes 1970). The probability-raising intuition is
also present in interventionist accounts of causation (Pearl 2000; Spirtes, Gly-
mour, and Scheines 2000). All this suggests that statistical relevance between
cause and effect could be a good predictor of whether causal claims are classi-
fied as true or false. In particular, a causal claim is more likely to be classified
as true the stronger the statistical association is (for discussions of probabilistic
measures of causal strength, see Cheng 1997; Eells 1991; Fitelson and Hitchcock
2011; Pearl 2001; Sprenger 2018).

The second possible explanation of the difference between causal claims
that support the corresponding conditional and those that do not is the dif-
ferent role of conditional probability. Suppositional theories of conditionals
(e.g., Adams 1975; Edgington 1995; Ramsey 1926) claim that “If C, then E” ex-
presses the subjective degree of belief in E given C. For tendency causal claims,
no comparable thesis has been advanced. Conditional probability is also fre-
quently used for predicting judgments on causal conditionals. For example,
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Ernest Adams (1965, 1975) explicates the acceptability of a conditional by the
formula

Acc(C→ E) = p(E|C) (Adams’ Thesis)

Similarly, Stalnaker (1968, 1975) develops a propositional semantics of condi-
tionals where they have a definite truth value and their probability corresponds
to that very same conditional probability

p(C→ E) = p(E|C) (Stalnaker’s Thesis)

suggesting that the subjective degree of belief p(E|C) could be an adequate
predictor of how causal conditionals are classified (for well-known theoretical
problems with Stalnaker’s Thesis, see Lewis 1976). Both Adams’ and Stal-
naker’s Thesis are widely supported by patterns observed in natural language
reasoning (Adams 1975; Douven and Verbrugge 2013; Egré and Cozic 2011;
Evans et al. 2007; Over 2016; Over et al. 2007). On the other hand, recent papers
point out that the connection between conditionals and conditional probability
crumbles when the antecedent is not (statistically, causally, or otherwise) rele-
vant for the consequent (e.g., Douven and Verbrugge 2010; Skovgaard-Olsen,
Singmann, and Klauer 2016). Alternative accounts such as the Evidential Sup-
port Theory (EST, Douven 2008, 2016) therefore demand not only that the
conditional probability of E given C be high, but also that C raise the prob-
ability of E. In other words, C needs to provide evidential support for E (see
also Crupi and Iacona 2019b; Krzyzanowska 2015; Krzyżanowska, Collins, and
Hahn 2017).1

In this paper, we study the commonalities and differences between classi-
fying causal and conditional claims as true or false from an empirical point of
view, especially with respect to the role of probability and statistical relevance
in predicting these classifications. More precisely, we investigate whether sta-
tistical relevance measures affect causal or conditional claims more strongly.
There are many experiments devoted both to conditionals and to causal claims
(e.g., Frosch and Byrne 2012; Sloman and Lagnado 2015, —see also Douven
2016 for a survey) but, as far as we know, there are no experiments devoted
directly to testing the relation between both kinds of expressions. This paper

1The evidential support theory can be maintained either for truth conditions or for accept-
ability conditions; both varieties are to be taken seriously.
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aims to fill this gap and to obtain a comprehensive picture of the factors that
predict the classification of causal conditionals. In the next section we formu-
late the hypotheses that we test in our experiment.

5.2 The Hypotheses

The baseline idea of our paper is that causal and probabilistic factors predict
the judgment of a causal conditional as true or false. While this claim is in
agreement with most of the theoretical and empirical literature, it is too vague
to be tested experimentally.

Our first hypothesis concerns the logical relationship between causal con-
ditionals and the corresponding tendency causal claims. Two different kinds
of relation are possible:

H1.a (Necessity) Causal conditionals are classified as true only if the corre-
sponding tendency causal claim is classified as true.

H1.b (Sufficiency) Causal conditionals are classified as true if the correspond-
ing tendency causal claim is classified as true.

H1.a seems prima facie plausible since absence of a causal relation has un-
dermined the acceptability of conditionals in previous empirical research (e.g.,
Skovgaard-Olsen, Singmann, and Klauer 2016). On the other hand, in the light
of the above examples (e.g., the pair (4a)/(4b)), we would expect that H1.b fails
in empirical investigation. Some causal conditionals are expected to be clas-
sified as false although the corresponding tendency causal claim appears true
(e.g., “smoking causes cancer”). We operationalize these hypotheses by de-
manding that of all causal conditionals evaluated as true, only a small percent-
age of the corresponding tendency causal claims are evaluated as false (H1.a).
Similarly, for an overwhelming percentage of all tendency causal claims eval-
uated as true, the same claim in conditional form needs to be evaluated as
true (H1.b). For the respective thresholds we consider a strict interpretation (5
and 95%) and a lenient interpretation (10 and 90%); as we will see later, this
difference in interpretation does not affect the conclusions we draw.2

2It would also be interesting to test a quantitative version of H1.a and H1.b: the probability
of classifying the conditional claim as true increases with the perceived strength of the causal
tendency.
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Similarly, we would like to test whether statistical relevance measures pre-
dict the evaluation of a causal claim as true or false. We focus on measures
that depend on p(E|C) and p(E) since these quantities are the easiest to elicit
and form a natural class of statistical relevance measures (i.e., they all conform
to the Final Probability Incrementality condition, Crupi 2015; Sprenger and
Hartmann 2019, ch. 1).3 Among them, we consider the measures that are most
frequently discussed and defended in the vast literature on probabilistic mea-
sures of evidential support (e.g., Crupi, Tentori, and González 2007; Fitelson
2001):

d(C, E) = p(E|C)− p(E) l(C, E) = log
p(E|C)

1− p(E|C) − log
p(E)

1− p(E)

r(C, E) = log
p(E|C)

p(E)
z(C, E) =


p(E|C)−p(E)

1−p(E) if p(E|C) ≥ p(E)
p(E|C)−p(E)

p(E) if p(E|C) < p(E)

(SR)

The logarithmic transformation maps r and l to a scale that is adequate for pre-
dictor variables in a Generalized Linear Mixed Model (GLMM). All measures
can be motivated intuitively: d(C, E) and r(C, E) are natural indicators of how
much supposing C increases the probability of E on an additive and a multi-
plicative scale. The measure l(C, E) corresponds to the ratio between posterior
and prior odds on E when C is learned in the meantime (i.e., the Bayes factor).
Finally, z(C, E) can be conceptualized as a generalization of logical entailment
between C and E to the case of uncertain reasoning. We can now formulate
our hypothesis:

H2.a Statistical relevance measures in the class (SR) predict the classification
of a tendency causal claim as true or false.

As a criterion for evaluating H2.a, we adopt the statistical significance of in-
cluding statistical relevance as a predictor variable, plus a reasonable, non-
negligible effect size. Effect size is measured by how much variance in the
data can be explained by the predictor variables and expressed numerically by
the squared correlation coefficient R2. For an effect size to be meaningful, we

3A measure depending on p(E|C) and p(E|¬C) like the popular measure ∆p = p(E|C)−
p(E|¬C) would require the participant to make two conflicting suppositions (“Suppose C/¬C
is the case. How likely do you consider E?”). This is something we would like to avoid in this
experiment, and therefore we focus on measures that depend on p(E|C) and p(E).
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demand that it exceed the value R2 = 0.09, which is conventionally identified
with the lower bound of a medium effect (Cohen 1988).

Then, we ask which of the two Causal Bayesian Networks in Figure 5.1 is
more adequate: the picture where probabilistic factors predict causal claims
only via statistical relevance, or the picture where they add predictive value
on top of statistical relevance. See Figure 5.1. In other words, the question is
whether we can “compress” the two probabilities into a single variable for the
purpose of predicting the classification of causal claims. This leads us to our
next hypothesis:

H2.b Statistical relevance measures in the class (SR) predict the classification
of a tendency causal claim as true or false almost as well as the statistical
relevance taken together with conditional probability and probability of
the consequent.

As a criterion for whether statistical relevance is an adequate proxy, we de-
mand that the explained variance does not meaningfully increase over and
above that what is already explained by the model that contains just statistical
relevance as a predictor variable. Similar to H2.a, the difference should not
exceed R2 = 0.09.

CP

SR

PC

CaC

CP

SR

PC

CaC

Figure 5.1: Two possible models for predicting the classification of causal claims, rep-
resented as Causal Bayesian Networks. CP = conditional probability, PC = probability
of consequent, SR = statistical relevance, CaC = causal claim classification.

Third, while there is substantial debate about the empirical adequacy of
Stalnaker’s Thesis and Adams’ Thesis (Douven 2016; Douven and Verbrugge
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2013; Skovgaard-Olsen, Singmann, and Klauer 2016), even critics agree on a
weak version of those theses: for relevant subclasses of causal conditionals,
p(E|C) is moderately correlated with the classification of a conditional as true.
We should therefore expect that this probability predicts the classification of a
causal conditional at least to some degree.

H3 The conditional probability p(E|C) predicts the classification of causal
conditionals of the form “if C, then E” as true or false.

H3 is evaluated on the same basis as the H2.a: adding the conditional proba-
bility as a predictor variable needs to be statistically significant, and the effect
size as measured by the correlation coefficient must exceed R2 = .09.

Finally, we come to our most interesting hypothesis which posits a specific
difference between causal and conditional claims. The intuitive idea is that a
conditional is classified as true if and only if two conditions are satisfied: (1) the
causal claim is classified as true, in agreement with H1.a; (2) the probability of
the consequent, given the antecedent, p(E|C), is “high enough”. As explained
in the introduction, this hypothesis is supported by research in the tradition of
Stalnaker (1968) and Adams (1975) where conditionals are evaluated according
to the relevant conditional probability.

H4.a In the class of tendency causal claims classified as true, the conditional
probability p(E|C) predicts the evaluation of conditional claims as true.

H4.b In the class of tendency causal claims classified as true, the statistical
relevance measures in (SR) predict the evaluation of conditional claims
as true.

We expect a positive effect in the first hypothesis and a null effect in the second
hypothesis: the effect of statistical relevance on the classification of a condi-
tional is “absorbed” by the evaluation of the causal claim as true. In a Causal
Bayesian Network, this would correspond to the claim that the truth of the
causal claim screens off statistical relevance from the truth of the conditional
claim. In this way, we explain the limitations that probabilistic theories (e.g.,
Adams’ Thesis) experience when causal relevance between antecedent and con-
sequent is suspended. The criteria evaluating for H4.a and H4.b correspond to
those for H2.a and H3: statistical significance plus meaningful effect R2 > .09.
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Our overall picture amounts to modifying Evidential Support Theory as fol-
lows: where EST demands, on top of high conditional probability, statistical
relevance between C and E for assessing a conditional as true, our account de-
mands in addition the presence of a causal link between C and E. Of course,
this need not be in tension with EST since we conjecture that statistical rel-
evance is actually a good predictor of classifying a causal tendency claim as
true.

5.3 Experimental Design and Methods

Participants

Participants were recruited via Amazon’s Mechanical Turk (www.mturk.com).
Mechanical Turk directed the participants to the experiment that was run on
the Qualtrics platform (www.qualtrics.com). In return for their participation,
subjects received a small monetary compensation. Seventy-four native English
speakers participated in the experiment. Eighteen participants were excluded
because they failed to give the correct response to at least one of the control
questions. All participants indicated to have participated seriously. At the end
of the experiment, participants were asked an open question about what they
thought the experiment was about. None of the participants displayed clear
knowledge of the purpose of the experiment. In total, 56 [39 female, mean age
= 40.59 years, s.d. = 11.69 years] participants were included in the analysis.

Design

We used a within-subjects design were each participant evaluated 19 scenarios.
These scenarios were presented in random order on the participants’ computer
screen. The participants were instructed to answer questions with the require-
ment that each question needed to be answered to be able to progress to the
next item (i.e., forced-choice). The entire experiment was conducted in English.

Control questions were used as a check on participants’ attention and par-
ticipation. Randomly dispersed throughout the experiment, participants had
to give a correct answer to several repeats of the elimination questions “For qual-
ity control, please select answer category five. If you do not select five, the
survey will be terminated.” In addition, subjects had to rate on a five-point
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Likert scale how seriously they participated in the experiment (1= “completely
unserious”, 5 = “completely serious”). We included an open question on the
purpose of the experiment, because knowledge of the experiment could in-
fluence the behaviour of participants. Our exclusion criteria were: failure to
give the answer 5 on one of the elimination questions; rating their seriousness
in participation as 3 or lower; or describing the experiment as being about
conditionals and causation or something similar.

Material and Procedure

Participants had to evaluate tendency causal claims and the corresponding
conditional claims in hypothetical scenarios, where a certain situation was de-
scribed (e.g., the effect of prohibiting alcohol consumption on the crime rate).
Through several pre-studies, 19 scenarios were selected on comprehensibility
from a list of 60. When directed from Mechanical Turk to Qualtrics, partici-
pants first received instructions on the experiment. After the instructions they
were presented with the scenarios in a randomized sequence. The 19 scenar-
ios consisted of four questions each, eliciting probability judgments as well as
dichotomous judgments on causal and conditional claims:

(Unconditional) Probability of Consequent This question elicits the probabil-
ity of a certain development without making specific assumptions (e.g.,
“how likely is it that the crime rate will decline in the next five years?”).

Conditional Probability of the Consequent This question elicits the probabil-
ity of the same development under a specific assumption stated in the
antecedent (e.g., “how likely is it that the crime rate will decline in the
next five years if alcohol consumption is made illegal?”).

Causal Claim This question asks the participants to evaluate the truth or fal-
sity of the causal connection between antecedent and consequent (e.g.,
“Making alcohol consumption illegal will cause the crime rate to decline
in the next five years”).

Conditional Claim This question asks the participants to evaluate the truth
or falsity of the corresponding indicative conditional (e.g., “If alcohol
consumption is made illegal, then the crime rate will decline in the next
five years.”)
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The first two questions had to be answered on a visual analog scale of proba-
bility percentages from 0% to 100%. The third and fourth question had to be
answered with either ”true” or ”false”. We reproduce the entire experimental
material in Appendix A and B.

5.4 Results

Hypotheses H1.a and H1.b

Combined, the data consisted of 1064 entries; 56 participants responded to
19 scenarios. We evaluated H1.a and H1.b by simply checking the frequency
statistics for the relevant categories (see Table 5.4). Of the 531 data points
where a causal conditional was classified as true, 25 data points classified the
corresponding tendency causal claim as false. This corresponds to a percentage
of 4,71% and therefore confirms our hypothesis H1.a that perceived presence
of a causal relationship is necessary for classifying a causal conditional as true,
both for the strict 5% and the lenient 10% threshold. By contrast, Hypothesis
H1.b that classifying a causal conditional as true is a sufficient condition for
classifying the causal conditional as true was not borne out by the data: of 611

data points where the tendency causal claim was evaluated as true, only 506

evaluated the corresponding conditional as true. This percentage of 82,82% is
clearly below the thresholds of 90% and 95% necessary to establish sufficiency.

Hypotheses H2.a and H2.b

A Generalized Linear Mixed Model (GLMM) was used to test hypothesis H2.a
and H2.b. We used a logit link function, as the outcome variable for each hy-
pothesis was binary (0 = False, 1 = True). We added participants and scenario
number as crossed random effects, because of difference in content between

Contingency Table Conditional Claim TotalTrue False

Causal Claim True 506 105 611

False 25 428 453

Total 531 533 1064

Table 5.1: Classification of causal and conditional claims as true and false.
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the scenarios, and possible differences in their interpretation between partici-
pants. We used the R package lme4 (Bates et al. 2015) to estimate the GLMM’s
regression coefficients, variance components, and the amount of variance in
the outcome explained by the predictor(s).

All statistical relevance measures predict the classification of tendency causal
claims as true or false, thus supporting hypothesis H2.a (see Table 5.2). For all
statistical relevance measures, the analyses show a positive and meaningful
association (R2 > 0.09) with the proclivity of participants to assess the ten-
dency causal claim as true. Specifically, the coefficients indicate the estimated
increase in log odds (per unit of the relevance measure) of tendency causal
claims being indicated as true versus false.4 The random-effects for scenario
and participant, though non-zero, appear to be minor. Specifically, their coef-
ficients are only slightly larger than their standard errors. Based on the test
statistics (z-values) and amount of explained variance (R2), the association be-
tween z(C, E) and classification of tendency causal claims was the strongest
(i.e., largest coefficient with respect to its standard error). The weakest associ-
ation was with the r(C, E) measure.

To test hypothesis H2.b, the change in R2 is assessed when probability of
the consequent p(E) and conditional probability p(E|C) are added to the mod-
els of H2.a. Unfortunately, these predictors cannot be added to the d(C, E)
model, because they perfectly define, without transformation, this statistical
relevance measure (see the SR equations). In other words, these predictors
are incapable of explaining additional variance in peoples tendency to indicate
causal claims as true over and above d(C, E). For the other three statistical rel-
evance measures, only z(C, E) is an adequate proxy for the effects of probability
of the consequent and conditional probability. Specifically, when the two proba-
bility predictors were added to the models the R2s increased to about 0.47 for
all statistical relevance measures, meaning that only z(C, E) is a good proxy
for the probability variables (i.e., R2 difference is below the 0.09 threshold;
0.47− 0.40 = 0.07).

4Please note that the statistical relevance measures are not measured on the same scale.
Thus the coefficients indicated in the tables cannot be meaningfully compared in the sense
that the largest coefficient is the best predictor.
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Type of Effect Variable Coefficient Std. Error z p
Fixed effects intercept -0.15 0.31 -0.48 0.63

d(C, E) 5.85 0.53 11.04 <0.0001
Random effects Participant 1.14 1.07

Scenario 1.26 1.12
Explained variance: R2 = 0.34. Residual degrees of freedom = 1060.

Fixed effects intercept 0.26 0.35 0.75 0.46
r(C, E) 1.16 0.14 8.36 <0.0001

Random effects Participant 1.02 1.01
Scenario 1.76 1.33

Explained variance: R2 = 0.22. Residual degrees of freedom = 1060.
Fixed effects intercept -0.04 0.32 -0.12 0.90

l(C, E) 0.84 0.08 10.08 <0.0001
Random effects Participant 1.10 1.05

Scenario 1.33 1.15
Explained variance: R2 = 0.34. Residual degrees of freedom = 1060.

Fixed effects intercept -0.24 0.29 -0.84 0.40
z(C, E) 3.74 0.30 12.42 <0.0001

Random effects Participant 1.10 1.04
Scenario 0.99 0.99

Explained variance: R2 = 0.40. Residual degrees of freedom = 1060.

Table 5.2: The Generalized Linear Mixed Model (GLMM) for the dependent variable Causal
Claim as a function of Statistical Relevance, quantified by various measures.

Hypothesis H3

To test H3, a GLMM similar to the test of H2 was used. Again, we used
a logit link function and added participants and scenario number as crossed
random effects. The results show a strong and positive association between
the conditional probability ascribed to the scenarios and the log odds of the
corresponding causal conditional being considered as true. Specifically, with
every percentage-point increase in conditional probability these log odds are
estimated to increase by 0.07 (an increase of 7 over the full 100 percentage
points). Most importantly, the model explains 32% (R2 = 0.32) of the variance
in the participants tendency to indicate causal conditionals as either true or
false. In short, H3 is supported by the observed data.

Hypotheses H4.a and H4.b

To test hypotheses H4.a and H4.b, only those data points were used where the
tendency causal claim was indicated as true (see Table 5.4). For analyses H4.a.
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Type of Effect Variable Coefficient Std. Error z p
Fixed effects intercept -4.61 0.46 -10.13 <0.0001

Conditional Probability 0.076 0.006 13.06 <0.0001
Random effects Participant 1.84 1.36

Scenario 0.64 0.80
Explained variance: R2 = 0.34. Residual degrees of freedom = 1060.

Table 5.3: The Generalized Linear Mixed Model (GLMM) for the dependent variable Causal
Claim as a function of Conditional Probability.

and H4.b. we again used GLMMs to estimate the coefficients and the variance
explained by the predictors. Similar to the results for H3, results show a pos-
itive association between the conditional probability ascribed to the scenarios
and the log odds of corresponding causal conditional being considered as true
(see Table 5.4). Although the amount of variance explained is greatly reduced,
from 32% to 12%, it is still considered meaningful (R2 > 0.09) and thus sup-
porting H4.a. None of the statistical relevance measures made a meaningful
difference in explaining the variance in the participants’ tendency to indicate
the causal conditionals as true of false (R2 < 0.09 in all cases, see Table 5.5),
thus supporting our conjecture of a null effect and contradicting hypothesis
H4.b.

Type of Effect Variable Coefficient Std. Error z p
Fixed effects intercept 0.89 0.62 -1.14 0.15

Conditional Probability 0.05 0.008 5.79 <0.0001
Random effects Participant 3.39 1.84

Scenario 0.45 0.67
Explained variance: R2 = 0.13. Residual degrees of freedom = 607.

Table 5.4: The Generalized Linear Mixed Model (GLMM) for the dependent variable Con-
ditional Claim as a function of Conditional Probability when Causal Claim = “true”.
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Type of Effect Variable Coefficient Std. Error z p
Fixed effects intercept 1.89 0.38 4.99 <0.0001

d(C, E) 2.04 0.62 3.28 0.001
Random effects Participant 2.80 1.67

Scenario 0.64 0.80
Explained variance: R2 = 0.04. Residual degrees of freedom = 607.

Fixed effects intercept 2.15 0.37 5.82 <0.0001
r(C, E) 0.36 0.16 2.17 0.030

Random effects Participant 2.72 1.65
Scenario 0.65 0.81

Explained variance: R2 = 0.02. Residual degrees of freedom = 607.
Fixed effects intercept 1.89 0.38 4.99 <0.0001

l(C, E) 0.37 0.09 4.00 0.0001
Random effects Participant 2.94 1.71

Scenario 0.64 0.80
Explained variance: R2 = 0.07. Residual degrees of freedom = 607.

Fixed effects intercept 1.63 0.38 4.31 <0.0001
z(C, E) 1.73 0.41 4.26 <0.0001

Random effects Participant 2.70 1.64
Scenario 0.60 0.78

Explained variance: R2 = 0.07. Residual degrees of freedom = 607.

Table 5.5: The Generalized Linear Mixed Model (GLMM) for the dependent variable Con-
ditional Claim as a function of Statistical Relevance (quantified by various measures) when
Causal Claim = “true”.

5.5 Evaluation and Discussion

There is a natural mapping between tendency causal claims (“Smoking weed
causes dizziness”) and causal conditionals in the indicative mood (“if some-
body smokes weed, he will feel dizzy”). In the presented study, we tested
various hypotheses about the classification of such sentences as true or false,
especially with respect to predicting these classifications as a function of statis-
tical relevance. This is a highly relevant research question since the influence of
probabilistic factors on causal claims and causal conditionals has been studied
extensively, but in separate literatures. Unlike for counterfactuals, we do not
yet have a semantic or pragmatic theory connecting both types of claims. We
therefore conducted a study where participants classified a given causal claim
and the corresponding conditional as true or false, and estimated in addition
two probabilistic variables: the conditional probability of the consequent, given
the antecedent, and the probability of the consequent simpliciter. Our specific
interest was in finding whether these probabilistic features could reliably pre-
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dict the classification of causal claims/causal conditionals as true or false.

Our informal discussion at the beginning of this paper has suggested that
the conditions for classifying a causal conditional as true will be more demand-
ing than the conditions for classifying the corresponding tendency causal claim
as true. This claim, expressed in hypotheses H1.a and H1.b, has been sup-
ported convincingly by our experimental results. Then, we built on probabilis-
tic theories of causation and causal strength in order to formulate our second
pair of hypotheses: classification of a causal claim as true or false can be re-
liably predicted by measures of statistical relevance (H2.a). More precisely,
statistical relevance measures can act as a good proxy for the full probabilistic
data in a Generalized Linear Mixed Model (GLMM): predicting the classifica-
tion of tendency causal claims by statistical relevance explains almost as much
of the variance in the data as using all available probabilistic predictors (H2.b).

These hypotheses have been confirmed by our data, but H2.b has to be
qualified since the outcome depends on the choice of the statistical relevance
measure. Only the z-measure—a generalization of logical entailment to uncer-
tain reasoning—meets our prespecified effect size threshold. This phenomenon
is a classical case of measure sensitivity: the theoretical and empirical properties
of statistical relevance, incremental confirmation or evidential support depend
on the particular measure chosen (Fitelson 1999, 2001). We can only speculate
why z fares better than l, and clearly better than d and r in our case. One plau-
sible explanation would be that the z-measure normalizes statistical relevance,
as measured by d, by maximal statistical relevance—that is, raising the probabil-
ity of E to unity. This means that the same probability difference counts more
if the conditional probability is high than when it is low. This feature would
match with intuitions that ceteris paribus, causes are stronger if they are likely
to bring about an effect (e.g., as expressed in regularity theories or necessitar-
ian theories of causation). Apart from its contribution to studying causal and
conditional judgments, this paper thus adds to an already existing literature
that singles out z as a particularly apt measure of statistical relevance—both
on the basis of axiomatic representation theorems and empirical performance
(Crupi and Tentori 2013; Crupi, Tentori, and González 2007).

For the classification of the causal conditional, we have established that
the conditional probability is indeed a reliable predictor, in line with a weak
version of Adams’ Thesis (H3). The effect size in the GLMM is very remarkable
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(R2 = 0.32). This relationship remains intact when restricted to the set of causal
claims classified as true (H4.a) although the effect size decreases to R2 = 0.12,
showing that the classification of the causal claim already predicts a good part
of the classification of the causal conditional.

However, statistical relevance is not any more a relevant predictor if the cor-
responding causal claim is classified as true (H4.b): the relationship between
the various measures and the target variable is still statistically significant, but
this is to be expected for such a large data set and the effect size is too small to
be of theoretical interest (R2 < 0.09 for all statistical relevance measures).

If we extract a theory of how reasoners classify causal conditionals, our
results suggest that causal conditionals are supported by sufficiently strong
causal claims: (a) the corresponding tendency causal claim needs to be clas-
sified as true and (b) the odds for classifying the conditional as true co-vary
with the conditional probability p(E|C). Statistical relevance can act as a proxy
for the first component (especially when the z-measure is used), but not for
the classification of the conditional. Figure 5.2 gives a schematic representa-
tion of the relationship between the different variables in our model, adding a
latent variable that expresses the part of the causal classification judgment that
cannot be reduced to statistical relevance, or other probabilistic predictors.

CP

SR

PC

CaCCoC

LCC

Figure 5.2: Predictors of the classification of a conditional claim (CoC) as true or
false, represented via a Causal Bayesian Network. CP = conditional probability, PC =
probability of consequent, SR = statistical relevance, CaC = causal claim classification,
LCC = latent causal component.

All in all, this account resembles Igor Douven’s Evidential Support Theory
(Douven 2008, 2016; Douven and Verbrugge 2012) and more recent develop-
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ments along these lines (Crupi and Iacona 2019b), and it provides empirical
support for these research programs. Our account is different in that the
explicit consideration of a causal component adds a “semantic” component
which is absent in those proposals.

One of the limitations of our study is the exclusion of counterfactual con-
ditionals, whose causal character has been studied extensively in the literature
(Lewis 1973a, 1973b; Pearl 2000; Schulz 2017). We conjecture that analogical
relations might hold between counterfactual conditionals and counterfactual
causal claims. Consider, for example, the sentences “If Ben had gone to the
party, he would have failed his exam” and “Attending the party would have
caused him to fail his exam”. The relationship between such pairs of sentences
strikes us as a valuable object for further research (see also Schulz 2011). In
addition, we might study whether the results change when we ask when we
ask for the assertability of conditionals instead of truth (reasons for suspect-
ing invariance are given by Douven and Krzyzanowska 2018), or when we
replace a dichotomous choice by a continuous scale. Finally, we might elicit
the probability of the effect given the negation of the cause (i.e., p(E|¬C)) and
see whether statistical relevance measures that depend on this quantity lead to
different qualitative results. All in all, the interface of conditionals, causality
and statistical relevance emerges as an important and fruitful area for future
research.
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Part II

Values, Objectivity and
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Chapter 6

Values, Bias and Replicability

6.1 Introduction

The value-free ideal of science(VFI) is a view which claims that scientists
should not use non-epistemic values when they are justifying their hypothe-
ses. The view has enjoyed varying degrees of popularity. It was popular in
the high days of neopositivism. Then it became controversial. It was both
criticized (e.g., by Rudner 1953) and defended (e.g., by Jeffrey 1956). In the
last fifty years it was generally regarded as obsolete, for example, by Douglas
2009, Elliott 2011 or Tsui 2016. Recently some researchers started, once again,
to look at it more favorably, for example, Betz 2013 or John 2015. My paper fits
into the last group. I will defend the VFI by showing that if we accept the use
of non-epistemic values prohibited by it we are forced to accept, as legitimate
scientific conduct, some of the disturbing phenomena of present-day science,
for example, preference bias. Secondly, I will show that value-laden science
contributes to the replication crisis.

In the second section, I will discuss the VFI in more detail. Then, in the
third section, I will present two views which were proposed as alternatives
to the VFI: Douglas’ value-laden science and Ludwig’s proposal concerning
ontological choices. In the fourth section, I will present problems caused by
the rejection of the VFI. I will conclude by showing how value-laden science
contributes to the replication crisis in science and, following Betz 2013 and Levi
1960 argue that the VFI is realizable.
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6.2 The Value-Free Ideal: motivation and contro-
versy

Generally speaking, the value-free ideal is a view which claims that reasoning
in science should not be influenced by non-epistemic values of the scientist. I
will follow Steel 2010 in understanding epistemic values as values which pro-
mote the attainment of truths, all other values are non-epistemic. Examples
of non-epistemic values are fairness or equality while an example of epistemic
one is internal consistency. The initial formulation of VFI is too strong, some
of the uses of these values in science seem to be unproblematic. For example,
there is nothing wrong with scientists choosing topics of their studies on the
basis of their interests. I will defend the VFI restricted to the context of justifi-
cation. It claims that scientists should not use non-epistemic values when they
are justifying their claims.1

It is important to remember that the VFI is an ideal. A few sometimes
overlooked consequences follow from this. First of all, no descriptive claim
follows from the VFI. It may be the case that no one complies with a given
norm but it is still a valid norm. Secondly, it seems that even if it is not possible
to satisfy an ideal, this does not make it invalid. It may still be the case that
by approaching an unattainable ideal we will become better off. It seems to
be true for other ideals which are widely believed to be valid. For example,
impartiality is typically understood in the following way:

“The word “impartial” connotes absence of bias, actual or perceived.”
(UNODC 2019 p. 28.)

Both, a jury and the justice system overall are required to be impartial. At
the same time, in light of the psychological evidence showing the prevalence
of the biases is seems that there was never and never will be a perfectly im-
partial jury or the perfectly impartial judicial system. At the same time, it not
seems to make the ideal of impartiality any less valid or attractive and possi-
ble improvements in impartiality any less beneficial (see e.g., Gobert 1988 or
Cammack 1994). It may be similar in the case of different ideas, for exam-
ple, a perfectly true (perfectly empirically adequate) scientific theory may be

1Some authors claim that the use of non-epistemic values is harmful even in the context of
discovery (e.g., Okruhlik 1994).
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unattainable. It does not show that we should not aim at truth or impartiality.
The impossibility in all three cases seems to be analogous in nature. Plausibly,
we are not able to fulfill any of those ideals because of our limitations.

As we have already seen, the VFI is controversial. Arguments both for and
against it were presented. Du Bois 1898 presented an argument for the VFI
based on the role of science in a democratic society. At the same time, the VFI
was supported by a growing consciousness of the gap between values and facts
(e.g., Weber 1949). On the other hand, a number of arguments were presented
against it. Following Betz 2013, we can divide them into two groups.2 The
semantic arguments show that the VFI is not a sound position. For example,
Dupré 2007 argues that the distinction between epistemic and non-epistemic
values on which the VFI is based is not well-defined. The methodological ar-
guments show that the VFI is unrealizable. For instance, Longino 1990 argues
that because every scientific theory is necessarily undetermined by the empiri-
cal evidence and the gap between both has to be filled with non-epistemic val-
ues. Similarly, Douglas 2009, following Rudner 1953, argues that, in the case of
policy-relevant science, scientists have to use non-epistemic values while mak-
ing inductive inferences. Finally, Ludwig 2015 argues that scientists have to
use non-epistemic values to make ontological choices on which their theories
are based.

The methodological arguments rely on the assumption that an ideal has to
be realizable in order to be valid. As I pointed above, this assumption seems
to be problematic, at the very least, should be explicitly defended. As far as
I know, it was not. The second assumption is that the only way to fill the
identified gaps in scientific practice, be it justifying the inductive reasoning,
ontological choice or any other of the proposed roles, is to use non-epistemic
values. This assumption was undermined for example, in Levi 1960, Betz 2013

or John 2015. If arguments present in those papers are sound and therefore the
second assumption is false then VFI is realizable after all. I will discuss this in
the last section.

Authors who criticize the VFI usually propose alternative ideals of scientific
conduct. Not surprisingly, the core of all these proposals is a claim that scien-
tists have to or even should use non-epistemic values when they are justifying

2For the discussion concerning relation between two types of arguments see: ChoGlueck
2018.
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their hypotheses. In the next section, I will sketch two of such proposals.

6.3 Value-Laden Science

In this section I will present two counterproposals to the VFI.
Heather Douglas describes in the fifth chapter of her book “Science, Policy,

and the Value-Free Ideal” the value-laden ideal of science. She starts by distin-
guishing two ways in which a scientist can use non-epistemic values. Firstly,
she can use them in a direct way, when they serve her as reasons and evi-
dence. Secondly, she can use them in an indirect way. According to Douglas,
non-epistemic values can be used in a direct way just in the early phases of the
scientific process. For example, scientists can decide on the basis of their values
which problem they will work on. During justification, the part of the scientific
process interesting for our purposes, scientists should not use values in a di-
rect way, because values should not be treated as reasons. On the other hand,
in opposition to the VFI, she claims that values should play an indirect role in
the context of justification. What exactly is meant by the indirect role? Scien-
tists have to be responsible for the theories they accept. Therefore, according
to Douglas, in order to make the final judgment concerning the acceptance of
a given hypothesis a scientist has to take into consideration the non-epistemic
consequences of her possible mistake. The essential part of such considerations
is played by non-epistemic values. They are necessary to assess how costly is
a possible error and therefore what amount of evidence is necessary to accept
the hypothesis in question. It is important for our purposes to add that, ac-
cording to Douglas, making the final decision to accept a hypothesis is not the
only part of the justification where scientists should use non-epistemic values:

“Choices regarding which empirical claims to make arise at several
points in scientific study. From selecting standards for statistical
significance in one’s methodology, to choices in the characterization
of evidence during a study, to the interpretation of that evidence at
the end of the study, to the decision of whether to accept or reject
a theory based on the evidence, a scientist decides which empirical
claims to make about the world.”(Douglas 2009, 103)

As far as I understand, she claims that they should use non-epistemic values
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to make all decisions which are not determined by the evidence.
Ludwig 2015 proposes another role for non-epistemic values. He claims

that scientists have to use them when they make ontological choices. For ex-
ample, choices concerning the meanings of theoretical terms used by their the-
ories, such as species or intelligence. According to the author, such choices
cannot be avoided or made without the use of non-epistemic values and there-
fore scientists have to use them. Again, it seems to be less of an argument
against the VFI then against its realizability.

6.4 An argument for the Value-Free Ideal

Now, I will show that the rejection of the VFI legitimizes unacceptable scientific
practices.

Consider scientists who test some hypothesis, for example, the null hypoth-
esis that some new medical product has no negative side effects. Clearly, the
result of the experiment will impact the society in which scientists live. If it
is a (false) negative, the policy-makers are likely to ban the product. A lucra-
tive industry and many job opportunities will not be created. On the other
hand, if it is a (false) positive, the potentially harmful product will be used in
clinical practice. Now, according to Douglas’ picture, a scientist should con-
sider the negative impact of both false-negative and false-positive results, and
on the basis of that adjust the amount of evidence necessary for accepting the
hypothesis. Let us assume that there are two scientists who conduct two exper-
iments with the aim to test the hypothesis concerning the harmfulness of the
product. Both of them choose an established method and, luckily, they get the
results that perfectly well match the distribution of the property in question in
the population. At the same time, the results are not conclusive, the revealed
correlation is not very strong. The first of the scientists was raised in a small
town with high unemployment and sees in the new product, mainly, a great
opportunity to reduce unemployment in poorer regions of the country. Con-
sequently, she sets a high threshold of evidence in order to lower the chance
of false positives. She concludes that the new product is not dangerous. The
second scientist has a history of serious diseases in her family and therefore
she thinks that her priority should be to defend the population against possible
harm caused by the new product. Therefore, she a low standard for rejecting
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the null hypothesis and concludes, on the basis of the collected evidence, that
the product is dangerous.

According to Douglas’ picture, both scientists perform perfectly well, at
the same time they draw different conclusions from the same data. Neither
of them used non-epistemic values in a direct way and we have no reason to
suppose that they did anything else wrong. At the same time, it seems that
something went wrong. The final conclusions were not determined by data
but by the personal histories of both scientists. The example shows that even
an indirect influence of non-epistemic values can be a deciding factor. Nothing
hangs on the fact that the scientists are using the non-epistemic values to fix
the sufficient level of evidence rather than to make any other methodological
choice.

Douglas does not specify to which degree one can lower or raise a sufficient
level of evidence. She just points out that values should not weigh stronger
than the evidence. If we can raise the required level of evidence arbitrarily
high or low, it is hard to see how that can be a consequence of her view rather
than an additional postulate.

The problem is not just theoretical. Time and again, scientists used their
non-epistemic values in the way permitted by Douglas to deliver results that
fit their non-epistemic interest. An example of that is the preference bias (see
e.g., Stelfox et al. 1998) which consists of the fact that empirical studies are
significantly more likely to support a result preferred by researchers or their
employers. Biased studies are not frauds, scientists do not fabricate their re-
sults or use other clearly unacceptable strategies. At the same time, there seems
to be something wrong with these experiments. To see that, let us consider an
example from Wilholt 2008. Industry-funded studies that tested the toxicity of
a chemical substance called Bisphenol A tend to use a special strain of rats that
are less susceptible to the substance. In effect, none of the industry-funded
experiments showed a carcinogenic effect of the substance in opposition to
90% of government-funded studies. The non-epistemic values were not used
in a direct way. On the other hand, it seems that the scientists used their
non-epistemic values, perhaps self-interest while making the methodological
choices concerning which strain of rats to use. According to Douglas’ story, the
industry-funded scientists did nothing wrong. At the same time, such cases
seem to be really disturbing and as noted by Wilholt 2008, they significantly
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decrease our trust in science.
It is similar in the case of Ludwig’s proposal. As we remember, he claims

that scientists should make their ontological choices on the basis of their non-
epistemic values. At the same time, the author rightly claims that the results of
experiments depend on these choices. Therefore, the results of the experiments
depend on non-epistemic values. The way the values influence the results
(through ontological choices or through the adjustment of the required level of
evidence) does not make much of a difference.

Once again, the problem is not just theoretical. An example from Oreskes
and Conway 2010 shows how tampering with a notion of causality can mis-
represent a scientific result. I will assume, for the purpose of the example, that
a choice concerning the conceptualization of causality is an ontological choice.
Causality is not explicitly mentioned by Ludwig among ontological notions
but it seems to play a similar role in a scientific experiment:

“When asked if a three-pack-a-day habit might be a contributory
factor to the lung cancer of someone who’d smoked for twenty
years, Cline again answered no, you “could not say [that] with cer-
tainty. . . I can envision many scenarios where it [smoking] had
nothing to do with it.” When asked if he was paid for the research
he did on behalf of the tobacco industry, he acknowledged that the
tobacco industry had supplied $ 300,000 per year over ten years —
$3 million but it wasn’t “pay,” it was a “gift.” ”(Oreskes and Con-
way 2010, 31)

The specialist in question, Martin I. Cline, seems to be using an implausi-
bly demanding version of the regularity theory of causation to misleadingly
present scientific results. The theory he implicitly endorses claims that a nec-
essary condition for z to be a contributory factor of y, is that in all (possible?)
cases in which z is present y is. That would explain his reluctance to admit
that “three-pack-a-day habit” is a possible contributory cause of lung cancer.
At the same time, the theory of causality is too demanding. The questioned
claim seems to be true, in light of the scientifically informed common sense,
as soon as we accept any less demanding theory of causality. The quote is
taken from a transcript of a trial in which Cline served as an expert. It is hard
to imagine a more socially responsible function for a scientist. Given that he
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received money from a tobacco company, a strong case can be made that the
misleading ontological choice was caused by one of his non-epistemic values,
once again self-interest.

Another example of an ontological choice being problematic because of
the influence of non-epistemic was discussed in Bishop 1990. Dorothy Bishop
discusses studies investigating an association between handedness and devel-
opmental disorders. The field is filled with inconsistent results:

“...developmental dyslexia has been linked to mixed hand preference (Har-
ris, 1957), strong left-handedness (Geschwipd & Behan, 1982), inconsistent
right-handedness (Schachter, Ransil, & Geschwind, 1987) and both left- and
strong right-handedness (Apnett & Kilsbaw, 1984). There are also many stud-
ies that report no association (see review by Bishop, 1983).” (Bishop 1990)

She shows through simulation that if a scientist is free to choose the way
she conceptualizes the handedness after she already obtains the experimental
data, she is almost guaranteed to get a positive result. According to the author,
the fact that scientists making their choices motivated by a desire to find a
significant result at least partially explains the inconsistent results.

In both cases, problems are caused by the non-epistemic values of a scien-
tist influencing her methodological choices. At the same time, I do not want
to claim that all uses of non-epistemic values are equally problematic. Plausi-
bly, some of the decisions motivated by the non-epistemic values do not lead
to misrepresentations as one described above. The problem for value-laden
science is that it is not able to distinguish between the problematic cases and
a legitimate scientific conduct. Any value-laden proposal needs to be aug-
mented with some additional criterion in order to exclude those and similar
problematic cases. To be sure, there are different proposals concerning dis-
tinguishing acceptable and problematic uses of non-epistemic values. Many
of them, including proposals appealing to the lexical priority of evidence (see
e.g., Anderson 2004 or Brown 2013) and a proposal based on already discussed
distinction between epistemic and non-epistemic values (Steel 2010) were crit-
ically discussed in Hicks 2014. Hicks’ arguments are convincing, all proposals
he discusses seems to fall short of providing a successful demarcation. On
the other hand, his counter-proposal is not fledged enough to provide a clear
verdict for each case and therefore it successfulness is hard to evaluate. There
may be more general reason why all the examined proposal concerning the de-
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marcation of problematic and acceptable cases seems to be unsuccessful. If the
only feature common to all of the problematic cases is that they involve non-
epistemic values motivating the crucial methodological decisions, all additions
to value-laden science which would be successful in excluding them would
have to exclude all the uses of non-epistemic values and therefore transform it
into a VFI-like proposal. Is it plausible it is that there are no other features com-
mon to all of the problematic phenomena? To answer this question we have to
first introduce researchers’ degrees of freedom (Simmons, Nelson, and Simonsohn
2011; Wicherts et al. 2016). During designing and conducting scientific experi-
ment a scientist has to make a lot of decisions concerning the exact shape of the
experiment. For example, she has to decide: How to collect the data? When
to stop collecting the data? Should some observations be excluded? How to
understand theoretical terms? Each of these issues can be approached in many
equally correct and some incorrect ways and this constitutes researchers’ de-
grees of freedom.

Researchers’ degrees of freedom can be misused in many different ways.
First of all, a decision may be biased, that is, it can be made with a specific
result in mind as in the case described by Wilholt 2008. Biases come in many
different flavors (see e.g., MacCoun 1998 for a detailed discussion). Some of
them are conscious other unconscious, some of them are caused by the pref-
erences of the scientist (as the one we discussed), others by their prior beliefs
(confirmation bias).

Secondly, after the experiment has been performed, a scientist can consider
which combination of possible choices will likely generate a positive result
and report just these choices. This practices are called Questionable Research
Practices (see e.g., Simmons, Nelson, and Simonsohn 2011). Other examples
of questionable research practices are: using under-powered statistical designs
and optional stopping, which I will discuss in the next section. As far as I
know, these phenomena (questionable research practices and biases) are not
considered to belong to one homogeneous group and were not analyzed as
such. At the same time, in all of the mentioned cases, non-epistemic values
plausibly motivate a crucial decision(s). While it is hard to show that there is
no other feature common to all the discussed problems, I think it is fair to claim
that until such a feature, is identified, value-laden science is unable to explain
why the mentioned practices are problematic. This seems to be a substantial
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disadvantage given how important these problems are.

6.5 Value-Laden Science and The Replication Crisis

In this section, I will show how value-laden science contributes to the repli-
cation crisis and point to, in my opinion, convincing response to the method-
ological arguments against the VFI.

Somebody may still think that there is nothing wrong with using values
in the way proposed by Douglas 2009 or Ludwig 2015. She may think that
there is nothing wrong with two scientists reaching different conclusions from
the same observation because of their different sympathies or interests. I do
not think that this response is plausible or, in other words, that the bullet is
worth biting. To see that, let us consider the Replication Crisis (for discussion
see: Open Science Collaboration 2015 or Romero 2017). The crisis consists
in the fact that the results of many scientific experiments are not replicable.
This means that an experiment with similar or identical design conducted by
different scientists (or even the second time by the same researchers) delivers
different results. The exact percentage of replicable studies is unknown. Some
approximation is provided by Open Science Collaboration 2015. The authors
attempted to replicate the results of one hundred experiments from papers
published in prestigious psychological journals. Less than half of the attempts
were successful.3 This is a disappointing result. In light of it, it is hard to have
any confidence in the truth of a psychological hypothesis based on a single
experiment. The crisis is generally perceived as something very disturbing,
as the name itself suggests. Many philosophers and methodologists explore
different ways to deal with it (e.g., Ioannidis 2005).

At the same time, according to Douglas’ story, this situation is expected
and natural. If different scientists share different values, they make different
methodological decisions. As a result of that, they sometimes, or maybe even
often, draw different conclusions even from the same data. If it is the case, the
fact that the scientists responsible for the original study share different values
than the scientists responsible for its replication may be a reason for the failure

3“Thirty-six percent of replications had significant results; 47% of original effect sizes were
in the 95% confidence interval of the replication effect size; 39% of effects were subjectively
rated to have replicated the original result...”(Open Science Collaboration 2015, 943)
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of the replication attempt. To see that, let us go back to our example (page
5). If the first scientist tests the hypothesis concerning the harmfulness of x
and the second one will try to replicate the result, given the inconclusiveness
of the data, the replication will fail no matter how similar they will be. In this
case, given the differences in the statistical design, the second experiment is an
attempt to conceptually replicate the result. The conceptual replication, unlike
the direct replication, does not impose using an identical statistical design in
both experiments (see e.g., LeBel et al. 2018). Therefore, in the case of a direct
replication, a scientist who attempts to directly replicate an experiment cannot
use her non-epistemic values to adjust the sufficient level of evidence, she has
to follow the design of the original study. Even in case of the direct replication,
there are some decisions that scientists can use to tamper with the outcome of
the experiment. For example, it is typically not required for replication to use
the same population as the original study. As we have seen, these choices can
be used to change the results of the experiment.

Once again, the examples from Wilholt 2008 and Bishop 1990 shows that
this mechanism is present in science. In the case of industry biased studies, it
is hard to expect that the biased study will be replicated by an unbiased exper-
iment. Similarly, in the case of studies of handedness is not highly probable
that the result of any of the experiments will be replicated by a high-quality
replication given their conflicting results and likely use of the questionable
research practices.

The connection between the use of the non-epistemic values and the repli-
cation crisis is acknowledged in methodological literature. For example, con-
sider two factors named as the causes of questionable research practices by
Simmons, Nelson, and Simonsohn 2011:

“(a) ambiguity in how best to make these decisions and (b) the re-
searcher’s desire to find a statistically significant result.”(Simmons,
Nelson, and Simonsohn 2011 p. 1359.)

The first cause is the existence of researchers’ degrees of freedom, the second
is the fact that scientists value statistically significant results. Both clauses are
connected by an implicit assumption that this non-epistemic value motivates
the methodological choices. The use of questionable research practices greatly
inflates a chance of a false-positive result and therefore lowers the replicabil-
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ity of the given study. Similar factors are predictors of false-positive results
according to Ioannidis 2005:

“Corollary 4: The greater the flexibility in designs, definitions, out-
comes, and analytical modes in a scientific field, the less likely the
research findings are to be true.”(Ioannidis 2005 p. 0698.)

“Corollary 5: The greater the financial and other interests and prej-
udices in a scientific field, the less likely the research findings are to
be true.”(Ioannidis 2005 p. 0698.)

Interestingly, some of the questionable research practices can be a way of
“deciding what amount of evidence is necessary” recommended by Douglas
and other defenders of value-laden science. A perfect example is the optional
stopping.4 A scientist using this procedure, instead of deciding beforehand how
many subjects she will use in her experiment, decides during the experiment.
She either stops and concludes the experiment after some subjects were tested
or adds additional subjects. Unsurprisingly, scientists seem to be inclined to
conclude their experiments when the correlation they hoped for is present.
Similarly, to other questionable research practices, the procedure increases the
rate of false-positive errors.

Another decision a scientist has to make while designing her experiment is
how statistically powerful it will be. Statistical power is the likelihood that an
experiment will detect the effect in case it exists. If the effect size is small a large
number of participants is required to get a moderately powerful experiment.
Because of that scientists are sometimes inclined to conduct many cheaper, less
powerful studies instead of one more powerful study with the hope to get a
significant result in at least one of them by luck. A low statistical power of
an experiment is also responsible for its low replicability (e.g., Vazire 2016 or
Ioannidis 2005).

It is not clear what exactly proponents of value-laden science have in mind
when they write about “deciding what amount of evidence is necessary”. On
the other hand, given that neither of the above procedures involves using non-
epistemic values in a direct way, it seems that they can be precisely cases of
manipulation they advise scientists to use. At the same time, both contribute
to the replications crisis.

4See e.g., Heide and Grünwald 2017 or Montori et al. 2005.

96



As we have seen, according to Douglas both scientists in our example
performed perfectly well. Similarly, she advises a scientist to use her non-
epistemic values to adjust the sufficient level of evidence, which is, at the very
least, consistent with advice to use optional stopping or under-powered ex-
periments as soon as it fits her values. Given the effects these practices have
on replicability, it seems that proponents of value-laden science have to see a
replication crisis as a natural consequence of scientists using their values in a
perfectly admissible way. In other words, according to them, the replication
crisis is not a bug, but a feature of science. If scientists are allowed to use their
non-epistemic values in the context of justification, they can systematically use
them to tamper with the results of their studies and, at the same time, in-
crease the rates of false-positive results and contribute to the replication crisis.
Consider this together with the role played by replicability according to many
scientist or methodologists, for instance:

“Reproducibility is a defining feature of science, but the extent
to which it characterizes current research is unknown. Scientific
claims should not gain credence because of the status or authority
of their originator but by the replicability of their supporting evi-
dence.”(Open Science Collaboration 2015, 943)

In light of the crucial role of replicability, the very idea of value-laden sci-
ence seems to be misguided.

Finally, I want to point to an answer to what is often seen as a conclud-
ing argument against the VFI, namely the methodological argument. As we
have seen, various authors (e.g., Rudner 1953 or Douglas 2009) claimed that
because of under-determination by data scientists have to use non-epistemic
values to decide what amount of evidence is necessary. Others point to differ-
ent decisions that require the use of non-epistemic values (e.g., Ludwig 2015).
These authors conclude that because of those gaps, VFI is unrealizable and we
should look for alternative solutions. Many found this and similar arguments
convincing and therefore the VFI unattainable. Even if we grant that from
the fact that an ideal is impossible to realize it follows that it is not a valid
ideal, a highly doubtful inference, it seems that the challenge was answered
satisfactorily. Betz 2013 describes a general strategy for hedging scientific re-
sults in cases where some of the assumptions or methods are not standard or
well-supported. For example, if the experiment design we use is not standard,
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we can put our results in form of a conditional statement with the assump-
tion that the design does not distort the results in the antecedent and original
non-hedged results in the consequent. One can use the strategy in cases of
other methodological decisions which, according to the methodological argu-
ments, require the use of non-epistemic values. For instance, both scientists
from our example could present their results in the following form: “Given the
used threshold of evidence, the substance x is harmful/harmless”. The author
presents uses of this strategy from actual scientific practice. Surprisingly, even
some philosophers which stand against the VFI seem to favor a similar solu-
tion. As noted by Betz, Douglas 2009 proposes a similar strategy. Similarly,
Rudner 1953 points out that it is essential for a scientist to makes his value
decision explicit. One way to do so is to follow Betz’s strategy.

In some cases, the strategy may seem to be impractical. Perhaps, it is so
in the cases of the ontological choices. It seems to be impractical to list the
results of all the ontological choices done on behalf of an experiment. Similarly,
some assumptions may be just too standard or widely shared to be listed.
The strategy described in Wilholt 2008 seems to be more appropriate in these
cases. As we have already seen, the industry-funded scientists use a special
strain of rats while examining the toxicity of Bisphenol A. These rats are less
susceptible to the substance and therefore the choice makes the experiment far
less likely to show its harmful effect. In analyzing the preference bias Witholt
hastiness to blame, what seems to be the main cause of the problem, namely
non-epistemic values of the scientist affecting their methodological choices.
Instead, he points out that in all cases of preference bias scientists failed to
comply with some important scientific conventions. For example, in order to
prevent the use of insensitive strains of animals scientific community formed
the following convention:

“Because of clear species and strain differences in sensitivity, animal
model selection should be based on responsiveness to endocrine
active agents of concern (i.e. responsive to positive controls), not
on convenience and familiarity” (National Toxicology Program, US
Department of Health and Human Services. 2001,vii)

This does not seem to be a satisfying analysis. What with the instances
of similar practices that occurred before the norm was put in place? They in-
spired the norm but cannot be explained as a case of biased science by the lack
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of compliance with a norm that was not yet constituted. Wilholt claims that in
such cases the norms may be implicit. This defends his analysis against the ob-
vious counter-examples but, at the same time, makes it much more speculative.
We can always postulate an implicit norm. A more satisfying analysis should
take into consideration what behavior of scientists was meant to be prevented
by these norms in the first place.

Given the described cases, it seems plausible that these and similar norms
aim to prevent the uses of non-epistemic values which can change the outcome
of a given experiment. This suggests the following conceptualization of the
preference bias:

A study is preference-biased iff during its course a decision was
made which was caused by the non-epistemic values of an involved
scientists and this decision changed the outcome of the study.

It seems to be a more straightforward and satisfying explanation of prefer-
ence bias.

At the same time, the process during which biased studies inspire new
scientific norms is interesting for our purpose. In light of all the above, it seems
that by doing so the scientific community releases the individual scientists
from some of their responsibilities. Some of the choices, for which they were
responsible before, are no longer required. Instead, they just need to follow
the new convention. This restricts the way in which scientists can tamper with
their experiments. Science is full of such conventions. A notable example is
the value of formal statistical significance set by convention to 0,05.5 Recently
some conventions were proposed to regulate the statistical power required for
an experiment to make it appropriate for publication for example:

“If the effect being examined is likely to be in the range of typi-
cal published effects in social/personality psychology, which is an

5Another example is: “The diversity of the methodologies used in the assessment of the
efficacy of β-alanine highlights the importance of clear logical progression through the differ-
ent aspects of supplementation to eventually be able to produce a clear concise set of criteria
for its efficacy. Authors should also make every attempt to demonstrate: the purity of the
supplement used; the double-blinding of the treatments; and the reliability of the exercise
tests or measure employed.”(Hobson et al. 2012) As we see, here the authors express a need
for a conventionally fixed efficiency criterion. Then in the next sentence, they formulate few
methodological recommendations e.g., one concerning a need for demonstrating the purity of
the substance used in the experiment. With the support of the community of scientist, the
advice can become a fully-fledged convention.
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r of .21 or d of .43 (Richard, Bond, & Stokes-Zoota, 2003), then re-
searchers should aim for a sample size that will provide at least 80%
power to detect such an effect or more...”(Vazire 2016)

The convention specifies the statistical power for which scientist should
aim in order to get published. If we interpret the question about the necessary
level of evidence posed by proponents of value-laden science in terms of the
statistical power then a scientist does not have to decide herself.6 Instead, she
just has to conform to the convention, which is at the same time a precondition
for being published.

It is easy to see a relation between this convention-forming mechanism and
Betz’s strategy. Conventions play a role similar to assumptions. Neither are
meant to be tested and both impose a particular methodological decision. From
the perspective of an individual scientist, it seems to make little difference
if she assumes something or follows a convention to the same effect. If an
assumption becomes popular and well established enough, it can be turned by
an appropriate sanctioning body into a convention.

In addition to heading and conforming to scientific conventions, there are
other ways to restrict the flexibility of a given experiment and therefore the
need for use of non-epistemic values. As we have seen, Ioannidis 2005 lists
such flexibility as one of the main factors which increase the probability that a
result of a scientific experiment is false. In response to this problem, he recom-
mends standardizing the conduct and reporting of research designs (see e.g.,
Schulz, Altman, and Moher 2010). In line with that, many other ways to re-
duce the methodological flexibility were proposed and some of them becomes
standard tools for ensuring research quality for example, preregistration (see
e.g., Nosek et al. 2018) which amounts to a requirement that the experimental
design used by a scientist has to be specified and registered before the data
are collected or multiverse analysis (see e.g., Steegen et al. 2016) which consist
in concluding a statistical analysis for some/all methodological choices that
can be made during data analysis. Both of these requirements restrict ways
in which scientists can use their non-epistemic values just as an additional
convention. In principle, it seems is possible that the further development of
scientific methodology will lead to the construction of a system of conventions

6A similar proposal was presented in Levi 1960.
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and other precautions which will eventually make value-laden choices unnec-
essary. If so, the VFI may be realizable after all.

These strategies do not only make a strong case for the realizability of the
VFI; they also give us a clear idea of what a scientist can do to approach it.
She has to follow the standard scientific conventions for a given problem when
justifying her claim. Whenever the conventions do not specify which method-
ological decision should be made, she should make the decision herself and
explicitly present it as an assumption of her result. As we have seen, even if
the choice is motivated by her non-epistemic values, a hedged conclusion does
not depend on them. This easy-to-follow procedure restricts biased decisions.
Either the convention was followed and therefore the non-epistemic values of
scientists were not involved or the final result was hedged and because of that,
it does not depend on the values. Additionally, she should preregister her
study and if possible use a multiverse analysis. If we combine this strategies
with the above argument the VFI becomes, once again, a viable and perhaps
even attractive proposal.

6.6 Conclusion

In my article, I defended the VFI by showing that if we reject it, we are forced to
accept, as legitimate scientific conduct, some of the disturbing scientific phe-
nomenons like preference bias or questionable research practices. I showed
how two popular proposals of value-laden science (Douglas 2009 and Lud-
wig 2015) lead to this problem and presented some examples. I also showed
that value-laden science contributes to the replication crisis. Finally, I pre-
sented strategies for making the VFI realizable. Following Betz 2013, a sci-
entist can hedge her final result and therefore made it independent from her
(value-laden) methodological choices. Secondly, as proposed by Levi 1960, a
scientific community can instantiate a scientific convention that recommends a
particular solution for a given methodological problem and therefore makes a
corresponding (value-laden) choice unnecessary.
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Chapter 7

Objectivity for the Research
Worker

7.1 Introduction: a Story About a Scientist

Despite its undeniable success (e.g., electricity, space flights, etc.), science seems
to be in a difficult position today. In the last few years, many problematic cases
of scientific conduct were diagnosed, some of which involve outright fraud e.g.,
Stapel 2012 while others are more subtle e.g., supposed evidence for precog-
nition; Bem 2011. These particular issues and the general lack of replicability
of scientific findings e.g., Open Science Collaboration 2015 have contributed to
what has become known as the Replication Crisis e.g., Harris 2017. In addi-
tion, the general public has become aware of these problem, which reduced
the general trust in science e.g., Lilienfeld 2012.

Let us imagine a scientist, Dr. Jane Summers. Dr. Summers does research in
cognitive psychology. One day, she reads about the low replicablity rate of the
results of psychological studies Open Science Collaboration 2015. She becomes
very concerned about the value of scientific results in general and her own
research in particular. As a result, she is resolved to investigate to what extent
her work is at risk of irreplicability and to ensure that her current and future
work is as robust as possible against such a fate. She decides that, apart from
ensuring the accuracy and precision of her measurements, the methods she
employs should not be significantly influenced by her feelings, values, biases
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and other idiosyncrasies. To her, this means that they are objective Hawkins
and Nosek 2012; Ziman 1996.1 Objectivity can be attributed, among others,
to scientific measurement, the tool for development/improvement of scientific
theories, and/or to true-to-nature explanations. It ensures that study outcomes
are not systematically biased e.g., over estimation of drug efficacy, under esti-
mation of risk; Goldacre 2014, positive research results are not false-positives to
a larger proportion than is allowed by the statistical method; Simmons, Nelson,
and Simonsohn 2011, and are independently reproducible by other scientists
Altmejd et al. 2019; Bavel et al. 2016; Lindsay 2015; Simons 2014. Dr. Summers
considers objectivity to be essential to science2 and its absence to be a cause of
the crisis that threatens the foundations of her research field. Thus, she consid-
ers the assessment and safeguarding of scientific objectivity as being of vital
importance.

It is therefore somewhat puzzling to her that a proper explication of ob-
jectivity appears to be lacking in science. She is unable to find tools for the
qualitative and/or quantitative assessment of objectivity. Methodological re-
forms are inspired by problematic cases, for instance, measurement results
inconsistent with the laws of nature e.g., precognition; Bem 2011 or failures
to reproduce established experimental results e.g., Open Science Collaboration
2015, rather than a clear understanding of objectivity. She realizes that sci-
ence could greatly benefit from having a definition of ‘objectivity’ that can be
explicated in a quantitative or qualitative assessment of scientific practice.

Dr. Summers has a hunch that philosophy might be of assistance in defin-
ing objectivity. After a short review of the philosophical literature, she does
not manage to find a notion of objectivity which is ready for use in scientific
practice. some of the proposals are mostly descriptive while others are diffi-
cult or impossible to test in practice (see Section 7.2). In effect, Dr. Summers
becomes disheartened and contemplates quitting her quest for objectivity.

It is our opinion that we, philosophers, should not disappoint scientists like
Dr. Summers in this respect and that philosophy can and should do better. We
believe that the philosophical literature currently lacks a scientifically useful

1A similar description of objectivity can be found on Wikipedia: https://en.wikipedia.
org/wiki/Objectivity_(science).

2Interestingly, there are not many references on the importance of objectivity for science.
Scientists we spoke to consider its relevance obvious and self-explanatory to such an extend
that it does not warrant explicit explanation and justification.
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conceptualization of objectivity and we intend to fill this gap. We will present
a new way of thinking about objectivity of scientific practice. We understand
scientific practice as pertaining to empirical research, which include all activi-
ties done by scientist essential for this endeavor. These include study design,
data collection and measurement, data analysis, result reporting etc. 3

Given that objectivity seems relevant for science and current philosophical
definitions appear to be impracticable, it is our primary aim to come up with
a notion of objectivity that can be used by the individual scientist. Therefore,
we consider our new notion to be normative rather than descriptive. It should
be noted that our notion of scientific objectivity will be neither complete nor
static; it is open to future supplementation and revision. In the next section,
we will briefly discuss philosophical views on objectivity and how they are of
dubious practical use. In the third section, we will present a new version of
a negative approach to scientific objectivity. We conclude with a discussion
of the implications and limitations of our conceptualization and close with
an outline of a usable and testable instrument for testing the objectivity of
scientific practice.

7.2 Philosophy on Objectivity

In philosophy of science, scientific objectivity is a well discussed notion. Fol-
lowing Reiss and Sprenger (2017), we can list three main ways of conceptualiz-
ing it. Firstly, objectivity can be understood as a faithfulness to facts. Secondly,
something can be understood as objective when it is free from value commit-
ments. Thirdly, objectivity can be understood as being free from scientists’
personal biases. Recently proposals which have gained much popularity are
pluralist notions of objectivity e.g., Douglas 2004; Megill 1994; Wright 2018.
Such notions encompass some or all of mentioned individual notions (e.g., the
value-free objectivity, value neutrality objectivity, procedural objectivity etc.).
Finally, there are negative conceptions of objectivity e.g., Daston and Galison
2010; Hacking 2015; Koskinen 2018 which claim that the objectivity consist
of the absence of certain factors. In case of Daston and Galison 2010, these
are factors of scientific subjectivity which are recognized by the scientific com-

3Note that for reasons clarified in Sections 7.3 and 7.4, we restrict our definition to research
that works with non-qualitative (quantitative or countable) data.
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munity as particularly troubling or important in a given time period. In the
case of Koskinen 2018, these factors are epistemic risks which arise from the
imperfections of epistemic agents.

Despite all this interest, it seems that a conceptualization of scientific ob-
jectivity which can be used by a scientist has not yet been proposed. Firstly,
most of the proposals are aimed at being descriptively correct. This, in light
of the conflicting intuitions and conceptual confusion surrounding objectivity,
is a very useful endeavor but also distinct from the task of formalizing a no-
tion that is normatively useful. In other words, it is not clear if these notions
can fulfil the normative task of guiding scientific practice. Some authors are
explicit about the descriptive nature of their proposals. For example, the aim
of Heather Douglas (2004) famous article seems to be descriptive:

In this paper, I will lay out a complex mapping of the senses of objectivity.
This mapping will make two contributions to current discussions. First,
it will dissect objectivity along operationally distinct modes.[...] Second,
the mapping will allow me to cogently argue that the different meanings
of objectivity I explore here are not logically reducible to one core meaning.
Douglas 2004, p. 454-455

Similarly, Inkeri Koskinen (2018) is explicit about it descriptive nature of her
proposal:

In this article I defend a risk account of scientific objectivity. The account
is meant to be a largely descriptive or even a semantic one; my aim is to
draw together ideas presented in recent discussions, and to clarify what we
philosophers of science do when we identify distinct, applicable senses of
objectivity or call something objective. Koskinen 2018, p. 1

For other proposals, it is clear that they are descriptive due to their method-
ological approach. In the case of the Datson and Galison (2010) for instance,
their historical methodology makes it a clear that it is a descriptive proposal.

Secondly, some of the normative conceptualization of objectivity are not
suitable for use by scientists. Such a notions needs to be testable. Otherwise,
how is a scientist to asses if given scientific practice is objective or not? An
example, value-free objectivity seems to fail in this respect. Value-free objectivity
is based on a more general value-free ideal. The value-free ideal claims that
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scientists should not use their non-epistemic values like ‘equality’ of ‘fairness’
when they justify their claims e.g., Betz 2013. This conception of objectivity
claims that a scientific justification is objective as long as it is not influenced
by non-epistemic values. There might be reasons to believe that this notion is
normatively compelling e.g., Betz 2013; Sober 2007, though it is easy to see the
difficulty of its implementation. In general, we do not have access to scientists’
intentions, thus we cannot judged what motivated their decisions and actions.
The same can be said for value-neutral objectivity which also connects the
objectivity to the values motivating the choices of scientists.

Detailed discussion of practical usability of all the proposed notions of ob-
jectivity is beyond the scope of our paper. However, we hope that this cursory
sketch provides an idea of the problems with putting these notions into prac-
tice and motivate the value a new conceptualization of objectivity.

7.3 To see it from the other side: problems in sci-
ence and the via-negativa approach to objectiv-
ity

There is no generally accepted positive definition of ‘health’ in health care and
the medical sciences.4 Fortunately, this does not prevent doctors from healing
ailments and researchers from developing new drugs and technologies. A
positive definition of health is unnecessary, when the instances that reduce or
endanger health can be defined and addressed. In brief, health is what remains
when the particular infirmities are removed.5 Health care and medical science
appears to be successful, even in the face of changing definitions, diagnostics,
and disagreements about ailments. We believe that this via-negativa approach
can also be applied to the concept of scientific objectivity.

4The World Health Organization defines health as “a state of complete physical, mental and
social well-being and not merely the absence of disease or infirmity.” Organization et al. 1950,
p.100. Which is essentially a negative definition augmented with an well-being requirement.
The definition is considered controversial and with little added benefit over the original nega-
tive definition e.g., Jadad and O’Grady 2008. Adding ‘well-being’ just kicks the can down the
road.

5In this paper, the negative definition of ‘health’ is used as an analogy to clarify our ap-
proach. Our conceptualization has no stake in this definition or its controversies.
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Our negative approach resembles to some extent other negative proposals
in philosophy e.g., Daston and Galison 2010; Koskinen 2018. Just like these ap-
proaches, we conceptualize objectivity as the absence of certain factors, how-
ever, our aim and justification are different. Specifically, the purpose of our
notion is to be relevant to and practicable by scientists. The identification and
justification for objectivity-reducing factors comes from empirical research it-
self. We postulate that susceptibility to factors that have been empirically or
methodologically identified as potential causes of, for instance, systematic bias
or low replication rates e.g., Simmons, Nelson, and Simonsohn 2011 constitutes
non-objectivity of scientific practice.

During scientific practice, objectivity can be compromised in various ways.
Researchers make certain decisions when they design their study and collect,
process, and analyze their data. The possibility of choosing between two or
more options in these instances can be called researchers’ degrees of freedom Sim-
mons, Nelson, and Simonsohn 2011; Wicherts et al. 2016. The misuse of which
can result in biased and/or irreproducible outcomes. The ways in which sci-
entists can misuse this freedom can be grouped into two categories. Firstly, a
scientist can make a priori decisions concerning the research design and data
collection, which can preclude certain outcomes or make them more/less likely
(i.e. introduce systematic bias in a certain direction). Secondly, a scientist has
to make decisions on how to process and analyze the data, which allows her
to try all possible combinations of decisions until a positive/desired result is
found.

In this section, we first focus on problematic practices taking place before or
during conducting the study (see Subsection 7.3). Then, we discuss that which
can be problematic after the study was conducted and the data is analyzed (see
Subsection 7.3). The section is concluded with a tentative conceptualization of
objectivity resilience to such problematic practices.

Problems before and during Research: Design, Data collection, and Mea-
surements

During the early stages of a scientific experiment (e.g., designing the obser-
vational study or experiment, sampling, measurement, etc.), a scientist has to
make several decisions, which could influence the final result. In some cases,
a scientist might make such choices with the aim of obtaining a specific result
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in mind. Such decisions introduce systematic bias e.g., Fanelli, Costas, and
Ioannidis 2017.6

In science, biased research seems to results from the influence of beliefs
or prejudices of the scientist on her methodological decisions. For example,
scientists make methodological choices that increase the likelihood of getting
results that align with the preferences of those that provide the research funds
this is known as ’funding bias’ Jones and Sugden 2001; Nelson 2014. Similarly,
a scientist can adjust the design of her experiment or observational study, con-
ciously or subconciously, in order to increase the probability that the results
will support her prior beliefs.

Typically, we can pinpoint a single decision or small number of decisions re-
sponsible for the biased outcomes(s). Usually, it takes place in the early phases
of the scientific process. For example, the biased studies presented in Wil-
holt 2008 involve scientists choosing a specific strain of experimental animals,
which made the experiments significantly less likely to show the toxicity of the
tested substance (in line with the preference of the funding institution). Next
to sample selection, bias can be introduced in many of the other decision that
a scientist has to make when designing and conducting research, specifically:

1. Which measurement (outcome measure) to use?

2. Which kind of independent variable (experimental manipulation) to use?

3. Which sample to select and how?

4. Setting of the experiment or observational study (when and where)?

5. How and to what extent do researcher and research subject interact?

6. How to perform the measurement (e.g., blinded or unblinded)?

Recognition of features that can introduce bias is reflected in proposals
concerning how to counter it. For example, Wilholt 2008 proposed establishing
conventions which regulate the way scientist should conduct their studies as
a remedy to funding bias. In the case of choosing insensitive animals, he
proposed to adopt the following convention:

6For clarification, bias as discussed in this paper is different from bias in psychology e.g.,
MacCoun 1998 where it is used to classify cognitive heuristics (e.g., confirmation bias, band-
wagon effect, anchoring, etc.). These heuristics might indirectly influence results, but these
distant causes are irrelevant to our approach.
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“Because of clear species and strain differences in sensitivity, animal
model selection should be based on responsiveness to endocrine
active agents of concern (i.e. responsive to positive controls), not
on convenience and familiarity” National Toxicology Program, US
Department of Health and Human Services. 2001, p.vii

Different conventions are and can be implemented in order to impose method-
ological restrictions on scientists. Some of them force scientists to measure the
direct outcome of interest instead of a proxy, use standardized tests or mea-
surements, use random sampling from the population, use random allocations
of participants to conditions, use equal group treatment, use blind or double
blind design (experimental studies), and/or use data collectors that are blind to
the research (observational studies). All of the mentioned conventions restrict
the range of biasing decisions a scientist can make.

Problems After Experiments or Observations: Data Management, Analysis
Specification, and Result Reporting

After a researcher has run the experiment and the data has been collected, sev-
eral decisions have to be made. For instance, the data needs to be processed
(e.g., removing outliers, combining variables, binning variable values, etc.), the
statistical model needs to be specified (e.g., linear model, multilevel model,
structural equation model, etc.), and finally the dependent and predictor vari-
ables need to be select that are to be included in the model. The assumption is
that for each step only one (and the most appropriate) of the possible options is
selected. However, the general rate of false-positive results7 is increased when,
instead of taking a single option for each step, several possible combinations of
options are explored and only the combinations that culminate in positive re-
sults are reported e.g., John, Loewenstein, and Prelec 2012; Simmons, Nelson,
and Simonsohn 2011; Szucs 2016; Wicherts et al. 2016. These behind-the-scenes

7No matter how precise an instrument is and no matter how stringent the evidence re-
quirements are, there is always a non-zero probability that the result of a study does not
reflect reality (e.g., positive outcome of a HIV test when the person is actually HIV negative).
Statistical methods of analysis come with certain rules and assumptions, which must be fol-
lowed in order for this probability to have a known maximum. In other words, if a study is
performed according to its rules, none of the assumptions are violated, and it is repeated a
large number of times, the proportion of false-positive results (i.e., an effect is observed while
actually no effect exists) is at most equal to this probability, which is or can be known.
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practices that covertly influence results go by the name of questionable research
practices. The causes of these practices may be the scientists’ (sub)conscious be-
liefs or preferences, the ambiguity or ignorance about how the methods works
and what the statistics are/mean, or the desire to find/see associations and
structure in what is being studied. Concretely, at least the following decisions
need to be made by a researchers when dealing with quantitative data and per-
forming statistical analyses this incomplete list is adapted from: Bakker, Dijk,
and Wicherts 2012; Kass et al. 2016; Nelson, Simmons, and Simonsohn 2018;
Simmons, Nelson, and Simonsohn 2011; Wicherts et al. 2016:

1. How to handle incomplete or missing data?

2. How to pre-processes data (e.g., cleaning, normalizing, etc.)?

3. How to process data, deal with violations of statistical assumptions (e.g.,
normality, homoscedasticity, etc.)?

4. How to deal with outliers?

5. Which measured construct to select as primary outcome?

6. Which variable to select as dependent variable out of several that measure
the same construct?

7. How to score, bin, recode the chosen dependent variable?

8. Which variables to select as predictors out of the set of measured vari-
ables?

9. How to recode or restructure these predictors (e.g., combining variables,
combining levels of a variable, etc.)?

10. If and which variables to additionally include as covariates, mediators,
or moderators?

11. Which statistical model to use?

12. Which estimation method and computation of standard errors to use?

13. If and which correction for multiple testing to use?
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14. Which inference criteria to use (e.g., p-values and alpha level, Bayes fac-
tor, etc.)?

Note that, if such decisions needs to be made and how many option the sci-
entists has to choose from depends on how the study was designed and the
structure and size of the data that was collected.

Currently, there are already some potential strategies for restricting uses
of questionable research practices (i.e., ad hoc decision making in order to
get positive results, also known as p-hacking). For instance, a) preregistration
of the study from design to analysis e.g., Chambers 2013; Nosek et al. 2018;
Wicherts et al. 2016; b) data and analysis blinding e.g., MacCoun and Perl-
mutter 2015; and c) run several/all of the (theoretically) possible tests in a
multiverse analysis Steegen et al. 2016.8 It should be noted that such strategies
are not mutually exclusive and that combinations are possible, because they
all restrict researcher’s degrees of freedom without introducing new ones. For
instance, not all decisions can be made in advance, precluding their preregis-
tration. In such a case, some of these can be caught by data blinding, because
the scientist might not know what the data will look like in advance, though
has an analysis plan that can be communicated to the independent data analy-
sis. In addition, the multiverse analysis can be employed for those elements of
the research that have an exploratory nature that do not allow for data blinding
and handing the analysis to someone else.

To Sum up: a conceptualization of objectivity

Our negative version of conceptualizing objectivity ties it to scientific problems
that result from the decisions and actions of individual scientists. These prob-
lems are notoriously hard to detect. For instance, a report of a study during
which questionable research practices were used can be indistinguishable from
the report of a study during which they were not used. If objectivity is just ab-
sence of these problems then our notion is not testable. On the other hand,
we can easily tell if precautions against such problems (e.g., preregistration)
are present and thus how resilient a given practice is. Therefore, we state that
scientific practice becomes more objective when it becomes more resilient to

8In-depth discussion of these strategies is beyond the scope of this paper. Function, benefits,
and limitations of these strategies can be found in the cited papers.

112



actions and decisions that can influence its outcome; concretely, when:

a) the study design and data collection becomes more resilient to the scien-
tists’ influence on the data;

b) and the data processing and analysis become more resilient to ad hoc
decision making and selective reporting of positive results.

In the limit, a practice is objective when it is impervious to biasing influ-
ences and precludes ad hoc decisions and actions.

Our approach has two clear advantages: it is empirically verifiable and it
does not require perfect/objective and universally agreed factors that reduce
objectivity. Our notion, in opposition to traditional conceptualization (e.g.,
value-free objectivity), ties objectivity to features of scientific practice, the ex-
istence of which can be empirically tested (e.g., was the study preregistered
or not). These features can be collected in a form of a checklist (see the Ap-
pendix C for a first setup), which can serve as a ready-to-use tool for assessing
objectivity of scientific reports (e.g., manuscripts, published papers, grant ap-
plications, etc.).9 In addition, objectivity according to this conceptualization
can be verified by assessing the extent of systematic bias and inflated false-
positive rates in a body of literature. The presence of objectivity promoting
features like preregistration decreases the chance of a given study being a false
positive. Therefore we can indirectly test the objectivity of a study for instance,
by testing the consistency of results between original studies and their replica-
tions when they are preregistered in comparison to those that are not.

The second advantage follows from the first. We do not claim that the list of
objectivity reducing factors on which our conceptualization is based is exhaus-
tive. Moreover, some factors might be considered controversial as objectivity
reducing or it may not be objective how factors are included, while other are
not. This is not problematic for our proposal, because a) the identification and
inclusion of factors is based on robust empirical results and methodological
considerations; and b) their impact on the quality of the study, as explained in
the previous paragraph, can be empirically verified.

9Similar checklist have been developed and are in wide use as tools for assessing method-
ological quality of studies e.g., Downs and Black 1998; Sindhu, Carpenter, and Seers 1997

when, for instance, appraised for inclusion into a systematic review e.g., Haidich 2010.
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7.4 Discussion: Conclusions, Implementations, Lim-
itations and suggestions for further research

In this paper, we have offered a novel and practicable theory of scientific objec-
tivity. We have argued that many, if not all, philosophical attempts at defining
objectivity are at least not practicable as they currently stand and likely to be
impossible to test in scientific practice (see Section 7.2). In our approach, we
have used findings from empirical research and methodological considerations
to identify features of scientific practice considered to be problematic. We pos-
tulate that resilience to these features constitute objectivity. Given this list of
features, scientific practice approaches objectivity when it becomes less vul-
nerable to actions and decisions by scientists that can influence its outcome.
In this section, we discuss the limitations and implications of our conceptual-
ization. In the Appendix C, we present a draft for a tool that can be used to
assess the objectivity of scientific endeavours (e.g., published papers, submit-
ted manuscripts, proposed research in grant applications, etc.). In addition, we
suggest investigations into our tool to test and improve its validity and relia-
bility. We close this paper with a detailed illustration of how this tool could be
usefully implemented.

Limitations

Incompleteness. Plausibly, in our paper we do not reach a complete list of ways
in which scientific practice can be compromised. Therefore, it is most likely
that we did not reach a complete definition of objectivity, though rather a
list of currently identified necessary conditions. However, our approach does
provide a framework for learning from empirical research and methodological
developments when, where, and how particular factors compromise scientific
objectivity. Even with this limitation, we believe that our conceptualization is
an improvement over previous attempts of conceptualizing objectivity and can
still be used in a fruitful way (see Section 7.3).

Ritualization. Some might argue that restricting researchers in the proposed
way will actually reduce objectivity. For instance, the (faulty) use of the Null
Hypothesis Significance Testing procedure (NHST) has been equated with a re-
strictive ritual; a practice that discourages informed reasoning and prescribes
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certain actions and decisions. The NHST ritual has been considered to be the
main cause of the inflated number of false-positive results in science Gigeren-
zer 2004; Ioannidis 2005; Stark and Saltelli 2018, which is the opposite of what
an objective method should achieve. However, the NHST ritual only appears
to restrict researchers and provides just the illusion of objectivity. In particular,
apart from inference criterion (i.e., an observed statistic lower than a conven-
tional threshold), this ritual does not restrict (mis)use of degrees of freedom
(mentioned in Section 7.3) at any point during the research process. Specif-
ically, and in contrast to recommendations of our proposal, ad hoc decision-
making in data management, analysis, and result reporting are not prohibited
in the NHST ritual. It might even be considered that this partial formalization
enshrines a false sense of objectivity that is actually harmful to the quality of
scientific results e.g., Gigerenzer 2004; Simmons, Nelson, and Simonsohn 2011.
In other words, if the ritual had been restrictive in ruling out questionable re-
search practices, it would actually promote objectivity. Our conceptualization
does recommend these additional restrictions. Also, in contrast to the con-
servative nature of a ritual, our conceptualization is (meant to be) adaptive;
developed in accordance with novel discoveries concerning problematic scien-
tific practices and methodological changes in science.

Restricted. Our conceptualization is restricted to practice of quantifiable
or countable research, which precludes qualitative research and non-empirical
practices. Qualitative research is currently omitted from our definition, be-
cause, to our knowledge, empirical research and methodological considera-
tions on the particulars of systematic bias and false-positive rate inflation in
the use of qualitative methods are currently absent in the academic literature.
Non-empirical practices, like simulation studies, and theoretical reasoning are
lacking, because they solely or heavily rely on the discretionary choices of
the researcher, precluding the possibility of objectivity as we conceptualize it.
However, the empirical claims and hypotheses that follow from such practices
can be empirically tested/verified and these tests can be evaluated against our
conceptualization of objectivity.

Objective research does not guarantee true results nor validity or reliability. Even
if the work of a scientist did not suffer from anything that could jeopardize
the research’s objectivity, it is still possible that the results are not true (i.e., do
not reflect or represent reality). It could be as innocent as a false-positive or
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it might be that the measurement instrument is not adequate for investigating
the phenomenon at hand. Either way, we should be clear that objectivity of
a practice can not be equated with scientific truth generation. Similarly, even
when scientific practice is (as close to) objective (as possible), maybe of a low
reliability (i.e., noisy measurement) or lacks validity (i.e., does not measure
what it is supposed to measure). According to our notion, validity and relia-
bility, though necessary to guarantee the quality of results, are not necessary
for objectivity of the scientific practice that produced the results.

Exploratory research and serendipitous discoveries. Many (if not most of the)
famous scientific breakthroughs have been serendipitous discoveries. These
discoveries were most likely the product of exploratory research that were nei-
ther done by unbiased scientist nor completely free from practices that would
now be labeled as ’questionable’. It should be noted that we do not object to
these practices and even see them as a vital part of science. However, when it
comes to verifying these findings and integrating them in the rest of science,
we firmly believe that these discoveries should be tested with a practice that is
as objective as possible.

Implications and Applications

The primary implication of our approach to objectivity is that has application
in science, in contrast to traditional theories of objectivity. For instance, our
notion can be used to assess and address currently salient problems in science
i.e., the replication crisis: Harris 2017 and evaluate suggested solutions to prob-
lematic scientific practices. Concretely, our conceptualization of objectivity can
be captured in an tool that can be tested and calibrated (see Section 7.3).

Increasing objectivity of scientific methods is a necessary step in remedy-
ing problems, such as the replication crisis e.g., Harris 2017. The replication
crisis is constituted by the fact that results from many scientific experiments
are not reproduced in replication studies for a discussion see: Open Science
Collaboration 2015; Romero 2016. Concretely, that experiments with similar or
identical designs conducted by different scientists (or by the same researchers
for the second time) delivered widely different results. The exact percentage of
replicablility is unknown, though some indication might be gleaned from large
scale replication projects e.g., Open Science Collaboration 2015. In the case of
the Open Science Collaboration (2015), hundreds of scientists collaborated to
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attempt replication of one-hundred experiments published in prestigious psy-
chological journals. Less than half of the attempts were successful;10 clearly a
disappointing result.

Replicability can be compromised by many factors. One of them is the
misuse of degrees of freedom e.g. Simmons, Nelson, and Simonsohn 2011;
Wicherts et al. 2016. Specifically, biased studies are more likely to deliver re-
sults which fit the particular interest of the scientist (see Section 7.3) or general
interest in positive results (see Section 7.3), which therefore will likely disagree
with the results of unbiased experiments; decreasing the overall replicability.
Now, if the objectivity of scientific practice (i.e., resistance against bias and
questionable research practices) is increased, then replicability on any metric
will increase. In light of that, increasing objectivity seems to be a necessary
steps toward solving the replication crisis and its effectiveness will be clearly
observable in the published record of research.

In addition, our notion gives clear indications of which suggested solution
to problematic scientific practices will most likely be successful. Some of these
restrict scientists directly (e.g., preregistration requirement, random sampling,
randomization, etc.), while others make it harder to exploit degrees of free-
dom (e.g., blind analysis). Because of that, they improve the objectivity to a
certain extent. On the other hand, for some of the proposals it is not clear if
they are capable of improving objectivity. The Reformist Package is and example
of such a proposal. It requires that the first author of a paper on a scientific
experiment states all potential conflicts of interest. This amounts to explicitly
listing all sources of funding which supported his/her work and claiming full
responsibility. The Reformist Package has some proponents in scientific litera-
ture e.g., Stelfox et al. 1998 and some of the most important scientific journals
(e.g., Lancet, Journal of the American Medical Association, etc.) adopted it in
their publishing policy. However, according to our conceptualization, it is not
clear at all if the proposal improves the objectivity. The Package is forcing sci-
entists to reveal potential causes of systematic bias in the form of financial ties,
but it does not safeguard the experiment against actions that can introduce this
bias. Our conceptualization predicts that the Reformist Package is ineffective
in dealing with the influence funding agencies have, via their researchers, on

10A clear and formal definitions of replication is still absent and several benchmarks were
used in this paper. On none of them did the replication rate exceed 50%.
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the results. This is corroborated by the dissatisfaction concerning its ineffec-
tiveness is common in current literature e.g., Schafer 2004, and is supported by
the results of empirical research e.g., Cain, Loewenstein, and Moore 2005.

Finally, our conceptualization of objectivity is compatible with, and follows
the spirit of meany traditional theories of objectivity. Our notion is based on
the intuition that objectivity is essentially about minimizing the influences that
the individual traits of a scientist have on her research (results). This intuition
inspired many other conceptualizations of objectivity, for instance, value-free
objectivity and procedural objectivity (see Section 7.2). Specifically, the value-
free conception of objectivity claims that a scientific justification is objective as
long as it is not influenced by non-epistemic values. However, in contrast to
our conception, the value-free objectivity is hard to assess in practice and there-
fore use, because there is no reliable way to know what the motivation was for
a given methodological choice. Furthermore, our notion is consistent with all
descriptive theories, because we do not claim anything about how the con-
cept is used and understood by scientists or natural language users. Besides,
some of these descriptive conceptualizations seem to be based on the above
mentioned intuition as well. For example, the epistemic risk account of objec-
tivity of Koskinen 2018, seems to be similar in spirit to our proposal. It claims
that objectivity consists in averting epistemic risks arising from imperfections
of epistemic agents. Adhering to the recommendations of our proposal averts
some of such risks, for example, the risk of delivering a biased result due to
study design choices (see Section 7.3). In other words, her description of how
objectivity is understood fits our recommendation concerning in which sense
science should be objective. Regulatory objectivity, described in Cambrosio
et al. 2006, is another example of a descriptive conceptualization based on the
same intuition. It is built on the historical analysis of objectivity from Daston
and Galison 2010. Regulatory objectivity consists of conventions which aim to
ensure research quality, specifically:

Regulatory objectivity, that is based on the systematic recourse to the
collective production of evidence. Unlike forms of objectivity that
emerged in earlier eras, regulatory objectivity consistently results in
the production of conventions, sometimes tacit and unintentional
but most often arrived at through concerted programs of action.
Cambrosio et al. 2006, p.1
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Recent developments are interpreted as the emergence of a new type of ob-
jectivity. Implementing and developing such conventions fit our recommen-
dations for the prevention of methodological choices that can bias results or
inflate false-positive rates. Again, there is coherence between our normative
proposal and the descriptive theory which describes how scientists understand
the objectivity.

Conclusions

Let us once again imagine our scientists, Dr. Jane Summers. Dr. Summers
is starting a new experiment (e.g., the effects of caffeine on attention, short-
term memory, and long-term memory in psychologically healthy adults) but
this time she has a grasp on the notion of objectivity and will use (some of)
the precautions against objectivity reducing practices. Specifically, when she
designs the study, she ensures that for all intents and purposes the partic-
ipants selection is random from the population of interest (e.g., males and
females, age 21 and up that do not suffer from psychological disorders) and
that the non-response rate is not biased (e.g., equal non-response in age and
gender), that the measurement instruments come with published validation
(i.e., standardized test for attention and memory), the participants’ allocation
to conditions (e.g., coffee with a high dose of caffeine or decaffeinated coffee)
is random, and the experiment is double-blinded (i.e., both participant and ex-
perimenter are unaware of experiment condition and purpose). Dr. Summers
preregisters the study design and the analysis (e.g., structural equation model)
of the main effect of interest (e.g., caffeine positively affects long-term mem-
ory, mediated by attention and short-term memory). She will have her data
blinded and processed by an independent researcher. In addition, she reserves
a room for a multiverse analysis. In Dr. Summers’ case, not much is known
about the complex relation between dependent and independent variables and
its mediation or moderation by participant characteristics (e.g., sex, age, daily
caffeine consumption, etc.). Thus, apart from the main model suggested by
theory and previous research, she wishes to explore other theoretically possi-
ble options. Specifically, she performs and reports the results of the analyses of
all theoretically possible models and summarizes their results in one or more
multiverse analyses. By taking these steps, Dr. Summers restricts many ways
in which her study can be biased and thereby improves the objectivity of her
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work.
To summarize, in this paper we have argued for a practicable notion of

scientific objectivity. We showed that some of the most popular and repre-
sentative approaches in philosophy cannot be put into practice in their current
form. We presented our empirically informed version of via negativa approach
to objectivity and conceptualization of objectivity as methodological resilience.
Finally, we showed that and how this new conceptualization can plausibly be
used by scientists. In the present form, our theory is far from being perfect
or complete. At the same time, like science itself, it has the potential to be
adjusted and developed to move ever closer to adequacy and completeness.
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Chapter 8

Conclusion

In this section, I will conclude my thesis by discussing the obtained results and
possible directions for future studies.

8.1 Conditionals and Causal Claims

The first part of my thesis was devoted to the study of indicative condition-
als. In the first chapter I critically discussed leading proposals dealing with
probability and acceptability of conditionals: The Equation, AT and QAT. I
attempted to show that newly reached consensus concerning the validity of
those proposals may be premature. Firstly, I show that the AT and QAT lack
empirical support and the evidence for The Equation should be reevaluated
in light of the results of experiments which include the irrelevant and nega-
tively relevant conditionals. Secondly, I showed that theoretical arguments do
not favor any of the theses. The triviality proofs show that it is at least costly
to accept any of them. Similarly providing a semantic basis for the theses is
problematic. I also pointed to the more attractive alternatives to the theses
that were proposed or are at least possible. In light of that, I conclude that we
should re-think the role of the theses in future studies of conditionals.

In the second chapter, I showed that the Ramsey Test is in tension with
the results of some of the experiments devoted to the acceptability of condi-
tionals. I also analyzed counterarguments to the claim that the presence of
positive probabilistic relevance (of antecedent for consequent) is a necessary
condition for the acceptability of a conditional and show that neither of them
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is convincing.
The third chapter defends the distinction into actual and tendency causal

claim which was used in the forth one. I showed that the Minimal Theory of
Causation on which the alternative causal distinction is based is problematic.
For example, it relates the contents of general and singular causal claims in
a unintuitive way. The new distinction is equally problematic for example,
it categorizes a claim that describes individual tendency as a general causal
claim.

In the fourth chapter, I (together with my coauthors Jan Sprenger and Noah
van Dongen) used Hitchcock’s distinction between actual and tendency causal
claims to formulate several hypotheses concerning the relation between the in-
dicative conditionals and tendency causal claims. The hypotheses were tested
and the results show that the causal indicative conditional is evaluated as true
if the corresponding causal claim is evaluated as true and the assigned condi-
tional probability of the consequent given antecedent is high.

8.2 Objectivity, Replication and Values

In the second part of my thesis, I discussed the classical problems of philoso-
phy of science, scientific objectivity, and values in science. In my discussion of
these issues I related them to recent developments in scientific methodology
revolving around the Replication Crisis.

In the fifth chapter, I tried to show that the rejection of VFI forces one to
legitimize some of the Questionable Research Practices which are considered
to be one of the causes of Replication Crisis. I also showed that the crisis itself
seems to be a natural consequence of, at least some versions of, the value-laden
ideal of science. Finally, I pointed toward some ways of making the VFI more
plausible by defending it against the methodological arguments which show
that it is not realizable. Firstly, argued that the unrealizability of ideal does not
make it invalid. Secondly, I pointed to some ways in which one can argue for
the realizability of VFI.

In the sixth chapter, I (together with my co-author Noah van Dongen) pro-
posed a novel definition of scientific objectivity. Our idea is, roughly, that the
scientific practice is objective if and only if it demonstrably does not involve
problematic scientific practices like Questionable Research Practices or biased
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methodological decisions. Consequently, objectivity consist of methodological
rigidity. We also showed which concrete methodological improvements pro-
mote objectivity, for example, preregistration or forming new scientific con-
ventions. Finally, we presented a sketch of an instrument for testing scientific
objectivity of an experiment, for example, presented in a scientific article.

8.3 Direction for Future Work

Presented results suggest many possible future projects. The first chapter is
mainly negative, it argues against the present orthodox view concerning prob-
ability and acceptability of indicative conditionals. It suggests at least two
projects. Firstly, one may try to defend the received view, such defense would
have to include an explanation of results of empirical studies that go against
the theses and in the case of The Equation a plausible way out of trivialization.
On the other hand, one can and some did present the alternative proposal
concerning the probability or acceptability of conditionals. Each of such new
proposals opens interesting avenues of research. First of all, such proposals can
be empirically tested and, as we have seen, such experiments were presented.
Another way to approach the new proposals would be to explore their theoret-
ical standing. One may, for example, explore if a new proposal is susceptible
to a trivialization-like argument or if it can be supported by any of the pro-
posed semantics for conditionals. In the case of the second chapter dedicated
to RT, the obvious future project would be to test the predictions of RT and
RT+ empirically in a study which includes irrelevant and negatively relevant
conditionals and compare their performance.

The connection between causal claims and indicative conditionals supported
by the result of the experiment presented in the fourth chapter suggests some
directions for future work. For example, given that we now know how two
types of expressions are related we can use solutions developed in theories of
causality as an inspiration for solutions for some of the controversial issues
concerning conditionals, for instance, the probability of conditionals.

The argument against value-laden science presented in the fifth section has
some obvious limitations. For example, there are some versions of the view
which I did not explicitly address. Given the general consensus concerning
the implausibility of the VFI it seems that such explicit discussion of those
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proposals may be useful. Similarly, a systematic historical study showing how
scientific methodology evolves toward the realization of VFI may be useful for
making the points made in the chapter more persuasive.

In the sixth section we present a sketch of a survey for assessing the objec-
tivity of a given experiment. In the future, we plan to test its inter-ratter relia-
bility which means to test if different subject gives different or similar scores to
the same experiment. Secondly, we want to test if a high score predicts higher
replicability rates of other beneficial methodological features.
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Appendix A

Instructions for the
Experiment

“Thank you for participating in our study.

As a Mechanical Turk worker, you should at least have an approval
rating of 95% if you want to be reimbursed for your participation.

Please read the questions carefully and answer each with a proba-
bility score (between 0% and 100%) or truth value (’True’ or ’False’)

If you have any questions or comments, please leave them at the
end of the survey.

You start the survey by pressing the double arrow at the bottom-
right corner.”
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Appendix B

List of Scenarios and
Questions

1a. John is a middle-aged man, how likely is it that he will be healthy?

1b. John is a middle-aged man, how likely is it that he will be healthy if he
exercises daily?

1c. Daily exercising causes John to be healthy.

1d. If John exercises daily, then he will be healthy.

2a. How likely is it that a random person is skinny?

2b. How likely is it that a random person is skinny if his/her daily food
intake is 4 apples and 3 cucumber sandwiches?

2c. Eating only 4 apples and 3 cucumber sandwiches a day causes people to
become skinny.

2d. If people only eat 4 apples and 3 cucumber sandwiches a day, then they
will become skinny.

3a. How likely is it that a random person will catch the flu?

3b. How likely is it that a random person will catch the flu if two-thirds of
his/her co-workers already have it?

3c. Having people around oneself with the flu causes one to catch the flu.

3d. If people around oneself have the flu, then one will catch the flu.
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4a. How likely is it that a random person has more than 10 friends?

4b. How likely is it that a random person has more than 10 friends if he/she
uses MDMA at parties?

4c. Using MDMA at parties causes people to have more than 10 friends.

4d. If people use MDMA at parties, then they will have more than 10 friends.

5a. How likely is it that the crime rate will decline in the next 5 years?

5b. How likely is it that the crime rate will decline in the next 5 years if drugs
(xtc, cocaine, weed) are legalized?

5c. Legalizing drugs (xtc, cocaine, and weed) causes the crime rate to decline
over the next 5 years.

5d. If drugs (xtc, cocaine, and weed) are legalized, then the crime rate will
decline over the next 5 years.

6a. How likely is it that the crime rate will decline in the next 5 years?

6b. How likely is it that the crime rate will decline in the next 5 years if
alcohol consumption is made illegal?

6c. Making alcohol consumption illegal causes the crime rate to decline over
the next 5 years.

6d. If alcohol consumption is made illegal, then the crime rate will decline
over the next 5 years.

7a. How likely is it that the national birth rate (babies born per capita per
year) will decline in the next 10 years?

7b. How likely is it that the national birth rate (babies born per capita per
year) will decline in the next 10 years if contraception is mandatory until
the age of 21?

7c. Making contraception mandatory until age 21 causes the national birth
rate to decline.

7d. If contraception is made mandatory, then the national birth rate will de-
cline.

8a. How likely is it that the national birth rate (babies born per capita per
year) will decline in the next 10 years?

128



8b. How likely is it that the national birth rate (babies born per capita per
year) will decline in the next 10 years if all men start wearing white socks
in sandals?

8c. All men wearing white socks in sandals causes the national birth rate to
decline.

8d. If all men start wearing white socks in sandals, then the national birth
rate will decline.

9a. How likely is it that the national birth rate (babies born per capita per
year) will decline in the next 10 years?

9b. How likely is it that the national birth rate (babies born per capita per
year) will decline in the next 10 years if education is mandatory until age
21?

9c. Making education mandatory until age 21 causes the national birth rate
to decline.

9d. If education is mandatory until age 21, then the national birth rate will
decline.

10a. How likely is it that a random non-fiction book will be an international
best seller (3000 copies sold in the first week)?

10b. How likely is it that a random non-fiction novel will be a best seller (3000

copies sold in the first week) if the author is Stephen Hawking?

10c. Having Stephen Hawking as the author causes a book to be a best seller.

10d. If Stephen Hawking is the author, then a book will be a best seller.

11a. How likely is it that a random non-fiction book will be an international
best seller (3000 copies sold in the first week)?

11b. How likely is it that a random non-fiction novel will be a best seller (3000

copies sold in the first week) if the author is Sarah Palin?

11c. Having Sarah Palin as the author causes a book to be a best seller.

11d. If Sarah Palin is the author, then a book will be a best seller.

12a. John is a man in the late sixties, he eats fast food every day and does not
exercise. How likely it is that he will develop a cancer?
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12b. John is a man in the late sixties, he eats fast food every day and does not
exercise. How likely it is that he will develop a cancer if he smokes a
pack of cigarettes a day since he was a teenager?

12c. John’s smoking will cause him to develop a cancer.

12d. If John smokes, he will develop a cancer.

13a. How likely it is that a random person will develop a cancer?

13b. How likely it is that a random person, exposed to a high dose of gamma
radiation, will develop a cancer?

13c. Exposure to a high dose of gamma radiation causes cancer.

13d. If one is exposed to a high dose of gamma radiation, he will develop a
cancer.

14a. How likely it is that a random child will be tall?

14b. How likely it is that a random child will be tall, given that she or he is
drinking a lot of milk every day?

14c. Drinking a lot of milk everyday causes one to be tall.

14d. If a child drinks a lot of milk every day, he or she will be tall.

15a. How likely it is that a random child will be tall?

15b. How likely it is that a random child will be tall, if she or he is exercising
every day?

15c. Exercising causes one to be tall.

15d. If one exercises every day, he or she will be tall.

16a. How likely it is that a random person will become a diabetic?

16b. How likely it is that a random person who eats three apples a day will
become a diabetic?

16c. Eating three apples a day cause diabetics.

16d. If one eats three apples a day, he will become a diabetic.

17a. How likely it is that a random person will have all natural teeth at the
age of sixty?
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17b. How likely it is that a random person will have all natural teeth at the
age of sixty, if he or she brushes one’s teeth after every meal?

17c. Brushing one’s teeth after every meal will cause one to have all natural
teeth at the age of sixty.

17d. If one brushes one’s teeth after every meal, she or he will have all natural
teeth at the age of sixty.

18a. How likely it is that a random person will have all natural teeth at the
age of sixty?

18b. How likely it is that a random person will have all natural teeth at the
age of sixty, if he or she brushes one’s teeth after every meal and visits a
dentist once a month?

18c. Brushing one’s teeth after every meal and visiting a dentist once a month
will cause one to have all natural teeth at the age of sixty.

18d. If one brushes one’s teeth after every meal and visits a dentist once a
month, she or he will have all natural teeth at the age of sixty.

19a. What is the probability that the approval of the government will decrease
in the next few months?

19b. What is the probability that the approval of the government will decrease
in the next few months if the majority party proposes legislation that
bans alcohol?

19c. A legislation proposal which bans alcohol, made by the majority party,
will cause a decrease in approval of the government in the next few
months.

19d. If the majority party proposes legislation that bans alcohol, the approval
of the government will decrease in the next few months.
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Appendix C

A draft of a tool for
assessment of objectivity

Given the negative nature of our notion, our checklist consists of questions as-
sessing how susceptible the study is to suffer from the mentioned problematic
practices. Concretely, a checklist consists of yes-no questions that indicate the
presence or absence of features that prevent problematic practices.

Questions concerning the study being bias-resilient:1

1. Was (were) the outcome measure(s) directly related to the phenomenon
of interest as stated in the research aim or research question? (e.g., ‘death
rate’ to ‘death by cardiac arrest’)

2. Was (were) the intervention(s) clearly related to phenomenon of interest
as stated in the research aim or research question? (e.g., ‘cardiac arrest
reducing medication’ to ‘death by cardiac arrest’)

3. Was sampling procedure random?

4. Was the sampling procedure capable of producing a sample represen-
tative of the population? (i.e., do inclusion/exclusion criteria allow all
member of the population)

1These questions pertain only to experimental research. However, the questions can be
adapted for observational research.
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5. When the subjects are volunteers, was the (non-)response rate similar
across participant characteristics? (e.g., equal between men and women)

6. Was the allocation of the subjects to the experiment conditions random?

7. Were both the experimenter and the subjects blind to the experiment con-
dition?

8. Was the drop-out rate of subjects similar across the experiment condi-
tions?

9. If any answer to these question was ’no’, were proper steps taken to
ameliorate the potential bias that could have resulted from it?

Questions concerning the study being resilient against bias and false-positive
rate inflation due to questionable research practices:

1. Was the study preregistered?

2. If so, was the following specified in the preregistration:

(a) Management of missing and incomplete data.

(b) Pre-processing of data (e.g., how to clean and normalize).

(c) Data processing and dealing with violation of statistical assump-
tions.

(d) Management of outliers.

(e) Statistical analysis/model.

(f) Dependent variable(s) of the model.

(g) Predictors/covariates of the model.

(h) Estimation method and computation of standard errors.

(i) Inference criteria.

3. If preregistered, did the final report conform to this preregistration? Specif-
ically, did the final report conform to the preregistration on:

(a) Management of missing and incomplete data.

(b) Pre-processing of data (e.g., how to clean and normalize).
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(c) Data processing and dealing with violation of statistical assump-
tions.

(d) Management of outliers.

(e) Statistical analysis/model.

(f) Dependent variable(s) of the model.

(g) Predictors/covariates of the model.

(h) Estimation method and computation of standard errors.

(i) Inference criteria.

4. If the final report did not completely conform to the preregistration, was
the particular deviation handled by blinding data or blinded analysis?

5. If the final report did not completely conform to the preregistration, was
the particular deviation handled by using a multiverse analysis and re-
port all (theoretically) possible ways of handling this case?

6. If the study was not preregistered, was blinded data management and
analysis used?

7. If blinded data management and analysis was used, was it used on the
following:

(a) Management of missing and incomplete data.

(b) Pre-processing of data (e.g., how to clean and normalize).

(c) Data processing and dealing with violation of statistical assump-
tions.

(d) Management of outliers.

(e) Statistical analysis/model.

(f) Dependent variable(s) of the model.

(g) Predictors/covariates of the model.

(h) Estimation method and computation of standard errors.

(i) Inference criteria.

8. If the study was not preregistered and the data management and analysis
was not blinded, was a type of multiverse analysis performed?
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9. If a type of multiverse analysis was performed, did it incorporate the
following elements:

(a) Management of missing and incomplete data.

(b) Pre-processing of data (e.g., how to clean and normalize).

(c) Data processing and dealing with violation of statistical assump-
tions.

(d) Management of outliers.

(e) Statistical analysis/model.

(f) Dependent variable(s) of the model.

(g) Predictors/covariates of the model.

(h) Estimation method and computation of standard errors.

(i) Inference criteria.

It needs to be noted that such a tool needs to be further developed, tested,
and calibrated. To be useful, this objectivity checklist should of course be (to a
large extent) reliable and valid. In the first case, inter-rater reliability and intra-
rater reliability should be assessed. I.e., have different subjects use the tool and
measure the agreement between their results Cohen 1960; Fleiss 1971, and have
subjects use the tool on two or more different occasions on the same material
and measure the similarity of results between these occasions Gwet 2008. Close
similarity between scores indicate that users will in general give similar scores
when using the checklist. If there are questions in the checklist that score low
on inter-rater and/or intra-rater reliability, then they should be rephrased or
dropped. The validity of the checklist can be assessed by empirically verifying
if research that scores high on the checklist are less prone to produce prob-
lematic results (e.g., have a higher replication rate) in comparison to research
that score low on the checklist (i.e., criterion validity). For now, we do not
have a scoring system of the checklist. The easiest scoring system would be to
use the proportion of ’yes’ answers of the total number of questions that are
relevant for the report that is evaluated. However, this scoring system should
be further developed and tested. Also, scientific practice could be simulated
to assess to what extent bias and false-positive rate inflation could still be in-
troduced with varying levels of objectivity according to the checklist. Results
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from such simulation studies could also be used to calibrate the scoring sys-
tem. Finally, scientists could be enlisted to perform mock research to attempt
to bias outcomes and/or produce false-positive results with varying levels of
objectivity safeguards in play. These mock studies might identify weaknesses
and gaps in the tool (and objectivity conceptualization), which could be used
when calibration the tool and supplementing/removing elements.
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