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ABSTRACT

Context. Observations of meteors in the Earth’s atmosphere offer a unique tool for determining the flux of meteoroids that are too
small to be detected by direct telescopic observations. Although these objects are routinely observed from ground-based facilities, such
as meteor and fireball networks, space-based instruments come with notable advantages and have the potential to achieve a broad and
uniform exposure.
Aims. In this paper, we describe the first observations of meteor events with Mini-EUSO, a very wide field-of-view telescope launched
in August 2019 from the Baikonur cosmodrome and installed on board the Russian Zvezda module of the International Space Station.
Mini-EUSO can map the night-time Earth in the near-UV range (290–430 nm) with a field of view equal to 44◦ × 44◦ and a spatial
resolution of about 4.7 km at an altitude of 100 km from the ground. The detector saves triggered transient phenomena with a sampling
frequency of 2.5 µs and 320 µs, as well as a continuous acquisition at 40.96 ms scale that is suitable for meteor observations.
Methods. We designed two dedicated and complementary trigger methods, together with an analysis pipeline able to estimate the main
physical parameters of the observed population of meteors, such as the duration, horizontal speed, azimuth, and absolute magnitude.
To compute the absolute flux of meteors from Mini-EUSO observations, we implemented a simulation framework able to estimate the
detection efficiency as a function of the meteor magnitude and the background illumination conditions.
Results. The instrument detected 24 thousand meteors within the first 40 data-taking sessions from November 2019 to August 2021,
for a total observation time of approximately 6 days with a limiting absolute magnitude of +6. Our estimation of the absolute flux
density of meteoroids in the range of mass between 10−5 kg to 10−1 kg was found to be comparable to other results available in the
literature.
Conclusions. The results of this work prove the potential for space-based observations to increase the statistics of meteor observations
achievable with instruments operating on the ground. The slope of the mass distribution of meteoroids sampled with Mini-EUSO
suggests a mass index of either s = 2.09 ± 0.02 or s = 2.31 ± 0.03, according to two different methodologies for the computation of
the pre-atmospheric mass starting from the luminosity of each event.

Key words. instrumentation: detectors – methods: data analysis – methods: observational – telescopes
– meteorites, meteors, meteoroids

1. Introduction

Tons of extraterrestrial material enters the Earth’s atmosphere
every day, mostly in the form of interplanetary dust particles
(IDPs) in the sub-millimetre range (Brownlee 2001; Bradley
2003). Such small particles, also referred to as micrometeoroids,
are typically slowed down at the very top of the atmosphere and
survive the transit with little or no ablation. On the other hand,
a small fraction of these bodies (meteoroids1) are big enough to
pierce through the lower part of the atmosphere at hypersonic
speed. The atmospheric friction and the extremely high dynam-
ical pressure trigger the ablation phase and the meteoroid starts
1 https://www.iau.org/public/themes/meteors_and_
meteorites/

to decelerate and lose mass. Reaching a temperature of the order
of thousands of K, the generated air plasma and the body itself
emit light, both from black-body radiation and emission lines of
the electronic transition of elements. This light emission phe-
nomenon is called meteor. The residual portion of the meteoroid
that survives the atmospheric ablation and eventually falls on the
Earth’s surface is called meteorite. For a general overview on the
topic, we refer to Ceplecha et al. (1998); Ryabova et al. (2019);
Colonna et al. (2019).

The study of the physical and chemical properties of inter-
planetary matter is crucial in the advancement of our knowledge
about the formation and evolution of the Solar System (e.g.
Kruijer et al. 2020 and references therein). The recovery of mete-
orites allows the analysis of the most primitive rocks in the
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Solar System, which have undergone little to no melting pro-
cesses (i.e. chondrites). Even if no meteorite can be collected,
observations of meteors provide a unique tool for pinpointing
the flux of meteoroids to the Earth (Halliday 2001; Zolensky
et al. 2006; Drolshagen et al. 2017). Despite the observational
effort in the last century, the quantification of such flux as a
function of the meteoroid mass is still a matter of debate. The
accurate determination of this flux is also crucial to assess the
hazard of meteoroid impacts for spacecraft operations, espe-
cially in the long-term perspective (Foschini 1999; Moorhead
& Matney 2021). As for the most recent example, the primary
mirror of the James Webb Space Telescope experienced 25
micrometeoroid hits between March 2022 and January 2023,
one of which inflicted significant uncorrectable damage to the
instrument (Rigby et al. 2023).

Meteors are typically observed from ground facilities in the
optical wavelength range. In particular, meteor and fireball net-
works have been implemented worldwide since 1960. At present,
they have reached a coverage of a few percent of the total Earth’s
surface (Spurný et al. 2017; Colas et al. 2020; Devillepoix et al.
2020). These networks are aimed to maximise the efficiency of
meteorite recovery and to precisely compute the pre-atmospheric
orbits of the observed population of meteoroids, thus enabling
investigations about the link between different meteorite classes
and their source regions in the Solar System (Granvik & Brown
2018; Jenniskens et al. 2019; Unsalan et al. 2019). Observations
from these networks have also been used to infer the flux to
the Earth of meteoroids of mass between 10−6 kg and 102 kg
(Halliday et al. 1996; Oberst et al. 1998; Koschny et al. 2017).
Nonetheless, an accurate determination of the actual exposure
of such networks is not trivial (Koschny & Zender 1998; Vida
et al. 2022) and may result in significant biases that affect the
computation of the meteoroid absolute flux. Alternatively, the
meteoroid flux at different mass ranges can be estimated by
ground-based meteorite search in hot deserts (Bland et al. 1996;
Gattacceca et al. 2011; Hutzler et al. 2016; Drouard et al. 2019)
and polar ice (Evatt et al. 2020; Rojas et al. 2021) via strato-
spheric in situ collection of IDPs (Warren & Zolensky 1994;
Cziczo et al. 2001; Rietmeijer et al. 2016), by measuring the
lunar cratering rate and impacts (Werner et al. 2002; Suggs et al.
2014) or by satellite observations of bolides (Brown et al. 2002;
Jenniskens et al. 2018), among other methods.

The observation of meteors from space presents significant
advantages compared to ground-based experiments. Being less
dependent on weather and atmospheric conditions, a space-
based detection system has the capability of reaching a high
exposure time and offers a uniform coverage in both space and
time. In spite of these advantages, meteor and fireball detections
from space have not been routinely reported in the past. The
main reason for a general lack of detection reports in the last
decades is that many satellites are equipped to monitor phenom-
ena occurring over much longer timescales than the few seconds
characterising the dynamics of a meteor entering the Earth’s
atmosphere. Consequently, in many cases meteor events are not
recorded or detected. For a long time, there have been satel-
lites equipped with sensors suited for fireball detection; however,
they have generally, but not exclusively, been used for military
purposes that do not include the scientific study of meteors. Nev-
ertheless, there are the following two noticeable exceptions. The
NASA-JPL Center for NEOs Studies (CNEOS) monitors very
bright bolides with space sensors. These data are collected by
US Government sensors, in the framework of the Nuclear Test
Ban Treaty monitoring satellites (Tagliaferri et al. 1994). Such
instruments have a rather high energy threshold (total energy

E > 0.073 kT TNT) and they detected 973 events from 1988
to March 2024. CNEOS regularly publishes data about these
events, including position, velocity, and computed total energy of
each event2. Since 2020, they have also been releasing the mea-
sured light curves of detected events. Similarly, in 2019, it was
determined that the Geostationary Lightning Mapper (GLM)
instruments on GOES3 weather satellites can detect fireballs and
bolides (Jenniskens et al. 2018; Smith et al. 2021). Their detec-
tions are routinely reported online4 and are thus available to the
scientific community. To date, GOES satellites have detected
about 5000 events in the range from –25◦ to –180◦ longitude and
±55◦ latitude.

The idea of having an instrument in space devoted to
meteor observation has been pursued within the JEM-EUSO
programme, originally through the JEM-EUSO project (Adams
et al. 2015a) and currently through the Mini-EUSO mission
(Bacholle et al. 2021) on board the International Space Station
(ISS). The main goal of the JEM-EUSO programme is to observe
Extreme Energy Cosmic Rays (EECRs, energy E > 5× 1019 eV)
from space, through the use of a dedicated telescope with a
large field of view (FOV) that is able to detect single photons in
the near-UV wavelength interval between 290 nm and 430 nm
(Adams et al. 2013). However, it has been computed through
simulations that these devices also present sensitivity to mete-
ors with absolute magnitudes5 below +7 (JEM-EUSO) and +5
(Mini-EUSO) with a detection rate of the order of ∼1 per second
and ∼2 per minute, respectively (Abdellaoui et al. 2017).

Considering a UV detector covering the interval of wave-
lengths of JEM-EUSO instruments and assuming a typical
V band centred at 550 nm, we can expect (as a first approxi-
mation) that the flux in the two bands should be comparable.
This is due to the fact that both UV and V bands are domi-
nated by Mg, Fe, and Na emission from the warm component
(∼4500 K) of the ablation products in the meteor wake that is
rich in low excitation lines by metal atoms, mainly including Fe,
Mg, Na, and Ca. This prediction appears reasonable, even if we
take into account that Na sometimes shows differential ablation
and can vary among different meteors. Moreover, the V band
can also exhibit some air plasma emission from the first posi-
tive band of N2, which can cause some variations in the emitted
radiance. This means that the flux observed by Mini-EUSO in
the UV range might be comparable to the one observed in the
visible range. Furthermore, UV observations of meteors from
the ground are challenging (due to atmospheric ozone absorp-
tion) and almost unprecedented, with only a few recorded events
in this wavelength range (Jenniskens et al. 2002; Carbary et al.
2003; Kasuga et al. 2005). However, this is not the case for space-
based observations, which allow for an extinction-free spectral
domain.

Since October 2019, Mini-EUSO has been operational on the
ISS, thus allowing for an assessment of the real performance of
the instrument. In this article, we present and discuss the first
results of the systematic observations of meteors in the near-UV
made by the Mini-EUSO telescope. Section 2 gives an overview
of the mission and Sect. 3 presents the methods developed for
the search and analysis of meteor events in Mini-EUSO data.
We discuss the analysis of meteor observations during the first

2 https://cneos.jpl.nasa.gov/fireballs/
3 https://www.goes.noaa.gov/
4 https://neo-bolide.ndc.nasa.gov/
5 The absolute magnitude of meteors is defined as the magnitude mea-
sured at zenith at a reference altitude of 100 km for an observer on the
ground.

A304, page 2 of 26

https://cneos.jpl.nasa.gov/fireballs/
https://www.goes.noaa.gov/
https://neo-bolide.ndc.nasa.gov/


Barghini, D., et al.: A&A, 687, A304 (2024)

40 data-taking sessions in Sect. 4. In Sect. 5, based on our
results, we assess the absolute flux of meteors and compare it
with other estimations available in the literature, also discussing
the slope of the mass distribution which is related to the mass
index of the sampled population of meteoroids. Finally, we give
our conclusions in Sect. 6.

2. Mission overview

Mini-EUSO (Multiwavelength Imaging New Instrument for the
Extreme Universe Space Observatory, known as ‘UV atmo-
sphere’ in the Russian Space Programme) is a telescope oper-
ating in the near-UV range, with a square focal surface corre-
sponding to a field of view of about 44◦ × 44◦ implemented
through two 25 cm Fresnel lenses. The focal surface of Mini-
EUSO (PDM, Photon Detector Module) is made of a matrix of
6 × 6 Multi-Anode Photomultiplier Tubes (MAPMTs), which
consists of 8 × 8 pixels each, for a total of 2304 channels.
The resulting spatial resolution at ground level is approximately
6.3 km × 6.3 km, corresponding to 4.7 km × 4.7 km at the
typical meteor altitude of 100 km, varying slightly according to
the altitude of the ISS and the pointing direction of each pixel.
Mini-EUSO was launched with the uncrewed Soyuz MS-14 on
22 August 2019. The first observations, from the nadir-facing UV
transparent window of the Russian Zvezda module, took place
on 7 October 2019. The detector is typically installed twice a
month during local night-time on the ISS, for about 12 hours of
operations.

The detailed technical specifications of Mini-EUSO are
reported in Appendix A. The mission was originally con-
ceived for the development of the study of EECR from space
(Casolino et al. 2017), as part of an ongoing effort of the
Joint Experiment Missions for Extreme Universe Space Obser-
vatory (JEM-EUSO) collaboration. For this reason, the detector
is mostly sensitive in the 290–430 nm wavelength range (see
Fig. A.2), where most of the fluorescence light from extensive
air showers (EASs) initiated by cosmic rays interacting in the
atmosphere is emitted, due to the return to the ground state of
nitrogen molecules (N2) excited by the ionisation of the charged
particle component of EAS. Mini-EUSO performs data acquisi-
tion in single-photon counting mode thanks to its singular data
acquisition system that handles three temporal resolutions simul-
taneously. The time step of each temporal resolution is called a
gate time unit (GTU). Photon counts are summed in a 2.5 µs
data stream (called D1), over which sums of 128 frames are cal-
culated (320 µs, D2). Both D1 and D2 data are saved only if
a significant signal is detected by a dedicated trigger algorithm
over a 128 GTU buffer. On the other hand, sums of 128 D2
frames (40.96 ms, D3) are stored in a continuous acquisition
mode. To preserve a similar dynamic range among all three time
resolutions, values of pixel counts in D2 and D3 data are con-
ventionally normalised to counts over the time integration of
D1.

So far, within the JEM-EUSO programme, various instru-
ments have been constructed and operated on the ground
(EUSO-TA, Abdellaoui et al. 2018), on stratospheric balloons
(EUSO-Balloon, Adams et al. 2022; EUSO-SPB1, Abdellaoui
et al. 2024; EUSO-SPB2, Adams et al. 2017) and in space
(TUS, Klimov et al. 2017), in addition to the future planned K-
EUSO (Klimov et al. 2022) and POEMMA (Olinto et al. 2021)
missions.

Observations in this frequency range and with this combina-
tion of temporal and spatial resolution (2.5 µs and ∼6 km) are
relatively scarce, therefore systematic observations from space

can contribute to study several phenomena that take place on the
surface of the Earth or in its atmosphere, either with a terrestrial
(e.g. transient luminous events, TLE, airglow, gravity waves, etc.,
Adams et al. 2015b; Marcelli et al. 2022) or extra-terrestrial ori-
gin (e.g. meteors, search for strange quark matter, Adams et al.
2015a). The 2.5 µs resolution of Mini-EUSO is suitable to search
for EECRs, as their duration can be typically quantified in an
order of 100 µs, or for fast TLEs such as emission of light and
very low frequency perturbations due to electromagnetic pulse
sources (ELVEs), while the 320 µs resolution is appropriate for
slower lightnings, and the 41 ms time resolution is well suited
for much slower phenomena such as meteors, bioluminescence,
the search for strange quark matter (SQM) and the monitoring
space debris, among others. Moreover, anthropogenic emissions
such as towns, fishing boats, and ground flashers6 can be studied
as well thanks to the multiple time resolutions (Casolino et al.
2023).

An overview of the first observations of Mini-EUSO at the
different timescales is reported in Bacholle et al. (2021) while
a more detailed discussion of Mini-EUSO performance in D1
mode is summarised in Battisti et al. (2022).

3. Methods

We describe and discuss here the various algorithms developed
for the tracking and analysis of meteors recorded in the contin-
uous monitoring of Mini-EUSO D3 data. In our case, this task
is particularly challenging because the telescope can observe a
wide variety of phenomena that may resemble the light curve
of a meteor at similar timescales, such as lightning and light
sources on the ground. Therefore, we implemented dedicated
trigger schemes devoted to the recognition of a moving source
in the FOV of Mini-EUSO that could be related to a meteor
event, together with both a classification scheme to filter out
non-meteor events and an analysis pipeline able to reconstruct
the whole flight of the event. From these results, we were able
to compute the main physical parameters of the observed mete-
ors, such as duration, horizontal speed, azimuth, and magnitude.
Since Mini-EUSO cannot provide a stereoscopic vision of the
event, we are not able to triangulate and, therefore, compute the
3D trajectory of the meteor in the atmosphere. Consequently, we
make an assumption about the altitude of the observed meteors
and, in the next sections, we discuss its impact on the uncertainty
of the deduced physical parameters.

3.1. Meteor trigger algorithms

As a first approach to identify meteors in Mini-EUSO D3 data,
we adapted a trigger algorithm that was originally designed for
the onboard detection of space debris in future missions of the
JEM-EUSO programme. A detailed description of the algorithm
and its performance for space debris search can be found in
Miyamoto et al. (2019). Even if meteors enter the Earth’s atmo-
sphere at a speed within 11–72 km s−1 and are typically faster
than space debris (7–9 km s−1), the apparent speeds of these two
classes of events as seen from Mini-EUSO are comparable. This

6 The Mini-EUSO D1 data acquisition system recorded hundreds of
events resembling the expected light curve of atmospheric showers gen-
erated by EECRs. However, their anthropogenic origin is demonstrated
by their repetitive pattern, or by the incompatibility of the duration and
intensity of the event thanks to simulation studies. Most likely, these
signals are caused by blinking lights on the ground, usually located near
airports, ports, or cities (Battisti et al. 2023).
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is because of the higher distance at which meteors are expected
to be observed (∼100 km altitude, i.e. about 300 km of distance
from the ISS) compared to the distance expected for space debris
(tens of kilometres from the ISS).

The concept of this trigger (referred to as “trigger 1” in
the following) is detailed in Appendix B.1 and summarised in
Fig. B.1. The algorithm looks for tracks of over-threshold pixels
in a time window lasting for at least four consecutive GTUs. This
occurrence should represent the case of a moving source, such as
a meteor, imaged onto the focal surface of Mini-EUSO. Due to
its simple and quickly executable implementation, this algorithm
could be employed in the future as an online meteor trigger for
the planned missions of the JEM-EUSO programme.

At the same time, we developed an alternative trigger method
(trigger 2) specifically dedicated to the offline detection of mete-
ors on Mini-EUSO D3 data (Piotrowski et al. 2022). As similarly
discussed for trigger 1 in Appendix B.1, the most difficult task to
be performed is the filtering of false positives, due to the com-
plex variability of natural background light mainly caused by
moving sources on the ground. To discard such events, this trig-
ger implements various custom-made selection processes based
on a quantitative evaluation of parameters such as the light
curve shape and the spatial compactness of the event, together
with a sophisticated background subtraction method. A detailed
description of this algorithm is given in Appendix B.2. Its main
steps are as follows: (1) estimation of the background level for
each pixel; (2) identification of frames over the background-
based threshold for each pixel; (3) filtering of (pixel, frame) pairs
that do not have another such pair in a four GTUs vicinity; (4)
grouping of (pixel, frame) pairs across space and time into events
using a KD-tree; and (5) application of quality cuts on meteor
candidates to filter false positives from the event lists.

3.2. Event selection and classification

Based on the output of the two trigger algorithms, we visually
inspected the events and catalogued them in the following four
classes.

The first class is the meteors (M) class and it encloses events
of clear meteor origin that show an evident apparent motion on
the PDM within more than 2–3 pixels and that have a Gaussian-
like single-pixel light curve, originating from the PSF of the
meteor gradually moving in and out of the FOV of each pixel.

The second class is that of meteor candidates (M?) and con-
sists of events that cannot be indisputably classified as meteors,
but that show some evidence for it and that can therefore be likely
considered of meteor origin. A typical example of an event in this
class has a smooth light curve but shows a limited and not clear
apparent motion on the PDM. This may be caused by various rea-
sons, for instance, the meteor crossing the border in between two
adjacent MAPMTs that corresponds to an inactive region equiv-
alent to the size of one pixel insensitive to incoming light. While
we usually consider the M and M? classes together (and indi-
cate them as M), we preserved this distinction on the database to
have a qualitative measure of the reliability of the classification
of meteor events.

All events that show a significant signal in one or more pixels
but that are not meteors are included in the third class, namely
the non-meteor events (U) class. For example, this is the case
of the signal coming from a bolt of lightning that survived the
trigger intensity cut-off and did not trigger more than 64 pixels.

The fourth and final class is the noise events (N) class
that consists of false positives for which no significant signal
is visible at the time and position as indicated by the trigger

algorithm. This is often the case of isolated GTUs that triggered
in a few pixels near the leading edge of the light curve of a city
entering their FOV. In fact, fixed sources on the ground move in
the FOV of Mini-EUSO at an apparent speed, namely, the ISS
speed (∼7.66 km s−1), along the positive y direction.

An example of a meteor event within the M class is repre-
sented in Fig. 1. As a first step, this classification process was
applied to the first nine data-taking sessions of Mini-EUSO,
using a double-blind approach to highlight potential subjective
biases of the observers. In particular, the results of this analy-
sis were used to tune the algorithm of trigger 1, to understand
its performance (see Appendix B.1 for details) and to design the
analysis algorithm to track the entire flight of the meteor in the
FOV of Mini-EUSO, as described in Sect. 3.3.

The application of more advanced methods for an automatic
and reliable event trigger and classification is currently under
investigation for the data of Mini-EUSO and for future missions
of the JEM-EUSO programme. For example, a novel convolu-
tional neural network (STACK-CNN) was recently developed
for the identification of space debris in Mini-EUSO data, suc-
cessfully tested against simulations (Montanaro et al. 2022) and
subsequently adapted for the detection of meteors (Olivi et al.
2023).

3.3. Meteor tracking and analysis

In order to reconstruct the motion of meteors detected on the
focal surface of Mini-EUSO, we designed a tracking algorithm
that operates starting from the results of the trigger7. In particu-
lar, each entry resulting from both trigger algorithms (Sect. 3.1)
is provided with an estimation of the starting GTU (the index of
the first GTU t0 within the four over-threshold frames) and the
corresponding (x0, y0) position in pixel coordinates. From this
information, we defined a tool to objectively evaluate if the light
curve of that pixel, and the ones within its first neighbourhood,
registered a significant signal and if this is compatible with the
expected features of a meteor observed on the Mini-EUSO PDM.
We can expect that the single-pixel light curve of a meteor resem-
bles a Gaussian profile. This is because this signal is given by the
progressive motion within the FOV of each pixel of the PSF of
the meteor, which can be approximated by a 2D Gaussian func-
tion with an FWHM of 1.2 px (Bacholle et al. 2021). Therefore,
we selected a range of [−10, 30] GTU from t0 and fit over this
light curve portion, Cxy(t), a Gaussian function summed to a
second-degree polynomial background:

Fxy(t) = B0 + B1t + B2t2 + A exp

−1
2

(
t − T

sd

)2
 , (1)

where the first three polynomial terms (B0, B1, B2) parameterise
the variation of the background over time, A represents the max-
imum intensity of the signal of the event on the pixel light curve
(occurring at the time T ) and sd is the standard deviation of the
Gaussian profile and, thus, related to the duration of the signal
on that pixel. An example of this processing is shown in Fig. 2a,
where the measured D3 counts are reported as black stars and
the fitted function Fxy(t) from Eq. (1) is plotted by the red line.
The blue line represents the background term of Fxy(t), and the
shaded blue band plots its 3σ confidence interval. We then define

7 The meteor analysis pipeline is developed in IDL – Interactive Data
Language (version 8.8), NV5 Geospatial Solutions, Inc.; 2023 (https:
//www.nv5geospatialsoftware.com/Products/IDL).
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Fig. 1. Example of a meteor event detected by the Mini-EUSO telescope on board the ISS, imaged on D3 data during session no. 14 on 01/04/2020
at 00:49:17 UT over the South Atlantic Ocean (9◦33′ S, 4◦19′ W) and classified as an M event in the Mini-EUSO meteor database (see Sect. 3.2).
The event lasted for 32 GTU, from 00:49:16.72 to 00:49:18.03 UT (∼1.3 s). At that time, the ISS was moving in orbit at an altitude of about 424 km
from the ground at a speed of 7.66 km s−1, with an apparent motion projected on the ground oriented along the SSE direction, at an azimuth of
∼144◦ counted clockwise from the North. (a) Reconstructed track of the meteor on the PDM of Mini-EUSO, obtained by a selective integration of
D3 images over the pixels lightened up by the event. The apparent motion of the ISS on the PDM is approximately oriented along the positive y
direction. (b–g) Zoom of the PDM in the region x ∈ [14, 24] px–y ∈ [9, 19] px (highlighted in panel a by the red box) for subsequent times every
4 GTU (∼0.16 s). On all panels, dashed lines mark the border of adjacent MAPMTs corresponding to a physical separation on the PDM of ∼1 px
which is not sensitive to incoming light. The presence of these gaps is visible, for example, when the meteor track crosses the border between two
MAPMTs around GTU 2477 (panels e–f), at which time the meteor dims because part of the light is focused on this inactive region of the PDM.

Fig. 2. Schematisation of the tracking algorithm designed to recon-
struct the meteor path imaged on the PDM of Mini-EUSO in D3 data.
(a) Example of the fit of the Gaussian profile of Eq. (1) to identify the
meteor signal. Black stars represent the measured light curve of the
pixel, the red line is the fitted Gaussian function and the blue line and
shaded band plot the background polynomial term with its 3σ confi-
dence interval. (b) Graphical representation of the iterative process to
identify all the pixels within the meteor track. We start from the first
pixel provided by the trigger algorithm and evaluate its significance
(green square in the first box from the left), then we add to the process-
ing list all of its first neighbours (blue pixels), which are again evaluated
by the fitting of panel a. Some of them will be discarded (orange pixels).
Every time a new pixel is added to the track, all of its first neighbours
are added to the processing list if they had not already been checked,
until no more pixels are found to be significant.

a series of five conditions that the results of the fit and its param-
eters have to fulfil to positively evaluate the light curve, Cxy(t),
and the pixel, (x0, y0), as part of the meteor track, which are as
follows: (1) the fit has reached a successful convergence; (2) the
fitted value of the Gaussian height A±σA is significantly greater
than zero at the 3σ confidence level (99.9%, one-sided interval),
that is, A − 3σA > 0; (3) the light curve Cxy(t) has at least one
GTU that is over the 3σ confidence band of the background term
of Fxy(t); (4) the fitted centre T of the Gaussian function is deter-
mined to be within the allowed range of [−10,+30] GTU from
t0; and (5) the fitted standard deviation sd results in a duration of
the signal ∆t = 2 · 3sd compatible with the motion of a meteor
within the pixel of Mini-EUSO. Since the speed of a meteor
is confined in the range [11.1, 72.8] km s−1 and given the size
of the pixel of 4.7 km at an altitude of 100 km, this results in
a range of [2, 11] GTU of duration. Considering that we actu-
ally observe the horizontal component of the speed and that the
apparent speed vector of the meteor is measured in the reference
frame of the ISS, whose motion can be approximated as a purely
horizontal component in the short time covering the detection
event, we allow for a pixel duration of [2, 20] GTU.

If all of these conditions are matched, we consider the corre-
sponding pixel as significant and add it to the list of the meteor
track (xi, yi, tik), where tik ∈ [Ti − 3sdi,Ti + 3sdi], i is the pixel
index and k is the GTU index. This procedure is repeated iter-
atively, as presented in Fig. 2b. Once a pixel is added to the
track, all its first neighbours are added to the processing list and
checked for their significance through the aforementioned con-
ditions. Given the sampling time of 41 ms, the meteor speed of
the order of tens of km s−1 and the PSF size on the PDM, we
expect the transition between pixels to be relatively slow. As a
consequence, for all the pixels (except the first one), we added a
sixth condition; namely, we check whether the centre, T, of the
Gaussian profile is contained within the duration of one of the
other pixels of the track (according to condition 5).
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Fig. 3. Results of the meteor tracking algorithm for one event of the Mini-EUSO session no. 11, occurred on 21/02/2020 at 20:05:55.15 UT over the
Indian Ocean (20◦56′ S, 93◦56′ E). (a) Map of the identified pixel within the track on the PDM; (b) measured light curves of all the coloured pixels
of panel a plotted with matching colours and highlighting the GTU range corresponding to the transit of the meteor projected on each individual
pixel; (c) integral light curve obtained by summing the ones of panel b; (d) light curves of net counts of the meteor obtained according to Eq. (2);
(e) integral net light curve. In its apparent motion, the meteor crosses the border between two MAPMTs, as evident from the decreased counts
around GTU 1990 on the plots of panels c and e. In these panels, the red curves plot the total light curve derived from the fit results, namely, the
Gaussian term of Eq. (1) summed over all the pixels in the track.

An example of the results of this meteor tracking algorithm is
presented in Fig. 3. Panel a shows the map of pixels on the PDM
that were recognised as part of the meteor event, and panel b
plots their light curves, with the coloured portion highlighting
the duration of the event on each of them. The integral light curve
of the event is plotted in panel c and it is obtained by summing
all the single-pixels light curves. We can then use the polyno-
mial term from Eq. (1) to remove the background contribution to
single-pixel light curves:

Cxy(t) = Cxy(t) − B0 − B1t − B2t2, (2)

which is plotted in panel d, and also for the integral light curve
of the event in panel e. It has to be noted that, in this case, the
apparent trajectory of the meteor on the PDM crossed the border
between two MAPMTs. While this is not represented in Fig. 3a,
each MAPMT is physically separated from the others, resulting
in an inactive region of the width of ∼1 px at all of its borders.
When the PSF of the meteor on the PDM is projected on these
borders, a substantial fraction of its light is lost, as evident from
the integral light curve of panels c and e.

The net counts Cxy(t), namely the signal attributed only to the
meteor captured on the PDM, are therefore used to compute the
barycentre position of the meteor along its apparent trajectory,
which is simply given as:

xb(t) =
1∑

i Ci(t)

∑
i

Ci(t)xi, (3)

for the x coordinate and where the sum over i extends over all
the identified pixels (xi, yi) of the meteor track. The same for-
mula is valid for the y coordinate as well. To be able to compute

the physical parameters of the meteor, we then need to convert
the derived pixel positions into physical coordinates, namely the
distance from the FOV centre measured in km in the x and y
directions. The footprint of each pixel depends on the distance
of the meteor from Mini-EUSO, that is d = HISS − H. While the
altitude of the ISS orbit HISS is reported in the metadata of the
observations, we do not have any evidence to deduce the altitude
H of the meteor because Mini-EUSO only implements a monoc-
ular vision and cannot triangulate the 3D trajectory of the event.
We are then forced to make an assumption about the typical
meteor altitude of H0 = 100 km. The effects of this assumption
on the accuracy and precision of the physical parameters of the
meteor measured by Mini-EUSO are discussed in Sect. 4.4. Even
at a fixed altitude, the footprint of each pixel is not homogeneous
on the PDM due to optical distortions. Therefore, we use the sim-
ulation results of the optical system of Mini-EUSO to account for
these secondary effects (Abe et al. 2023). For example, the foot-
print on the ground (d ≃ 420 km) of Mini-EUSO pixels varies
from ∼35 km2 at the very centre of the FOV to ∼26 km2 at
its borders, corresponding to a variable linear dimension from
approximately 6 km to 5 km (Bacholle et al. 2021; Casolino et al.
2023).

The resulting barycentre positions for the event presented in
Fig. 3 are plotted in Fig. 4. The effect of the MAPMT gap cross-
ing is again evident on panel c, where the computed y position
has a sudden variation of ∼10 km, namely, a jump of approxi-
mately two pixels, when the PSF of the meteor transits between
the two MAPMTs, as shown in panel a. We, therefore, compute
the Vx and Vy speed components of the meteor by applying a
linear fit over these positions (solid lines of panels b and c) and
estimate the apparent horizontal speed V and azimuth direction
a. For both these quantities, we correct for the apparent speed of
the ISS (VISS ≃ 7.66 km s−1) and azimuth of motion, which is
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Fig. 4. Results of the barycentre computation for the event presented in Fig. 3. In all panels, the black points and lines represent the results of the
computation over the net measured counts Cxy, whereas the red ones are the results of the Gaussian fitting of Eq. (1) (as for Figs. 3c,e). During
the analysis, both of these versions are computed for a consistency check and a posteriori verification of the goodness of the fit. In this case, the
two results are completely overlapping. (a) Map of the pixels corresponding to the projected meteor track, with the arrow indicating the apparent
motion direction on the PDM. (b) Barycentre x positions of the meteor from the FOV centre computed from Eq. (3) (dots with error bars) as a
function of the GTU index and converted to km assuming an altitude of the meteor of H = 100 km from the ground level. The result of the linear
fitting is plotted by the solid lines. (c) Same as panel b but for the y positions.

also provided in the metadata and, in a first approximation8, is
oriented along the positive y direction of the PDM:

V =
√

V2
x + (Vy − VISS)2 , (4)

a = aISS + atan2(−Vx,−Vy + VISS) . (5)

Equation (5) represents the arrival direction of the meteor
counted clockwise from the north, and aISS is the local azimuth
of the ISS orbit. For the event of Fig. 4, we computed a hori-
zontal speed of 53.8 km s−1 and an azimuth angle of 53.9◦. The
uncertainties affecting these values are discussed in Sect. 4.4.

4. Results and discussion

4.1. The meteor database

We used the two trigger methods described in Sect. 3.1 to process
the Mini-EUSO observation dataset from November 2019 up
until August 2021, consisting of sessions from no. 05 to no. 44.
Table 1 reports the meteor trigger counts and rates of each ses-
sion for trigger 1 (Appendix B.1) and trigger 2 (Appendix B.2).
In general, trigger 2 shows better performances with respect to
trigger 1 in terms of the percentage of false positives, which
is always confined to <20%. The two triggers show a compa-
rable event rate (given in Table 1 as events per minute) in all
the sessions, with a slightly better performance of trigger 2,
as expected. With a total observation time of 8200 min (cor-
responding to 136.7 hours or 5.7 days), trigger 1 detected 14.4
thousand events at an average rate of 1.76 min−1, while trig-
ger 2 detected 18.3 thousand events at 2.23 min−1. However, the
comparison between the two datasets highlights that only ∼36%
of the events are detected by both triggers (column ‘CM’ of
Table 1). Of the remaining fraction, 24% of the meteor events
are detected only by trigger 1 (Col. ‘T1’), and 40% only by trig-
ger 2 (Col. ‘T2’). While this evidence may look peculiar at first
sight, we have to consider that the majority of events seen by

8 The actual 3D orientation of the ISS along its orbit is given by the
values of the roll, pitch and yaw angles. In particular, a non-zero value
of the yaw angle results in the ISS vector not being exactly aligned along
the y axis. However, the magnitude of this effect is below the precision
level of the speed measurement of meteors from Mini-EUSO, and we
assume that VISS is entirely along the apparent y direction on the PDM.

Mini-EUSO are quite faint, between magnitudes of +3 and +5
and with a limiting magnitude of the telescope for meteor obser-
vations of about +6 in the U band (see Sect. 4.3). As discussed in
Sect. 5, the efficiency of trigger 1 for meteors in this magnitude
range at a typical background value of 1 cnts GTU−1 is ∼50%.
Therefore, it is reasonable that two different triggers may detect
two sets of events that are only partially overlapping. Further-
more, since trigger 1 detected 60% and trigger 2 detected 76%
of the overall number of events, a random intersection of the two
subsets will consist of 46% of the total. The observed fraction of
36% of common events is not far from this value; nonetheless,
being lower than 46%, it suggests the presence of a selection
bias. Indeed, the fraction of common events is higher for bright
events (∼45% between +1 and +3 absolute magnitude) and closer
to the expected value for a random selection of 52% (resulting
from 67% of events detected by trigger 1 and 78% detected by
trigger 2).

Because of this result, we then consider the merged ver-
sion of these datasets (‘total’ columns in Table 1) consisting of
24 thousand meteors detected at an average rate of 2.92 min−1.
This rate is quite close to the expected value computed for Mini-
EUSO observations of meteors at +5 absolute magnitude of
2.4 min−1 (Abdellaoui et al. 2017). Finally, Fig. 5 shows the spa-
tial density distribution of this meteor dataset. About 30% of the
total number of meteors is observed over land, while 70% of
them are triggered over the oceans. This is in agreement with the
ratio of the land- over ocean-covered area on a global scale. Nev-
ertheless, as already highlighted in Sect. 3.2, we can observe that
meteors rarely trigger over populated and light-polluted areas
such Western and Central Europe, North America, and India, to
mention a few. The poorer rate of meteor detection on the Pacific
Ocean compared to the Atlantic one is due to the starting time
of operation of Mini-EUSO, occurring usually at approximately
18:30 UTC. Consequently, during the 12 hours of operation, the
Pacific Ocean is predominantly in the daytime.

4.2. Magnitude system for Mini-EUSO

To convert the intensity of each meteor measured by Mini-EUSO
in cnts GTU−1 units to an estimation of its absolute magnitude
M, we need to define the zero-point of the magnitude system of
Mini-EUSO, namely, the reference flux of a source of absolute
magnitude M = 0 observed at an altitude of 100 km from the
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Table 1. Results of the two meteor trigger algorithms on the Mini-EUSO data from sessions no. 05-44.

No. Date Obs. T. M. ph. Trigger 1 Trigger 2 Total Comparison

[min] Count Rate Count Rate Count Rate CM T1 T2

05 19/11/19 176.6 0.48 132 0.75 157 0.89 221 1.25 31% 29% 40%
06 27/11/19 268.9 0.02 447 1.66 439 1.63 673 2.50 31% 35% 34%
07 05/12/19 204.9 0.66 46 0.22 54 0.26 82 0.40 22% 34% 44%
08 30/12/19 209.8 0.21 382 1.82 399 1.90 566 2.70 37% 30% 33%
09 08/01/20 229.6 0.96 21 0.09 12 0.05 33 0.14 0% 64% 36%
11 21/02/20 159.1 0.03 404 2.54 499 3.14 677 4.25 34% 26% 40%
12 02/03/20 199.1 0.52 192 0.96 222 1.11 315 1.58 31% 30% 39%
13 13/03/20 196.3 0.75 142 0.72 195 0.99 262 1.33 28% 26% 46%
14 31/03/20 209.3 0.46 242 1.16 288 1.38 403 1.93 31% 29% 40%
16 25/05/20 297.2 0.11 873 2.94 1132 3.81 1449 4.88 38% 22% 40%
18 24/06/20 321.2 0.16 44 0.14 82 0.26 96 0.30 31% 15% 54%
20 21/07/20 219.8 0.02 910 4.14 1127 5.13 1456 6.63 39% 23% 38%
21 27/07/20 285.4 0.57 1617 5.67 2035 7.13 2640 9.25 38% 23% 39%
22 13/08/20 271.6 0.28 618 2.28 862 3.17 1073 3.95 38% 20% 42%
23 20/08/20 311.3 0.06 1013 3.25 1300 4.18 1655 5.32 40% 21% 39%
24 25/08/20 245.6 0.54 505 2.06 665 2.71 985 4.01 19% 32% 49%
25 14/09/20 237.9 0.08 572 2.40 655 2.75 882 3.71 39% 26% 35%
26 24/09/20 360.5 0.60 811 2.25 1146 3.18 1443 4.00 35% 21% 44%
27 09/12/20 180.0 0.28 131 0.73 205 1.14 252 1.40 33% 19% 48%
28 21/12/20 266.9 0.51 880 3.30 1117 4.19 1432 5.37 39% 22% 39%
29 04/01/21 290.5 0.66 170 0.59 227 0.78 302 1.04 31% 25% 44%
30 08/01/21 273.9 0.21 320 1.17 426 1.56 550 2.01 35% 23% 42%
31 11/01/21 283.6 0.02 395 1.39 425 1.50 587 2.07 39% 28% 33%
32 15/01/21 312.7 0.10 602 1.93 646 2.07 893 2.86 39% 28% 33%
33 20/01/21 253.8 0.51 496 1.95 618 2.43 815 3.21 37% 24% 39%
34 01/02/21 236.0 0.78 98 0.42 147 0.62 190 0.81 29% 23% 48%
35 02/02/21 271.7 0.69 238 0.88 322 1.19 415 1.53 35% 22% 43%
36 05/02/21 310.0 0.36 325 1.05 429 1.38 539 1.74 40% 20% 40%
37 10/02/21 135.4 0.01 155 1.15 140 1.03 207 1.53 43% 32% 25%
38 11/02/21 112.9 0.00 125 1.11 130 1.15 182 1.61 40% 29% 31%
40 03/05/21 269.0 0.47 351 1.31 550 2.04 674 2.51 34% 18% 48%
41 06/05/21 84.3 0.21 66 0.78 131 1.55 158 1.87 25% 17% 58%
43 30/07/21 259.0 0.55 512 1.98 749 2.89 936 3.61 35% 20% 45%
44 11/08/21 256.9 0.14 570 2.22 750 2.92 936 3.64 41% 20% 39%

Sessions no. 05-44 8200.7 – 14.4k 1.76 18.3k 2.23 24.0k 2.92 36% 24% 40%

Notes. Columns are, from left to right: session code and date; total observation time (minutes); median moon phase of the night; number and
rate (events per minute) of triggered meteor events for trigger 1, trigger 2 (Sect. 3.1), and for the merged database version; percentage of meteors
detected by both triggers (common, CM), only by trigger 1 (T1) and only by trigger 2 (T2).

ground. Figure A.2 plots the photon detection efficiency curve
of the telescope, which observes in the near-UV wavelength
range, from 260 nm to 480 nm. Among the standard photometric
systems, the closest bandpass filter is the Johnson–Cousins U
band (Landolt 2009), which has a maximum at λ ≃ 370 nm
in close agreement with the one of the Mini-EUSO bandpass
(365 nm). However, the U band is a bit narrower and spans
approximately from 310 nm to 410 nm of wavelength. Since
Mini-EUSO does not observe any standard calibration sources
(i.e. stars) in its FOV during regular operations, we rely on the
reference flux of the U band to estimate the zero-point flux as:

F0 =
fλ · A · ∆tD1 · ∆λ · η

Eγ
≃ 85 cnts , (6)

where fλ = 4.175 × 10−8 erg cm−2 s−1 nm−1 is the zero-point
flux of the U band, A = π(12.5 cm)2 = 490.6 cm2 is the

photon collecting (lenses) area of the Mini-EUSO telescope,
∆tD1 = 2.5 µs is integration time of D1 data, ∆λ = 220 nm is
the width of the Mini-EUSO wavelength bandpass, η ≃ 3.7%
is the integral average efficiency of Mini-EUSO over ∆λ and
Eγ = 5.45 × 10−12 erg is the nominal energy of a photon at
λ = 365 nm. Therefore, the absolute magnitude, M(t), of the
meteor is computed according to the following:

M(t) = − 2.5 log10

∑i Ci(t)
F0


− 5 log10

 √
xb(t)2 + yb(t)2 + (HISS − H0)2

100 km

 , (7)

where xb and yb are the barycentre positions from the centre of
the FOV measured in km (Figs. 3b, c). To give a measure of
the overall intensity of the meteor, we consider the minimum
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Fig. 5. Map of the spatial density (in logarithmic colour scale, bins of 2◦ × 2◦) of meteor events detected by the Mini-EUSO telescope during the
data-taking sessions no. 05-44 (from November 2019 to August 2021). The low rate of detections of meteors over the Pacific Ocean is due to the
fact that, during the operational time of Mini-EUSO, this area is predominantly in daytime.

Fig. 6. Distribution of the physical parameters of 24 thousand meteors
detected by Mini-EUSO during the data-taking sessions no. 05-44 (see
Table 1). (a) Horizontal speed, V (Eq. (4)), at a 100 km reference alti-
tude; (b) duration, ∆t, of the event on the Mini-EUSO PDM; (c) arrival
azimuth angle, a (Eq. (5)); and (d) minimum absolute magnitude, M
(Eq. (7)).

absolute magnitude, M, over the duration of the event. For the
example event presented in Sect. 3.3, the resulting minimum
absolute magnitude isM = +1.94.

4.3. Statistics of meteor physical parameters

From the analysis procedure described in Sect. 3.3, we can
deduce four physical parameters of the meteors observed by
Mini-EUSO, which are: (1) the horizontal speed, V , (2) the dura-
tion, ∆t, (3) the azimuth angle, a, and (4) the minimum absolute
magnitude,M. Figure 6 shows the distribution of these param-
eters on the whole dataset of 24 thousand meteors (see Table 1)
and Fig. 7 shows the same distributions but divided for the two
classes of M (undoubted meteors, 12.5 thousand events) and M?
events (meteor candidates, 11.5 thousand events, see Sect. 3.2).
Of course, we are not able to see the typical bimodal distribution
of the meteor speed in panel a, since we are missing a measure

Fig. 7. Same distributions of Fig. 6 but separated for M (undoubted
meteors, 12.5 thousand events: dark green histogram) and M? (meteor
candidates, 11.5 thousand events: light green). From these plots, it is
evident that meteor candidates are typically characterised by a lower
speed and duration, as well as a higher magnitude.

of the z component of the vector9. For the same reason, the dis-
tribution of V goes even below the lower limit of 11.1 km s−1,
with a maximum around this value. At the other end of the dis-
tribution, we did not record any meteor with a speed significantly
higher than the maximum value of 72.8 km s−1 (corresponding
to a head-to-head collision at the Earth’s position of a meteoroid
travelling at the parabolic limit) valid for meteoroids that are
gravitationally bound to the Sun. Only three events are nomi-
nally above this limit, but all of them are characterised by a high
error on V (85 ± 15 km s−1, 87 ± 33 km s−1 and 98 ± 21 km s−1).
Also, the speed distributions of meteors and meteor candidates
(Fig. 7a) highlight that M events are typically faster (mode value
at ∼20 km s−1) compared to M? (∼10 km s−1). This is compati-
ble with the classification scheme presented in Sect. 3.2, since

9 This is true for the case of meteors, since we do not know the pre-
atmospheric speed of the event a priori. On the other hand, the arrival
direction of EECRs (in particular, the zenith angle) can be determined
since they travel at the speed of light (Adams et al. 2015c).
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M events correspond to a more evident motion on the PDM
which will result in a higher horizontal speed value.

The distribution of the duration, ∆t (Figs. 6b and 7b), is
not very informative. Its modal value is 0.5 s, corresponding to
about 12 GTU, and the maximum duration of a meteor is 2.25 s
(55 GTU). Similarly to what was already outlined for the V dis-
tribution, Fig. 7b shows that M? have usually a shorter duration
compared to M events. On the contrary, the distribution of the
azimuth angle looks quite interesting. Four evident peaks are
visible at a = 35◦, 145◦, 215◦, and 325◦ of azimuth angle. At
first sight, one may think that these features could be due to the
detection of meteor showers during the data acquisition of Mini-
EUSO. However, we concluded that these peaks are due to an
instrumental effect, as suggested by Fig. 7c, which plots the two
distributions of a for the subsets of M (dark green) and M? (light
green). It is evident that these peaks mostly originate from M?
events. As detailed in Sect. 3.2, these are events displaying the
typical features of a meteor but, in most cases, they have a limited
apparent motion on the PDM confined within just a few pixels.
By inspecting Eq. (5) we can see that a = aISS + aapp, where
aapp is the apparent azimuth angle of the meteor on the PDM.
The effect of motion of the ISS along the y direction results in a
preference for aapp = 0◦ (+y) and 180◦ (−y) for M? events. Fur-
thermore, due to the orbital configuration of the ISS with respect
to the ground, the distribution of aISS presents two prominent
peaks at 215◦ and 325◦. Therefore, it is clear that the a values
in correspondence with the four peaks of Fig. 7 arise from the
combination of aISS = 215◦, 325◦, and aapp = 0◦, 180◦. There-
fore, the reconstruction of the azimuth direction for M? events
is not very reliable because of this bias, which is beyond what
is discussed in Sect. 4.4. On the other hand, the azimuth distri-
bution for M events shows the expected maximum for a = 90◦,
arising from the effect of the Earth’s rotation.

Finally, Fig. 6d plots the distribution of the absolute magni-
tude of meteors detected by Mini-EUSO. The faintest magnitude
recorded is +7 and the histogram is scarcely populated forM ≳
+6, which can be regarded as the limiting magnitude for the
observations of meteors by Mini-EUSO. Such a faint magni-
tude corresponds to a signal of the meteor of ∼0.04 cnts GTU−1

above the background level. This is consistent with the require-
ment of the minimum intensity of the signal to be considered
a true positive in the post-processing of the meteor trigger (see
Appendix B.1, Eq. (B.4)), since the typical background level of
∼1 cnts GTU−1 corresponds to a standard deviation of the back-
ground level fluctuations (see Sect. 4) of σ ≃ 0.008 cnts GTU−1

(5.5σ ≃ 0.043 cnts GTU−1). The opposite end of the distribu-
tion is limited to M ≲ −3 corresponding to a flux of about
135 cnts GTU−1, for which we can expect the instrument to
switch to protection mode (cathode-2, which corresponds to
a lower MAPMT gain; Appendix A). The absolute magnitude
distributions of M and M? events (Fig. 7d) are once more com-
patible with the classification scheme and they outline M? as
typically fainter (with a mode value of +4.5) with respect to
M events (+3.5).

4.4. Uncertainty analysis

Let us discuss here the uncertainties affecting the physical
parameters of meteors computed from the observations of Mini-
EUSO. For the measure of the horizontal speed, the nominal
error on Vx and Vy in Eq. (4) comes from the linear fit, imple-
menting the solution of a χ2 minimisation problem over the
barycentre positions, xb and yb. In doing so, we assume that
the counts Cxy on each GTU and each pixel follow a Poissonian

statistics. In its actual implementation, this is corrected for the
three following factors.

The first factor accounts for the scaling of D3 counts with
respect to the D1 integration time (see Sect. 2).

The second factor encloses the correction for the differential
gain of each pixel. Indeed, the pixels of the Mini-EUSO PDM
receiving the same amount of light will not display the same
value of counts because they do not have exactly the same pho-
ton detection efficiency. Prior to the analysis, the D3 data are
then processed to account for the effect of spatial non-uniformity
of the PDM. This process is known as flat-fielding and the details
about this correction are given in Casolino et al. (2023). In sum-
mary, the counts Cxy of each pixel are normalised to a flat-field
matrix, S xy, that is computed for each orbit of the ISS when
Mini-EUSO takes data and encloses the response of each pixel
to a unitary flux.

The third and final factor is introduced because the response
of the PDM to incoming light presents a certain degree of non-
linearity due to the readout time (deadtime) of τd = 6 ns of each
Spaciroc-3 ASICs. This effect consists in the detector pile-up
effect, namely, only one photon is counted if two or more arrive
at the PDM within a time interval of τd due to a limited double-
pulse resolution (Casolino et al. 2023). The pile-up correction
can be enclosed in a scaling factor, Pxy, in the form of:

Pxy = −
Cxy

pW
(
−

Cxy

p

) , (8)

where p = ∆tD1/τd ≃ 417 is the pile-up factor and W is the
Lambert W function.

These corrections are applied to D3 counts Cxy during the
pre-processing of the data. The standard error for D3 counts is
therefore given as:

σC =
1

128

√
Cxy

S xyPxy
. (9)

This equation is then used to compute the nominal error on the
measured light curve (presented as the error bars of Figs. 3c,e)
and to estimate standard errors, σx and σy, on the barycentre
positions from Eq. (3) (error bars of Figs. 4b,c) via standard lin-
earised error propagation10. Finally, these errors are fed to the
fitting procedure in order to estimate Vx ± σV x and Vy ± σVy, as
well as the nominal confidence interval V ± σV from Eq. (4).
For the meteor presented as an example in Sect. 3.3, the result is
V = 54 ± 2 km s−1. The same reasoning is valid for the measure
of the meteor azimuth direction (Eq. (5)) and absolute magni-
tude (Eq. (7)), resulting respectively in a = 54 ± 1◦ and M =
1.94 ± 0.05 for this event. The distributions of the reconstructed
nominal uncertainties on V , a, and M for the whole dataset of
meteors observed by Mini-EUSO are reported in Fig. 8. The
speed is determined with a modal precision of σV = 1.5 km s−1,
the arrival direction with σa = 5◦ and the absolute magnitude
with σM = 0.1.

That being said, the nominal uncertainty σV is not really rep-
resentative of the actual indetermination of the horizontal speed
of the meteor measured by Mini-EUSO. As already mentioned,
10 Within the meteor analysis pipeline, this estimation is done
through the curve fitting routines (MPFIT) included in the
Markwardt-IDL Library (Markwardt 2009), which implements the
Levenberg–Marquardt optimisation algorithm (Levenberg 1944;
Marquardt 1963; Moré 1978) applied to chi-square minimisation
(https://cow.physics.wisc.edu/~craigm/idl/).
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Fig. 8. Distribution of nominal uncertainties on the reconstruction of (a) the horizontal speed, V , (b) the arrival direction azimuth, a, and (c) the
absolute magnitude,M, for the whole dataset of meteors observed by Mini-EUSO in sessions no. 05-44.

this is because the projection of xb and yb from pixels to km
units depends on the altitude of the meteor, which is unknown.
This is, of course, a systematic error because we always assume
H = H0 = 100 km, but each meteor will occur at a different alti-
tude range. The distribution of the beginning altitude of meteors
is usually confined between 70 km and 130 km, with a mean alti-
tude of about 100 km and a standard deviation of ∼10 km (see
for example Kornoš et al. 2014 for the EDMOND database of
∼320 thousand meteors with absolute magnitude mostly within
M ∈ [−2, 4]). Therefore, we use ∆H0 = 10 km as a measure of
the uncertainty on H0, since the 3σ interval of [70, 130] km rep-
resents the extrema of this distribution. Then, this systematic is
converted into a second equivalent random error ∆V that affects
the measure of V as follows:

∆V =
∆H0

HISS − H0
V ≃ 0.03V. (10)

Each measure of the horizontal speed is therefore expressed in
terms of V ± σV ± ∆V . At the 3σ confidence level (related to the
extrema of the altitude distribution mentioned above), the inde-
termination on H introduces a ∼10% of relative uncertainty on
V , which is then added to the nominal error, σV . To provide a
final estimation of the confidence interval, using the values ofσV
and ∆V , we have to consider the sum (and not the square sum)
of these two contributions. This is because they are not indepen-
dent but, on the contrary, they are exactly correlated (σV linearly
scales with the altitude, i.e. with ∆H0). For the example event
of Sect. 3.3, the final result is V = 54 ± 4 km s−1. The apparent
azimuth direction is not affected by a systematic on the meteor
altitude, since a factor of ∆H0 on Eq. (5) applies to both Vx and
Vy and gets simplified. Indeed, a virtual contraction or expansion
of the FOV due to ∆H0 does not modify the measured direction
of the event. On the contrary, a systematic on H affects the mea-
sure of the absolute magnitude (Eq. (7)), thus requiring to add a
second contribution to its nominal error as:

∆M =
∆H0

HISS − H0
5 log10 e ≃ 0.07. (11)

At the 3σ confidence level, the indetermination on H introduces
an uncertainty on M of ∼0.2 mag. For the example event of
Sect. 3.3, this results in a final value ofM = 1.94 ± 0.12.

As a final remark, the meteor should be travelling towards
the ground through the atmosphere within the duration of the
event. Apart from the deceleration due to atmospheric drag, we
should also notice an apparent deceleration of the event seen
on the PDM of Mini-EUSO due to the meteor travelling away
from the detector reaching lower altitudes. However, we never
detected a significant deceleration in the computed positions

(xb, yb) of meteors in the Mini-EUSO data, probably because
the spatial resolution of the detector is not enough to record
such a small variation of the speed. This evidence justifies our
choice of applying a linear fit to (xb, yb) in order to deduce the
speed components (Vx,Vy), a choice that would otherwise not
be appropriate. It is also worth noticing that we cannot compute
the pre-atmospheric speed, V∞, and that the measure of V will
always be an underestimation of V∞, since we do not correct for
the meteoroid deceleration due to atmospheric drag.

5. The absolute flux of meteors measured
by Mini-EUSO

The distribution of the absolute magnitude of meteors detected
by Mini-EUSO (Fig. 6d) outlines the presence of a certain degree
of trigger inefficiency for higher magnitudes. Indeed, from a the-
oretical point of view, we would not expect a decrease in the
flux of meteors with increasing magnitude, which is ultimately
related to the mass of the meteoroid, but rather a power-law
increase similar to the size-frequency distribution of minor bod-
ies in the Solar System (Grun et al. 1985; Bottke et al. 2005).
On the other hand, we already highlighted both the presence
of a selection bias, introduced in order to filter false positives
during the post-processing of the trigger results (see Sect. 3.2)
and the intrinsic inefficiency of the trigger itself. Therefore, in
order to provide an unbiased measure of the absolute flux of
meteors in our magnitude range, we need to estimate the effi-
ciency of the meteor trigger and, consequently, the exposure
of Mini-EUSO for the observations of meteors during the con-
sidered data-taking sessions. A similar approach was already
presented in Abdellaoui et al. (2017) for the evaluation of the
expected performance of EUSO instruments for the observation
of meteors.

In order to evaluate the trigger efficiency (denoted as ϵ in
the following), we designed a dedicated simulation toolkit that
is able to reproduce the passage of a meteor of variable abso-
lute magnitude,M, within the FOV of Mini-EUSO. In brief, the
toolkit evaluates the dynamic of the simulated event by the quasi-
analytical formulation of both the speed and the magnitude of a
meteor provided by Gritsevich & Koschny (2011) as a function
of the altitude from the ground, depending on a set of physi-
cal parameters of the body (the pre-atmospheric speed and the
bulk density of the meteoroid, among others) that are randomly
sorted to represent the whole ensemble of potentially observable
objects (e.g. asteroidal and cometary meteoroids). We simulated
2000 events for each 0.5 mag interval in the rangeM ∈ [−2,+8],
which were then reported as observed by Mini-EUSO on its
PDM through the implementation of the PSF of the meteor sig-
nal over a variable background level b ∈ [10−1, 102] cnts GTU−1
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Fig. 9. Results of the exposure computation for the observation of mete-
ors by Mini-EUSO during sessions no. 05-44, detailed in Sect. 5 and
Appendix C. (a) Total effective measurement time, Teff (red line), as a
function of the peak absolute magnitude of the meteor,M. As a com-
parison, the total observing time Tobs ≃ 5.7 days is given by the black
horizontal line. (b) Cumulative flux of meteors considering the bias cor-
rection provided by Teff (red curve) against the nominal time, Tobs (black
curve).

to which we add a component of Poissonian noise (see Sect. 4.4).
The details of the aforementioned simulations and a complete
analysis of their results will be given in a forthcoming publi-
cation. The most important elements of these simulations with
respect to the trigger efficiency computation are reported in
Appendix C.

Figure 9a plots the effective measurement time, namely,
Teff(M) = ϵ(M)Tobs, for the total observing period of sessions
no. 05-44 (red line), with respect to the nominal observing time
of Tobs ≃ 5.7 days (black horizontal line, see Table 1). Even at
the brightest magnitude, the effective time is only ∼79% of Tobs.
This is mainly due to: (1) a significant fraction of cathode-2
acquisition time; (2) the maximum trigger efficiency not being
100% because of the effect of the post-processing aimed to
exclude false positives (see Sect. 3.2); and (3) some inefficient
areas existing among MAPMTs and reducing the detection effi-
ciency, especially for meteors with a very inclined trajectory
and/or a short track projected onto the PDM. Therefore, we can
estimate the flux (given as meteors per minute, panel b) as the

cumulative distribution computed from the magnitude histogram
of Fig. 6d dividing each bin for Teff(M). The red curve of Fig. 9b
plots the result of this computation, whereas the black curve is
given as a reference to visualise the importance of the efficiency
correction and corresponds to the meteor flux when considering
Teff(M) = Tobs. We notice that the flux reaches a steady value
forM ≥ +6, which may indicate an overestimation of the trigger
efficiency at this level. However, only 44 events are detected in
this magnitude range (i.e. only ∼0.3% of the database) and corre-
spond to a very small effective measurement time of Teff ≃ 0.8 h.
Because of this, we consider onlyM < +6 to provide a signifi-
cant measure of the meteor flux. For the same reason, we exclude
from the plot the points forM < −2, since they correspond only
to 14 events. Considering that here we analyse only half of the
total data acquired by Mini-EUSO (which performed 101 ses-
sions until December 2023), an increased statistics above this
magnitude will allow us to estimate the flux beyond these limits.

Finally, we compared our results with available meteor flux
estimations in the literature. The major limitation in this compar-
ison is that the flux measure is usually given as a function of the
meteoroid pre-atmospheric mass, M∞, rather than as a function
of the absolute magnitude, M. This is because Mini-EUSO is
not able to evaluate either the absolute speed or the deceleration
profile of meteor events, so that the conversion between absolute
magnitude and mass can be regarded as a qualitative indication
only (see also Sect. 5.2). Moreover, due to a difference in the
response of the detectors as a function of the observed wave-
length range, the magnitude scale of different experiments might
not match, thus further complicating a direct comparison of the
absolute flux. In order to compute a preliminary estimation of
the event rates for JEM-EUSO and Mini-EUSO as a function
of the meteoroid mass, Abdellaoui et al. (2017) considered the
conversion of Robertson & Ayers (1968), which can be given as:

log10 M∞ = −2.985 − 0.4M. (12)

Also, Verniani (1973) proposed a similar conversion as:

log10 M∞ = 2.636 − 0.4M− 4 log10 V∞, (13)

where V∞ is given in km s−1 units and M∞ in kg. Equation (13)
corresponds to Eq. (12) if assuming an average meteoroid speed
of V∞ ≃ 26 km s−1. Figure 10 plots the derived cumulative flux
density computed from the Mini-EUSO meteor observations
as a function of the meteoroid mass assuming the conversion
of Eq. (12). Our resulting flux is plotted as the red squares.
The error bars refer to a 68% confidence level and account for
the effect of cross-contamination between the histogram bins
due to the measurement errors of the absolute magnitude (see
Sect. 4.4), together with a 20% relative uncertainty in the esti-
mation of the exposure (see Appendix C). The black dashed
line of Fig. 10 plots the meteor flux estimation by Grun et al.
(1985), deduced from the study of micro-craters on returned
lunar samples and from satellite measurements of micromete-
oroid impacts. Finally, the series of brown, green, and blue
dots represent three flux measures provided by Koschny et al.
(2017), who estimated the cumulative flux density based on the
dataset of ∼20 thousand double-station observations of mete-
ors performed at the Canary Island Long-Baseline Observatory
(CILBO) during a period of about 3.5 yr. The meteor flux com-
puted from Mini-EUSO observations is, overall, in agreement
with the abovementioned estimates, also considering the inde-
terminacy of the estimation of the meteoroid pre-atmospheric
mass based on the minimum absolute magnitude of the meteor.
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Fig. 10. Cumulative flux density of meteors as a function of the pre-
atmospheric mass of the meteoroid estimated from the observations of
Mini-EUSO of sessions no. 05-44 (red squares with error bars), when
assuming Eq. (12) for the conversion of the peak absolute magnitude to
the pre-atmospheric mass of the meteoroid. Orange squares represent
magnitude values M ≥ +5 that are associated with an overall trigger
efficiency ϵ(M) < 20%. The red thick lines plot the result of a linear
fit in the log-log space to determine the mass-index of the distribution
(N ∝ M1−s

∞ ), which was estimated as s = 2.09 ± 0.02 from the Mini-
EUSO data (see Sect. 5.1). As a comparison, the black dashed line
plots the flux estimate of Grun et al. (1985) that was deduced from
the study of micro-craters on returned lunar samples and from satel-
lite measurements of micrometeoroid impacts. The three series of dots
(brown, green, and blue) plot the results of Koschny et al. (2017), com-
puted from the dataset of ∼20 thousand double-station observations
of meteors performed at the Canary Island Long-Baseline Observa-
tory (CILBO) during a period of about 3.5 yr. Each series corresponds
to a different method used by Koschny et al. (2017) to compute the
pre-atmospheric mass from the absolute magnitude (Verniani 1973;
Ceplecha & McCrosky 1976; Weryk & Brown 2013, see the legend in
the figure adapted from Koschny et al. 2017).

For instance, the cumulative flux of meteors given by Koschny
et al. (2017) for the same data shifts of more than one order
of magnitude when different conversions are applied (see leg-
end of Fig. 10). Similarly to three series of Koschny et al.
(2017) in Fig. 10, our result also presents a decreasing slope for
M∞ < 10−5 kg, at the lower end of the distribution. As a matter
of fact, the orange squares of Fig. 10 represent magnitude val-
uesM ≥ +5 that are associated with an overall trigger efficiency
ϵ(M) < 20% (see Fig. 9a) and that are consequentially subject
to higher uncertainty in this correction. This may be due to a
residual overestimation of the exposure of the instrument for the
population of these faint events (see also Appendix C).

5.1. Estimation of the meteoroid mass index

Besides the overall compatibility of the meteoroid absolute flux
values with the experimental results of Koschny et al. (2017),
Fig. 10 also highlights that the flux distribution deduced by
Mini-EUSO using the mass conversion of Eq. (12) (Robertson
& Ayers 1968) is characterised by a smaller slope (i.e. it would
point towards a higher flux of meteoroids for larger masses). This
information is enclosed in the value of the mass index, s, of the
distribution of meteoroids in the vicinity of the Earth’s orbit. It
is usually assumed that the number of meteoroids dn with mass
in the range from M∞ to M∞ + dM∞ can be given as:

dn ∝ M−s
∞ dM∞ , (14)

that is, for the cumulative distribution:

N(> M∞) =
∫ +∞

M∞
M−s
∞ dM∞ ∝ M1−s

∞ . (15)

Then, the slope of the cumulative flux density plot (in a log-
log representation) can be interpreted as 1 − s. The value of
the mass index carries relevant information about the popula-
tion of meteoroids under exam. A value of s = 11/6 represents a
closed system in collisional equilibrium for which the processes
of accretion and disruption of bodies are balanced (Dohnanyi
1969). A distribution of meteoroids has equally distributed mass
per bin (decade) if s = 2, it has more mass in smaller bodies if
s > 2 and in larger bodies if s < 2.

The thick red line of Fig. 10 plots the result of a linear fit in
the log-log space over the meteoroid flux determined by Mini-
EUSO in the range M∞ ∈ [10−5, 10−1] kg. Most of the points are
compatible within their 1σ uncertainty to the fitted line. A depar-
ture from linearity may be due to a real change in the slope of the
mass distribution, since it is not given a priori that the mass index
is constant for the whole range under consideration. For exam-
ple, an inflexion of the mass distribution is evident for two of
the three results of Koschny et al. (2017) in the same mass inter-
val (green and blue dots; see legend of Fig. 10). In the case of
Mini-EUSO, adopting a 95% confidence level, we cannot reject
the null hypothesis of the mass distribution being described by
a single value of s, since the fit is provided with a reduced chi-
square of χ̃2 = 1.25 and a p-value of 21.5% (for 17 degrees of
freedom). Therefore, the observations of Mini-EUSO provide an
estimation of the mass index of s = 2.09 ± 0.02 for meteoroids
of mass from 10−5 kg to 10−1 kg. It is to be noted that the stan-
dard error associated with this value does not take into account
the indeterminacy in the estimation of the mass from the abso-
lute magnitude,M (as discussed in the previous section), which
may therefore be larger than reported here. The same procedure
applied to the distribution of absolute magnitude, M (Fig. 9b),
returns a value for the population index of r = 2.8 ± 0.1, which
refers to a meteoroid distribution parametrised as dn ∝ rM dM
and that, according to Eq. (12), can be given as a function of
the mass index as s = 1 + 2.5 log10 r (Koschack & Rendtel 1990;
Bellot Rubio 1994).

Table 2 reports a (non-exhaustive) list of values estimated
for the mass index by various authors and experiments in a mass
range close to the one observed by Mini-EUSO. The historical
and classical value is s = 2.34 and was proposed by Hawkins &
Upton (1958) from the analysis of optical photographic observa-
tions of ∼300 meteors made by the Harvard Meteor Project. This
value was broadly adopted in the subsequent literature (e.g. Grun
et al. 1985), even if other studies based on data from the same
experiment suggested lower values too (e.g. Dohnanyi 1967). In
particular, Grun et al. (1985) estimated the meteoroid flux in the
range of mass between 10−21 kg and 10−1 kg, which is charac-
terised by a variable mass index (see Fig. 12 of Pokorný & Brown
2016). According to their results, the mass index increases from
about 1.3 at M∞ ≃ 10−11 kg up to an asymptotic value of 2.34 for
the population of meteoroids above 10−8 kg (related to the slope
of the black dashed line of Fig. 10). On the contrary, more recent
studies suggest a lower value for s in this mass range, mainly
from 2.0 to 2.2 (see Table 2). Our first estimate of the mass
index is compatible at a 95% confidence level with the results
of Pokorný & Brown (2016), Vida et al. (2020), which provide
the largest overlap in the mass range observed by Mini-EUSO.
Therefore, our estimate would both support the same conclusions
of Pokorný & Brown (2016) and suggest that the inflexion of the
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Table 2. Estimates of the mass index s from the existing literature over a meteoroid mass range overlapping to the one observed by Mini-EUSO.

Reference Experiment Technique Mag. range Mass range (kg) Mass index (s)

Hawkins & Upton (1958) HMP Optical [–3, +1] – 2.34 ± 0.06
Dohnanyi (1967) HMP Optical [–3, +1] – 1.88 ± 0.14
Erickson (1968) HMP Optical [–3, +1] – 2.21
Simek & McIntosh (1968) SMO Radar [+5, +10] – 2.35 ± 0.10
Thomas et al. (1988) HF radar system Radar – 10−10–10−6 2.0 ± 0.1
Cevolani & Gabucci (1996) MFS radar system Radar [–5, +3] – 2.07–2.57
Galligan & Baggaley (2004) AMOR Radar – 10−10–10−7 2.027 ± 0.006
Blaauw et al. (2011) CMOR Radar – >10−8 2.17 ± 0.07
Pokorný & Brown (2016) CMOR Radar – 10−8–10−6 2.10 ± 0.08
Pokorný & Brown (2016) CAMO Optical – 10−6–10−4 2.08 ± 0.08
Janches et al. (2019) SAAMER Radar – – 1.98 ± 0.03
Vida et al. (2020) CAMO Optical – 10−5–10−3 2.18 ± 0.05

This work Mini-EUSO UV from space [–2, +4.5] 10−5–10−1 2.09 ± 0.02
2.31 ± 0.03

Notes. Columns are (from left to right): bibliographic reference of the study, name or acronym of the experiment, observational technique,
magnitude, or mass range of the dataset and mass index (with 1σ uncertainty when provided by the authors). Since not all authors report a direct
estimation of the considered mass range of meteoroids, the magnitude range should provide a rough indication of it. However, the reader must be
aware that magnitude scales may not be directly comparable with one another (especially when comparing optical and radar measurements). In
the case of SAAMER, the authors specify that: “[...] the mass range detected by SAAMER is most likely an overlap between CMOR and AMOR”
(Janches et al. 2019). The acronyms of the experiments are: HMP = Harvard Meteor Project, SMO = Springhill Meteor Observatory, HF = high
frequency, MFS = meteor forward scatter, AMOR = Advanced Meteor Orbit Radar, CMOR = Canadian Meteor Orbit Radar, CAMO = Canadian
Automated Meteor Observatory, SAAMER = Southern Argentina Agile MEteor Radar, and Mini-EUSO for this work.

mass distribution towards higher values of s may occur at larger
values of mass, or that the asymptotic value of the mass index
may be lower than previously estimated. On the other hand, the
results obtained by Koschny et al. (2017) in the same mass inter-
val support a higher value for s, which is in close agreement
with the canonical value of Grun et al. (1985), as also evident
from Fig. 10.

5.2. Comparison of the meteoroid flux with different
formulations of the luminous efficiency

Once compared our first estimate of the meteoroid mass index
(Sect. 5.1) with its variability in the literature (Table 2), we inves-
tigated potential biases affecting the estimation of the meteoroid
flux by Mini-EUSO. An important point raised by Koschny et al.
(2017) is that each mass bin in the flux density plot of Fig. 10
should be associated with a different cut-off value for the under-
lying distribution of the pre-atmospheric speed, V∞, describing
the population of observed meteoroids. This is due to the fact
that each meteoroid mass bin is associated with a wide range
of meteor magnitude, M, and each corresponding combination
of (M∞,V∞) should be weighted according to the relative flux
of meteoroids scaled for the meteor detection efficiency as a
function of V∞. Koschny et al. (2017) developed an advanced
de-biasing method to correct for this effect by comparing the
measured distribution of V∞ at each mass bin to the expected
speed distribution (assumed from ECSS 2008 and validated on
the highest mass bins). However, it is evident that this bias cannot
be accounted for when assuming a magnitude-mass conversion
such as that of Eq. (12), which does not account for the scal-
ing ofM according to V∞ and associates each bin of magnitude
to only one bin of mass. In order to apply such corrections to
the flux distribution measured by Mini-EUSO, we need to make
further and stronger assumptions concerning mostly the speed
distribution of the observed population of events.

Firstly, we assume that the unbiased speed distribution of
observed events is represented by the one given in ECSS (2008).
Unlike Koschny et al. (2017), we cannot verify this assumption
because Mini-EUSO does not provide the complete measure-
ment of the meteor speed, but only its horizontal component.

Secondly, in order to compute the total pre-atmospheric
speed, V∞, of the events observed by Mini-EUSO, we assume
that the inclination angle, γ, of the meteor trajectory with respect
to the horizon is distributed according to a sine law, as follows:

γ ∝ sin(2γ) → V∞ =
V

cos(γ)
. (16)

This approximation matches the distribution of γ deduced by
most experiments (such as ground-based meteor and fireball
networks) that are able to reconstruct the three-dimensional
trajectory of the observed meteor events (e.g. Kornoš et al. 2014).

Finally, the pre-atmospheric mass of the meteoroid, M∞, can
be computed according to the pre-atmospheric speed, V∞, and
the integral of the light curve, I(t), as:

M∞ =
2
τV2
∞

∫
dt I(t), (17)

which is valid if the meteoroid is fully ablated during the atmo-
spheric transit. In Eq. (17), I(t) is computed from the absolute
magnitude curve (Eq. (7)) and τ is the luminous efficiency,
namely the fraction of the meteoroid energy converted into light,
that we assumed from different works in the literature, as done by
Koschny et al. (2017). The aforementioned works report the for-
mulations of τ = τ(V∞) given by Ceplecha & McCrosky (1976);
Halliday et al. (1996); Hill et al. (2005); Weryk & Brown (2013)
and we also consider the conversion of Verniani (1973) reported
in Eq. (13). It is to be noted that τ is expected to vary as a func-
tion of the observed wavelength interval and these formulations
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Fig. 11. Comparison of the cumulative flux density distribution of meteoroids computed thanks to the observations of meteors by the Mini-EUSO
telescope, resulting from the application of different methods to compute the pre-atmospheric mass of the meteoroid from the intensity of the
observed meteor and consisting of different formulations of the luminous efficiency as a function of the pre-atmospheric speed V∞, according to
the literature. These are: (a) Robertson & Ayers (1968); (b) Verniani (1973); (c) Ceplecha & McCrosky (1976); (d) Halliday et al. (1996), (e) Hill
et al. (2005); and (f) Weryk & Brown (2013). In each panel, coloured squares plot the results of Mini-EUSO for mass bins associated with an
overall trigger efficiency ϵ > 20% and the thick coloured line reports the result of a linear fit in the log-log space. For panel a, the linear fit is made
against the whole range of masses, while for panels b-f it is made against the half interval of larger masses and extended to the whole range in order
to enhance its visibility. The fitted value of the mass index s for each case is reported in the corresponding panel. In all panels, the black dashed
line plots the flux estimated from Grun et al. (1985) for which s = 2.34.

usually refer to a panchromatic band in the visible range, while
Mini-EUSO observes in the near-UV.

The details of this computation are reported in Appendix D
and the results are presented in Fig. 11. As a comparison, panel a
reports the original flux density computed from the conversion of
Eq. (12) (Robertson & Ayers 1968) from Fig. 10. For all panels,
the plot is limited to the points associated with an overall trig-
ger efficiency ϵ > 20%. In each case, the estimation of the flux
density covers an interval of pre-atmospheric mass of about four
orders of magnitude, with the minimum ranging from 10−6 kg
to 10−4 kg depending on the assumed luminous efficiency for-
mulation. The most evident difference is that the flux plotted in
Fig. 10a can be described by a unique slope value at a 95% con-
fidence level, as discussed above. However, this is no longer true
for all the other cases, for which the derived flux density cannot
be described by a linear fit in the log-log space in the entire mass
interval. The departure from linearity is observed at a variable
location on the x-axis in panels b–f, according to the relative shift
of the flux distribution. This evidence suggests that such effect is
probably caused by an uncorrected observational bias and/or by
the inadequacy of one or more assumptions that we are forced
to make about the speed distribution (and that cannot be veri-
fied directly on Mini-EUSO data), rather than being a physical
change in the slope of the meteoroid flux density. On the other
hand, the observed distribution at higher masses (approximately
in the half interval of larger masses) can be well approximated by
a linear fit, which is represented by the thick lines in panels b–f.
In all cases, this slope is always compatible at 68% confidence
with s = 2.34 as suggested by Grun et al. (1985). Since all val-
ues of the mass index reported in Figs. 11b–f are compatible with

each other, we give their weighted average as s = 2.31 ± 0.03, as
reported in Table 2 as well.

6. Conclusions

In this paper, we discuss the first observations of meteors
from space made by the Mini-EUSO telescope on board the
International Space Station. We developed two independent
trigger algorithms for the detection of meteors in the FOV of
Mini-EUSO, keeping in mind their potential application for a
real-time detection of meteors on future planned missions of
the JEM–EUSO programme. Within a total observing time of
5.7 days during its first 44 operative sessions, the observa-
tions of Mini-EUSO provided an extensive database of about
24 thousand meteor events up to a +6 limiting absolute mag-
nitude, proving that space-based observations can significantly
increase the statistics achievable with instruments operating on
the ground. If Mini-EUSO had collected data every day from
November 2019 to August 2021 (instead of twice a month for
∼12 hours per session), it could have detected a number of mete-
ors of the order of half a million, including a duty cycle of
70% that accounts for the effect of the variability of the moon
phase and the background illumination, as Mini-EUSO is often
operated in moonless conditions.

Implementing exclusively a monocular observation, the
observation of meteors from Mini-EUSO comes with a few tech-
nical limitations. In this paper, we detail how these limitations
can be overcome with reasonable assumptions and how they
affect the uncertainty of the physical parameters of observed
events. Mini-EUSO is able to measure the horizontal speed of
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meteors with a precision of a few km s−1, the azimuth direction
within a few degrees, and the absolute luminosity of mete-
ors within a few tenths of magnitude. Future space missions
dedicated to EECR observations have the potential to achieve
significantly better performance for meteor observations (as a
secondary scientific objective) and to overcome the limitations
of Mini-EUSO. For instance, POEMMA (Olinto et al. 2021)
is expected to deploy two identical satellites flying in loose
formation in orbit at an altitude of about 525 km from the
ground. Both satellites will implement a focal plane similar to
the one of Mini-EUSO but with a linear pixel resolution that is
higher by ten times and a photon collection area approximately
100 times larger. This would allow stereoscopic observation of
meteors with a signal-to-noise ratio (S/N) that is ten times better
than the one provided by the Mini-EUSO telescope on board the
ISS.

Thanks to the development of dedicated simulations to esti-
mate the total exposure time of Mini-EUSO for the observation
of meteors, it was possible to provide an estimation of the abso-
lute flux density of meteors that was found to be comparable
with other results available in the literature. We also evaluated
the slope of the flux density plot of meteors observed by Mini-
EUSO, which is related to the mass index, s, of the meteoroid
population in the range from 10−5 kg to 10−1 kg. Our first esti-
mate for the mass index is s = 2.09 ± 0.02 and it was derived
according to the magnitude-to-mass conversion of Robertson &
Ayers (1968), which is directly applicable to our observations
without further assumptions. This estimate is in agreement with
other recent studies (e.g. Pokorný & Brown 2016; Vida et al.
2020) and suggests that the classical value of s = 2.34 (Grun
et al. 1985) may be overestimated or that it may refer to a pop-
ulation of larger meteoroids. On the other hand, Koschny et al.
(2017) estimated a flux density distribution of meteoroids closer
to the one of Grun et al. (1985), suggesting an higher value of
the mass index in the same mass interval based on the analy-
sis of optical ground-based double-station observations. Since
these authors implemented an advanced de-biasing method to
account for an effect of moving threshold in the speed distribu-
tion underlying each mass bin, we adapted a similar correction to
Mini-EUSO observations. However, this cannot be done without
making stronger assumptions that cannot be verified against our
data, mainly because Mini-EUSO does not implement a stereo-
scopic observation and because we are not able to evaluate the
radiant direction and the absolute speed of the meteor. Simi-
larly to what was done by Koschny et al. (2017), we tested this
methodology against five different formulations of the luminous
efficiency as a function of the pre-atmospheric speed module. In
all these cases, the result of this computation returned an estima-
tion of the flux density that cannot be described by a unique mass
index. However, the half interval of larger masses can be very
well approximated by a single linear fit with an average mass
index of s = 2.31 ± 0.03, compatible with the classical value of
Grun et al. (1985).

Between these two estimates of the mass index, neither is
more or less preferable than the other. The first one is derived
through a quite rough estimation of the pre-atmospheric mass of
the observed events, while the second one implements a more
refined model but relies on a wide set of strong and unverifiable
assumptions in the case of Mini-EUSO data. As also evident
from Table 2, a general consensus on this topic has yet to be
reached. As also pointed out by Pokorný & Brown (2016), the
reason for the disagreement between different estimations of s
may reside in a systematic offset of the absolute mass scale.
Another relevant point in this comparison is the fact that some

authors exclude meteor showers (i.e. objects originating from
meteoroid streams) from the computation of the mass distri-
bution and exclusively consider the sporadic component, while
others do not apply this selection when evaluating the slope of
the mass distribution. Since Mini-EUSO performed 101 sessions
up until December 2023 (but only the first 44 were downlinked
to the ground from the ISS at the time of writing), we expect to
at least double the statistics of meteor observations in the future.
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Appendix A: Instrument overview

Mini-EUSO (Bacholle et al. 2021) has been designed to
operate from the interior of the ISS on the UV-transparent
window located in the Zvezda module. The detector size
(37 cm × 37 cm × 62 cm) was thus constrained by the dimen-
sion of both the window and the Soyuz spacecraft. Installation
onto the window is done via a mechanical adapter flange and
the only connection to the ISS is via a 28 V power supply and
a grounding cable (power consumption ∼ 60 W). The weight of
the instrument is about 35 kg, including the 5 kg flange. Being
located in the middle of the Zvezda module, the detector is usu-
ally installed during onboard night-time, approximately at 18:30
UTC with operations lasting about 12 hours until the following
local morning (Fig. A.1). To overcome the bottleneck of the lim-
ited telemetry flow from the station, data are handled by the CPU
(Capel et al. 2019) and stored locally on 512 GB USB solid-state
disks (SSDs) that are inserted by the cosmonauts in the side
of the telescope at the start of each session. Although there is
no direct telecommunication with the ground, samples of data
(about 10% of stored data, usually corresponding to the begin-
ning and the end of each session) are copied and transmitted to
the ground, after each data-taking session, in order to verify the
correct functioning of the instrument and subsequently optimise
its working parameters. If necessary, before each session, spe-
cific working parameters and patches in the software and the
firmware are uplinked to the ISS and then copied on the SSD
disk in order to fine-tune the acquisition of the telescope. The
pouches, containing 25 SSDs, are then returned to Earth every ∼
12 months by the Soyuz spacecraft.

The optics of Mini-EUSO are based on two 25 cm diameter
Fresnel lenses in Polymethyl methacrylate (PMMA). This mate-
rial allows for a light (11 mm thickness, 0.87 kg/lens), robust,
and compact design well suited for space applications. The
Mini-EUSO focal surface, namely the Photon Detector Module
(PDM), consists of a matrix of 36 Multi-Anode Photomulti-
plier Tubes (MAPMTs, Hamamatsu Photonics R11265-M64),
arranged in an array of 6× 6 elements. Each MAPMT consists of
8 × 8 pixels, resulting in a total of 2304 channels. The MAPMTs
are grouped in Elementary Cells (ECs) of 2 × 2 MAPMTs. Each
EC has an independent High Voltage Power Supply (HVPS) and
a board connecting the dynodes and anodes of the four photo-
multipliers. The HVPS system is based on a Cockroft-Walton
circuit. The whole system (250 g per EC, including filters and
MAPMTs) is potted with Arathane and located in the back of the
photosensor array. The system has an internal safety mechanism
which removes the electric potential difference between the pho-
tocathode and the first dynode in case of a particularly bright sig-
nal (more than three pixels of an EC with more than 100 counts
in a given GTU, Bacholle et al. 2021). This process reduces
the collection efficiency of the four MAPMTs. Moreover, a sec-
ond analog safety system limits the current flowing from the
Cockroft-Walton circuit to the EC, thus reducing the gain of the
MAPMTs and eventually turning off the HV. This second mech-
anism protects the MAPMTs from bright and diffuse signals
that would not reach 100 counts, but that spread over many pix-
els. More details can be found in Plebaniak et al. (2017). These
statuses of reduced efficiency are collectively called cathode-2
mode, whereas the nominal working condition is called cathode-
3 mode (which is the one assumed in the paper unless differently
reported). The switching from cathode-3 to cathode-2 mode is
usually due to lightning strikes or to very bright light sources
like large cities. The system switches back to the cathode-3
mode only a few ms after the light level has decreased to a suffi

Fig. A.1. Mini-EUSO detector installed inside the ISS on the UV trans-
parent window of the Zvezda module. The round porthole on the bottom
of the picture looks nadir; the bottom centre part (marked ’1’) is oriented
toward the direction of the velocity vector of the station (Bacholle et al.
2021).

Fig. A.2. Overall detection efficiency of the Mini-EUSO detector (black
curve) as a function of wavelength (Bacholle et al. 2021). This is the
result of the transmittance of the UV transparent window of the ISS
(green curve), the optics (purple curve), the BG3 bandpass filter (red
curve) and the MAPMT photon detection efficiency (blue curve). The
system has been designed to maximise observations of the fluorescence
light emitted by nitrogen atoms excited by the extensive air shower of
cosmic rays (grey histogram). The total efficiency of Mini-EUSO is
higher than 50% of the maximum in the wavelength range 290–430 nm.
The efficiency values plotted as the black curve need to be rescaled to
the results of the end-to-end calibration of Mini-EUSO thanks to obser-
vational campaigns with UV flashers (see details in the text of Sect. 2).

ciently low value, in order to avoid continuous oscillation
between cathode-2 and cathode-3 modes when the light level is
close to the switching value.

The effective focal length of the system is 300 mm, with a
point spread function (PSF) of 1.2 MAPMT pixels. UV band-
pass filters (2 mm of BG3 material) with anti-reflective coating
are glued in front of the MAPMTs to predominantly select wave-
lengths between 290 nm and 430 nm. Figure A.2 plots the vari-
ous contributions to the overall detector efficiency. The detection
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efficiency (DE) of the MAPMTs has been obtained by rescal-
ing the quantum efficiency (QE) curve provided by Hamamatsu
by a typical collection efficiency of 80%. This result has to be
re-normalised to an overall detection efficiency experimentally
measured at 398 nm corresponding to 5.7 ± 0.7 %, according to
the results of the Mini-EUSO end-to-end calibration performed
in a few observational campaigns (Miyamoto et al. 2023, private
communication). Given that the black curve of Fig. A.2 accounts
for an efficiency of ∼11% at this wavelength, it has to be rescaled
by a factor of approximately 0.52.

The system has a single photon-counting capability with a
double pulse resolution of ∼6 ns. Photon counts are summed
in gate time units (GTUs) of 2.5 µs. The PDM Data Processor
(PDM-DP) stores the 2.5 µs GTU data stream (D1) in a run-
ning buffer over which the trigger code operates. The algorithm
searches for a signal above 16 standard deviations from the aver-
age (over 128 GTU) in any pixel of the focal surface. Both the
average and root mean square are calculated in real time to take
into account varying illumination conditions. In case of a trigger,
the 128 frame buffer (64 frames before the trigger and 64 after
it) is stored in memory. Independently from the trigger, sums
of 128 D1 frames (320 µs, D2) are continuously calculated and
stored in another buffer over which a similar trigger algorithm,
at this time scale, is continuously run. The reader can refer to
Belov et al. (2018) for a more detailed description of the trig-
ger algorithm. Similarly, sums of 128 D2 frames (40.96 ms, D3)
are calculated in real-time and continuously stored. Every 5.24 s,
128 packets of D3 data, up to four D2 packets and up to four D1
packets (if triggers were present) are sent to the CPU for storage.

Prior to the launch, the instrument underwent a series of
integration and acceptance tests (Marcelli et al. 2023) in Rome,
Moscow, and Baikonur cosmodrome, where it was integrated
in the uncrewed Soyuz capsule. A systematic test of the acqui-
sition logic was performed at the TurLab facility (Barrillon
et al. 2023) of the University of Torino and at the Astrophysical
Observatory of Torino of the Italian National Institute for Astro-
physics (INAF-OATo) where the first meteor detection from
ground by the Mini-EUSO Engineering Model was performed
together with other observations (Bisconti et al. 2022), some of
them jointly with one camera of the PRISMA fireball network
(Gardiol et al. 2021).

Appendix B: Meteor triggers description and
performance

We give here a detailed description of the trigger methods intro-
duced in Sect. 3 and discuss their performance for the detection
of meteors over the Mini-EUSO D3 data.

B.1. Trigger 1

The first trigger was adapted from a space debris detection
algorithm developed for future JEM-EUSO missions (Miyamoto
et al. 2019). The PDM is divided into 25 virtual ECs (Fig. B.1a),
allowing for one MAPMT overlapping between one another. For
each pixel, the algorithm evaluates the detection threshold (Txy)
as the running mean (µxy) plus three times the standard deviation
(σxy) computed over the last 16 GTU:

µxy(t) =
1

16

t−1∑
k=t−16

Cxy(k) , (B.1)

Fig. B.1. Graphical representation of the scheme of trigger 1 (Miyamoto
et al. 2019) adapted for the detection of meteors in D3 data from Mini-
EUSO. (a) Subdivision of the PDM in 25 virtual ECs, allowed to overlap
by one MAPMT. (b) In each virtual EC, the algorithm searches for
over-threshold excesses on neighbouring pixels lasting at least four con-
secutive GTUs.

σxy(t) =

√√√
1

16

t−1∑
k=t−16

[Cxy(k) − µxy(t)]2 , (B.2)

Txy(t) = µxy(t) + 3σxy(t) , (B.3)

where t is the GTU index and Cxy are pixel counts on D3 data
(in units of cnts GTU−1) for each pixel in the PDM. Then, the
algorithm inspects for any over-threshold excess lasting at least
four consecutive GTUs over neighbouring pixels, in a 3× 3 pixel
area (Fig. B.1b). If this is the case, information about the position
and GTU of triggered pixels are saved for further processing.

Figure B.2 presents four examples of single-pixel light curves
(black lines) acquired during the observation session no. 13,
together with the computed thresholds (blue lines). In particular,
Fig. B.2a plots the light curve of a meteor event, that was suc-
cessfully triggered according to this algorithm. The same meteor
generated a signal too faint to be triggered in the terminal pixel
of its track (panel b). In this regard, particular attention must be
given to the detection of false positives. As previously detailed,
Mini-EUSO can record many different types of luminous events
in the atmosphere and from the ground, in a greatly varying
range of timescales. For instance, lightning can be detected in
D3 data (Fig. B.2c), thus resulting, due to stray-light scatter-
ing onto the lenses, in a sudden brightening of a vast portion
of the PDM and triggering the corresponding EC to switch to
cathode-2 protection mode (Fig. B.2d). These events are usu-
ally distinguishable from meteors due to their very short duration
light curves and repetitive patterns. In order to discard most of
these events, we reject any trigger that involves more than 64
pixels (equivalent to one MAPMT) in the same virtual EC. Fur-
thermore, to exclude false positives when an EC is in cathode-2,
we set a minimum value for Txy corresponding to Poissonian
fluctuations for a background value of 0.1 cnts GTU−1, which
is typically the lowest count value recorded in D3 data for low
illumination conditions in standard cathode-3 acquisition mode
(Casolino et al. 2023). For the same reason, namely to avoid false
triggers when switching back from cathode-2 to cathode-3, we
control the variation of the threshold for each pixel by fixing the
running threshold value if Cxy(t) > Txy(t − 1) + 5σxy(t − 1), that
is if there is a sudden and steep increase of the counts registered
at a certain pixel and GTU.
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Fig. B.2. Four example cases of results from the
Mini-EUSO meteor trigger 1 (Fig. B.1), from the
data of session no. 13 (13-14/03/2020). In all sub-
panels, the black curve plots the single-pixel light
curve and the blue thick line plots the computed
threshold according to the algorithm described in
Sect. 3.1. Red points mark GTUs where the counts
on the selected pixel exceed the given threshold.
(a) Pixel light curve of a meteor event that exceeded
the threshold on five consecutive GTUs and gener-
ated a trigger, whereas neighbouring isolated GTUs
that happen to be over-threshold are discarded.
(b) The signal of the same meteor of panel a that did
not trigger because it was too faint, being recorded
on the terminal pixel of the track. (c) Lightcurve of
a thunderstorm imaged by Mini-EUSO. (d) Example
of a cathode-2/3 transition.

We then used the data from the first nine sessions, delivered
to the Earth in 2020 with the first Soyuz (no. 05-14, while the
first four sessions were dedicated to the test of the instrument
during the commissioning phase), to tune the trigger algorithm
and to understand its performance for the detection of meteors.
All the triggers from a couple of selected sessions (mainly no. 11
and no. 13) were visually inspected and classified according to
the scheme presented in Sect. 3.2. Unfortunately, this analysis
resulted in a very high percentage (∼70%) of N (noise) and U
(other) events being detected by the trigger algorithm. Therefore,
we analysed these results to define a post-processing procedure
able to automatically discard most events in this class. Within
the trigger logic, the intensity of an event can be represented by
the ratio between the over-threshold residual and the standard
deviation of background fluctuations:

Rxy =
Cxy − Txy

σxy
. (B.4)

Since each trigger is made of 4 GTU, we then consider the
maximal sigma ratio in this range. The black line histogram
of Fig. B.3a plots the distribution of Rxy for all the triggers in
the considered sessions. According to the trigger requirement,
it must be Rxy > 3. Two populations are evident from this plot,
separated at Rxy ≃ 8. From the results of the visual inspection,
it was clear that most of the triggers below this limit were false
positives, mainly due to noise in correspondence of the transit
of the FOV over bright cities and artefacts at MAPMTs borders
(Casolino et al. 2023). According to this evidence, we decided
to discard every trigger for which Rxy < 5.5 (red dashed line
in Fig. B.3a). This is an empirical limit, therefore, a fraction of
faint meteors may be still detected under this value, which rep-
resents a trade-off to maximise the ratio between true and false
positives. We also discard every trigger that stays in the same
pixel for the whole event duration. Indeed, it would be possible
that these events are faint and short meteors, but there is little
to no evidence to discern them from other sources such as im

pulsive lights from the ground. On the contrary, the same meteor
may generate more than one trigger during its flight, especially
in the case of longer events. Overlapping triggers in the same
pixel region are therefore automatically regrouped during the
post-processing.

Figure B.3a also plots the distribution of Rxy for three sep-
arate classes, namely, meteor and candidate-meteor events (M,
green histogram), non-meteor events (U, blue), and false pos-
itives (N, grey). This is the result of a visual classification of
the event ensemble resulting from the trigger and the post-
processing described above. At first, this classification was made
by directly inspecting the D3 video data from the starting pixel
position and GTU marked by the trigger. We classified each event
by observing the evolution of the PSF on the focal surface, its
apparent motion and the shape of the light curve of the inter-
ested pixels, as already done for the first inspection described
above. The result of such visual inspection is, of course, subject
to significant biases due to the subjective impression of each user
assigned to this task. Moreover, the visualisation of the event
is usually non-trivial because the background features often
suppress the small temporal and spatial dynamic variability of
meteor events, especially for the fainter ones. On the other hand,
we believe that, in our case, a dedicated check by a human user
is actually necessary given the number of non-meteor events that
may resemble a straight-line motion on the PDM and that may
be consequently mistaken as meteors by a completely automatic
processing procedure. For this reason, the first nine sessions of
the data were inspected with a double-blind approach followed
by a cross-checking of the classification results from the two
users. From this experiment, we learned that > 90% of the events
were assigned to the same class by all users. Indeed, most of the
difference was attributable to faint events that were classified in
between the M and M? class and for which the apparent motion
of the PSF was unclear and hardly visible without the use of a
dedicated background subtraction method. From these results,
we were able to design an analysis algorithm able to track the
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Fig. B.3. Results of the meteor trigger algorithm on the first nine data-taking sessions of Mini-EUSO. (a) Histogram of the maximal sigma ratio
(Rxy, Eq. B.4) for all triggers (black line) and for the three classes of events (meteors, M – green; other events, U – blue; false positives, N –
grey). (b) Percentage of M, U, and N events as a function of the moon phase for each session (coloured points) over which the solid lines plot a
least-square linear fit together with its 68% confidence interval.

Fig. B.4. Maps of the positions of the nominal central point of the Mini-EUSO FOV, projected on the ground, corresponding to the starting GTU
of triggered events of sessions no. 05-14 for the three following classes: (a) meteors, M – green; (b) other events, U – blue; (c) false positives, N –
grey. Panel d plots a magnification of the map over Central and Southern Europe and North Africa.

meteor path through the whole flight by applying several selec-
tion criteria on the shape of single-pixel light curves identified
by the trigger (see Sect. 3.3). Therefore, the full dataset of trig-
gered events was processed through this algorithm and the visual
inspection was conducted against these results, thus removing
most of the subjectivity issues during the process.

We also studied the performance of our meteor trigger in
varying background illumination conditions. In each session,
these conditions can vary significantly due to the observed
region on the ground, as well as the cloud coverage and the
reflected and stray light from the Sun and Moon. Starting from
the analysis of D3 data of Mini-EUSO, Casolino et al. (2023)
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carried out a detailed study of the night-time emission of the
Earth in the near-UV wavelength range. The average counts
for cloud-free observations vary from ∼0.6 cnts GTU−1 during
a new moon to ∼40 cnts GTU−1 during a full moon (also
depending on the Moon’s elevation above the local horizon).
The effect of this variability can be observed in Fig. B.3b, which
plots the fraction of events for the three classes M, U, and N
as a function of the moon phase. The percentage of identified
meteors of the whole trigger ensemble varies from about 70%
during a new moon down to just a few percent in case of a full
moon. On the other hand, the fraction of both non-meteor events
and false positives increases with the increasing of the moon
phase values, from 5% to 30% for U and from 20% to 60%
for N events, respectively, for new and full moon conditions.
Moreover, Fig. B.4 shows on the globe the positions of the
triggered events for each class. Overall, 49% of events are
triggered on land and 51% over the oceans. This distribution
varies if we consider only meteor events, which are more likely
triggered over the oceans (66%) rather than on land (34%). The
opposite is true for U and N events, which are more frequent on
land (63%) and less over the oceans (37%). This is best shown
in Fig. B.4d, which reports a magnification of the map over
Europe and North Africa. From this figure, it is evident that
false positives are very often triggered over densely populated
and, therefore, highly light-polluted areas, such as the whole
of Western Europe and the coast of North Africa facing the
Mediterranean Sea. On the other hand, N events are rarely
triggered over the Mediterranean Sea, the Atlantic Ocean and
darker regions on dry land, such as the Sahara Desert.

B.2. Trigger 2

The trigger logic described in Appendix B.1 was originally
designed for the onboard detection of space debris in future mis-
sions of the JEM-EUSO programme. Since the beginning of
the Mini-EUSO data acquisition, an alternative trigger method,
specifically devoted to the offline detection of meteors, has been
developed as well. The main steps of this trigger are described
below and summarised in Fig. B.5.

The first step of the algorithm is to identify the moments in
which each EC unit switches between cathode-3 and cathode-
2 modes. The data is then divided into sections with the same
efficiency and corresponding to these modes, while removing a
few frames of noisy transition periods as well as sections shorter
than eight frames. The next step is to find meteor-like peaks for
each pixel in each data section. This task is not straightforward
because of the uneven response of the Mini-EUSO detector and
the complex variability of natural background light mainly due
to sources moving on the ground with a non-point-like PSF. Ini-
tially, the short-period fluctuations are eliminated with a wavelet
filter that decomposes the signal into seven levels with a station-
ary sym2 wavelet transform, thus reconstructing it by ignoring
the highest and most fluctuating level. The sym2 wavelet was
chosen empirically, from a set of PyWavelets wavelets (Lee et al.
2019), being the one showing the best signal-to-noise ratio after
filtering for selected meteor events. The local background is then
calculated on the filtered signal using a TSpectrum class belong-
ing to the ROOT framework (Brun & Rademakers 1997). The
parameters of both steps are tuned to follow the time variability
of the background induced by on-ground moving sources, while
simultaneously ignoring shorter spikes caused by meteor candi-
dates. The initial removal of the shortest period variability sig-
nificantly improves the results obtained with TSpectrum in the
subsequent step. Then, the significance of each data point is cal-
culated by subtracting the average and dividing by the standard

Fig. B.5. Main steps of the alternative meteor trigger method (trigger 2),
detailed in Appendix B.2.

deviation (i.e. the square root, see Sect. 4.4) of the pixel data
section. This part of the algorithm returns a list of time-space
coordinates (x, y, t) of data points that exceed the significance of
5σ, similar to the trigger method described in Appendix B.1.

Data points that come from known noisy parts of the detec-
tor are removed from this list, together with solitary triggers that
do not have a counterpart in a 4 GTU window and are thus
unlikely to be meteors. Then, the single-pixel single-frame trig-
gers are grouped into multi-pixel multi-frame events. For this
purpose, the algorithm clusters triggers that are separated from
other group members by at least five frames or pixels. This oper-
ation is performed using the query_ball_tree function of SciPy
spatial.cKDTree (Virtanen et al. 2020) and a function that joins
the clusters with at least a single common element.

At this stage, the list of events should be free of most fluctu-
ations of the detector, but still encloses many real events that
are not meteors. Therefore, the next step of the algorithm is
to categorise the events with simple, consecutive checks. The
categories are: single and two-frame events; stationary events;
events occupying most of the PDM; events with erratic move-
ment; slow and vertically moving events (ground sources); events
lasting longer than 40 frames; scattered events; and meteor can-
didates. The latter are the events that did not fall into the previous
categories. These candidates are subject to the following more
detailed cuts:

– Light curve shape: checking the dependencies between light
curve parameters of the pixels of the event, such as peak
height over peak prominence and width over prominence,
calculated with SciPy signal.find_peaks function;

– Density: discarding events with too low density, which is
defined either as the number of pixels over the width of the
event in the x direction (the same in y) or as the number of
pixels over the bounding rectangle;

– Compactness: discarding diffuse events with a low ratio
between the maximal pixel value and the number of pixels
in the event.

The first cut tries to ensure that the light curves of the pixels
of the event have the characteristics of those created by a fast-
moving point source. The other two cuts focus on the shape of
the candidate event, which should be described by the PSF of
the detector in the case of a meteor signal. This is not true, for
example, in the case of thunderstorm discharges and non-point-
like ground sources.
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After these steps, this algorithm also allows for a rough
estimation, with simple and quick methods, of basic meteor
properties such as light curve, track on the PDM and speed,
which are then stored in a database of triggered events. These
measurements are not discussed here because, among other rea-
sons, their quality could be significantly improved. In particular,
for very dim meteors, an imperfect background subtraction has
a considerable negative impact on the quality of such measure-
ments. However, this quick estimation serves well the purpose
of showing the general properties of the dataset and identifying
interesting events among bright candidates.

This algorithm allowed for the detection of thousands of
meteors in the Mini-EUSO data (see Sect. 4.1). However,
depending on the characteristics of the data-taking session,
between 10% and 30% of the candidates are confirmed to not
be meteors according to a dedicated double-blind check visual
inspection. In addition, this algorithm does not detect a sig-
nificant portion of the meteors detected by the other trigger
presented in Sect. B.1. Similarly to what we discussed for the
first algorithm, the event types that are most difficult to distin-
guish from meteors are signals from background fluctuations and
ground sources remaining after the imperfect background sub-
traction. For the same reason, many meteor candidates are either
contaminated with spurious pixels or stripped of essential data
points. These imperfections are easily noticeable to the human
eye, most likely because of the interplay of many light curve
parameters that are difficult to describe in an algorithm, but
that could be well characterised by deep neural networks. Their
implementation in the algorithm could allow the fast detection of
many more meteors with much cleaner signals, as well as a much
more straightforward classification of event types, thus reducing
the need for fine-tuned specialistic cuts as the ones presented in
this section.

Appendix C: Computation of the exposure of the
Mini-EUSO telescope

In this appendix, we provide a short description of the simu-
lations developed for the computation of the exposure of the
Mini-EUSO telescope, as introduced in Sect. 5. The details of
these simulations will be given in a forthcoming publication.

The dynamical evolution of the meteor event within the
Earth’s atmosphere is described by a set of differential equa-
tions that summarise the main physical phenomena involved
in the process. Following the description of Bronshten (1983),
in the hypothesis of intensive evaporation, the aforementioned
equations can be given as:

dH
dt = −V sin γ
M dV

dt = −ΓS ρaV2

dM
dt = σMV dV

dt
I = −τ d

dt

(
1
2 MV2

)
,

(C.1)

which are, respectively, the altitude, deceleration, mass-loss
(ablation) and intensity equations. In Eq. C.1, H is the altitude
of the meteor from the ground, V is the apparent speed module
of the meteoroid, M is the mass of the meteoroid, S is the area
of its cross-section (perpendicular to the motion direction), and
I is the light intensity emitted by the meteor (all as a function of
the time t). The other quantities are the physical parameters of
the meteor and they are, respectively, the trajectory inclination
with respect to the ground (γ), the atmospheric drag coefficient
(Γ), the atmospheric density (ρa), the ablation coefficient (σ),
and the luminous efficiency (τ). The mass-loss equation can be

easily solved as:

M = M∞ exp
{

1
2
σ

(
V2 − V2

∞

)}
, (C.2)

where M∞ and V∞ are, respectively, the pre-atmospheric mass
and speed of the meteoroid. Furthermore, the deceleration equa-
tion can be solved quasi-analytically according to the approach
of Gritsevich (2009); Gritsevich & Koschny (2011) as:

h = ln(2α) + β − ln
[
Ei(β) − Ei(βv2)

]
, (C.3)

where Ei(x) is the exponential integral function, h = H/H0 is the
height of the meteor normalised to the scale height of the atmo-
sphere, v = V/V∞ is the speed normalised to the pre-atmospheric
value, while α and β are two dimensionless coefficients that
enclose most of the physical parameters listed above (respec-
tively, the ballistic coefficient and the mass-loss parameter, see
Gritsevich 2009). Finally, the altitude equation can be numer-
ically integrated, given the profile speed V = V(H) that can
be derived from Eq. C.3, and the intensity equation can be
either solved numerically or according to Eq. 14 of Gritsevich
& Koschny (2011).

To simulate each event, all the parameters included in Eq. C.1
are randomly sorted over a distribution representing the whole
ensemble of meteors potentially observable from Mini-EUSO,
following an approach similar to the one presented in Bouquet
et al. (2014). In particular, the pre-atmospheric mass value M∞
is chosen according to the desired minimum absolute magnitude
M of the meteor that is to be simulated. The dynamics of the
event is finally reported as seen by the Mini-EUSO telescope,
located at an altitude of 420 km from the ground, by implement-
ing the PSF response of each MAPMT and the apparent motion
of the ISS along the y axis of the PDM. An example of the results
of these simulations is presented in Fig. C.1 in the case of a
meteor withM = +3.5, due to the atmospheric entry a meteoroid
with mass of M∞ = 0.02 g, at a speed of V∞ = 66.6 km s−1, and
with an inclination angle of γ = 39.6◦. Since, in this example,
the apparent motion of the meteor on the PDM started at the cor-
ners between four MAPMTs, a significant fraction of counts was
lost during the first 10 GTU (panel f, red curve). However, the
maximum value of the light curve of ∼0.35 cnts GTU−1 (defin-
ing the peak absolute magnitudeM) corresponded to the centre
of the MAPMT and was correctly recorded by the instrument.

As introduced in Sect. 5, this simulation was run for 2000
meteors every 0.5 mag forM ∈ [−2, 8] and the produced events
were, therefore, reported on a variable background level on the
PDM b ∈ [10−1, 102] cnts GTU−1 added to a component of Pois-
sonian noise. In so doing, we selected 300 events for each (M, b)
combination. Through this process, we can estimate a value for
the trigger efficiency, ϵ(M, b), by running the trigger and post-
processing analysis (see Sect. 3.1 and 3.2) over the simulated
ensemble of meteors and by counting how many of them are
triggered with respect to the total number for each combination
of (M, b). These tabulated values are finally scaled to the Mini-
EUSO D3 data by considering a pixel-wise time average over
δt = 25 GTU (∼1 s) across the considered sessions,

bxy(ti) =
1
δt

δt(ti+1)∑
t=δt(ti)

Cxy(t) , (C.4)

adding up the contributions of each pixel weighted by its pro-
jected area at 100 km of altitude from the ground to compute
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Fig. C.1. Example of simulated meteor of minimum absolute magnitude M = +3.5 as seen by the Mini-EUSO telescope. The meteoroid had a
pre-atmospheric mass of M∞ = 0.02 g and entered the atmosphere at V∞ = 66.6 km s−1 with an inclination angle of γ = 39.6◦. (a) Altitude from
the ground as a function of time; (b) speed module; (c) absolute magnitude light curve, peaking at +3.5; (d) map of pixels on the PDM that were
crossed by the signal of the meteor; (e) single-pixel light curves with the colour code of panel d; (f) total integrated light curve (black curve, inverse
of Eq. 7 from panel c) compared to the actual counts recorded on the PDM (red curve), which are lower in the first part of the event because the
apparent path of the meteor crossed the corner between four MAPMTs.

the total exposure for each M value. This time interval δt is
larger than the expected maximum duration of the signal of a
meteor over the single pixel (20 GTU, see Sect. 3.3), thus allow-
ing for the contribution of fast transient signals (like meteors)
to be averaged. At the same time, δt corresponds to an appar-
ent motion of fixed ground sources confined to the approximate
pixel dimension. While computing the total exposure, ECs in
cathode-2 mode are excluded because they correspond to a much
lower photon collection efficiency of the instrument. In order
to account for this, we scan the pixels within each EC on the
PDM and check, over each D3 frame, for the following con-
dition: Cxy < 10−3 cnts GTU−1. If more than 15 pixels display
such a low count value, we consider that the corresponding EC
is in cathode-2 mode for that time interval. Then, for each ti, we
define a matrix Ωxy(ti) that encloses the fraction of GTUs for
which each pixel (x, y) was found in cathode-3 (with respect to
the total, i.e. 25 GTU). Therefore, the exposure of Mini-EUSO
(for each D3 data file) as a function of the absolute magnitude
can be given as:

X(M) = Apxδt
∑

ti

PDM∑
x,y

Ωxy(ti)ϵ
[
M,

bxy(ti)
S xy

]
, (C.5)

where Apx is the equivalent average area of one pixel and
accounts for the sum over (x, y) on the PDM. This computation
was performed to estimate the efficiency of trigger 1 (Sect. 3.1,
Fig. 9). Therefore, we select the events detected by this method,
which are ∼14.4 thousand (60% of the 24 thousand total events,
see Table 1). The analysis of the performance of trigger 2 will be
included in a forthcoming publication.

From a visual inspection of the resulting flux density plot
presented in Fig. 10, a decreasing slope of the result of Mini-
EUSO is evident at the lower end of the distribution for M∞ <

10−5 kg. This evidence may be due to a residual overestima-
tion of the instrument exposure for the population of these faint
events. We are currently testing an alternative approach for the
exposure computation that directly implements the simulated
meteors over the observed D3 data during all the considered
sessions. This work requires a remarkable computational effort,
since we are dealing with a set of ∼5.7 days of observation
sampled at 40.96 ms resolution. On the other hand, such an
approach represents a more general solution and does not require
any further assumptions on the response of the detector, the
counting statistics and the flat-field normalisation. Figure C.2
presents some preliminary results of the comparison of X(M)
when using the two aforementioned approaches and considering
the data of Mini-EUSO acquired along three ISS orbits during
session no. 08. This comparison points out a general agreement
of these two methods within ∼20 % of relative accuracy (at least
for M ≤ +5, i.e. the limit chosen for the meteor flux computa-
tion, as reported in Sect. 5). In this figure, the red curves plot
the results assuming a flat background (method 1, Eq. C.5) and
the black dots with error bars are computed through this alterna-
tive approach (method 2). The best agreement between the two is
reached for orbit 7 (panels c and f), which, for most of the orbit,
corresponds to the transit of the ISS over South America and
the Atlantic Sea. A more significant difference was highlighted
in the case of the background D3 maps being highly variable
within the FOV of Mini-EUSO and over time. This case usually
corresponds to the transit of Mini-EUSO over cities and, more
generally, over densely populated areas (e.g. orbit 1 and 2). In
particular, the results of the flat background assumption appear
to overestimate the trigger efficiency for M ≤ +5. A possible
explanation of this mismatch is that a significant variation of the
background counts within short time intervals (< 1 s) may neg
atively affect the progressive adjustment of the threshold value
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Fig. C.2. Results of the comparison between two methods to compute the total exposure of the Mini-EUSO telescope, as applied to the observation
of meteors in the magnitude rangeM ∈ [−2, 8] for three ISS orbits during session no. 08 (30-31 December 2019). In all panels, the red curve plots
the total exposure computed from the flat background assumption on each pixel (method 1, Eq. C.5), whereas the black dots with error bars are
the results of the direct implementation of meteor simulations over the observed D3 data of this sessions, once all recorded meteors are artificially
removed from the video (method 2). Panels a-c plot the comparison between methods 1 and 2 for orbits 1, 2, and 7 of session no. 08 and panels d-f
report the ratio between the two methods (i.e. the factor that should be applied to the absolute flux of meteors if considering the exposure resulting
from method 2 instead of method 1).

of the trigger (Eq. B.3). However, this effect is not considered
within the simulations presented in Sect. 5, for which we make
the assumption that Cxy does not vary significantly along the
fixed time interval of δt = 1 s.

Appendix D: Exposure of Mini-EUSO as a function
of the meteoroid mass

In order to implement the computation of the pre-atmospheric
mass of the meteoroid according to Eq. 17, the first step is the
estimation of the radiant flux, I(t), namely the power emitted by
each observed meteor in the bandpass of Mini-EUSO. In partic-
ular, we are interested in the total radiated energy, Erad, over the
whole duration of the event, which can be given as a function of
the absolute magnitude,M(t), from Eq. 7 as follows:

Erad =

∫
dt I(t) = fλ · ∆λ · 4πd2 · δtD3 ·

∑
k

10−0.4M(tk) (D.1)

where fλ and ∆λ are the zero-point flux and width of the
Mini-EUSO bandpass (see Eq. 6), d = 100 km is the reference
distance for the definition of the absolute magnitude of meteors,
δtD3 is the D3 time resolution, and the index k refers to D3 frames
within the duration ∆t of the event. Furthermore, it is useful to
estimate a conversion between Erad and the minimum absolute
magnitude,M = min{M(t)}. This conversion is needed because
the exposure X of Mini-EUSO for the observation of meteors
was estimated as a function ofM. In our case, we found that this
can be approximated with a linear regression as:

M = (5.9 ± 0.5) − 2.5 log10
Erad

1 J
, (D.2)

where the uncertainty of the intercept refers to the 68% confi-
dence interval.

To estimate the absolute flux of meteors as a function
of the meteoroid mass, we started from the histogram of the
pre-atmospheric mass, M∞, of the events observed by Mini-
EUSO and computed according to Eq. 17. The total radiated
energy, Erad, is given by Eq. D.1, where V∞ is estimated from
the observed horizontal speed, V , assuming that the inclina-
tion angle is distributed according to Eq. 16 and the luminous
efficiency, τ = τ(V∞), is provided by one of the formulations
presented in Sect. 5.2. In order to correct this histogram for
the observational bias, we then need to estimate the exposure,
X, of Mini-EUSO to the observation of meteors as a func-
tion of M∞. This can be translated from the expression of
X = X(M) discussed in Appendix C by adapting the debiasing
approach introduced by Koschny et al. (2017) to our case, which
is summarised as follows:
1. For each bin, i → M∞,i, of the mass histogram, we con-

sider the underlying theoretical speed distribution, ρt(V∞),
of meteoroids reported at an altitude of 100 km from the
ground, given by ECSS (2008) and assumed to be indepen-
dent from the meteoroid mass.

2. As a function of V∞, in the domain of ρt, the total radi-
ated energy, Erad,i, is given by the inverse of Eq. 17. Then,
assuming Eq. D.2, we can estimate the absolute magnitude,
Mi(V∞), as a function of the pre-atmospheric speed and,
in particular, the corresponding detection efficiency, ϵi(V∞),
can be given as:

ϵi(V∞) =
X[Mi(V∞)]

Xnom
, (D.3)
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where X(M) is computed according to Eq. C.5 and Xnom
is the nominal exposure, that is: not considering the effect
of the trigger inefficiency. For the dataset of Mini-EUSO
observations discussed in this paper, Xnom ≃ 975 yr km2.

3. Therefore, we can estimate the observable speed distribution
of meteors for each mass bin, M∞,i, as:

ρi(V∞) = ϵi(V∞)ρt(V∞) . (D.4)

An example of ρi(V∞) compared to ρt(V∞) is given in
Fig. D.1 for M∞ = 10−4.3 kg assuming the luminous effi-
ciency of Ceplecha & McCrosky (1976).

4. Finally, the exposure for each mass bin, M∞,i, is proportional
to the ratio of the integrals of the observed and theoretical
speed distributions:

Xi = Xnom

∫
dV∞ ρi(V∞)∫
dV∞ ρt(V∞)

. (D.5)

This computation is repeated for each formulation of τ = τ(V∞)
presented in Sect. 5.2 and it is integrated into a bootstrap pro-
cess to propagate known uncertainties in the problem, such as
the one affecting the conversion of Eq. D.2 and the 20% relative
uncertainty of X(M). An example of the result of this process for
the luminous efficiency formulation of Ceplecha & McCrosky
(1976) is shown in Fig. D.2.

In Sect. 5.2, we discussed that a residual bias is likely evi-
dent from the resulting flux distribution reported in Fig. 11b-f,
approximately in the half interval of smaller masses for all cases.
Such evidence may be due to secondary effects that are not taken
into account in the methodology presented here for the estima-
tion of the exposure as a function of the meteoroid mass. For
example, Eq. D.3 accounts for the dependence of the detec-
tion efficiency, ϵ, from the meteor speed but only according to
the scaling of the luminosity of the event to V∞. However, the
trigger might exhibit an efficiency variation intrinsically related
to the apparent speed on the object projected on the PDM of
Mini-EUSO. A preliminary study of this effect highlighted a
decreasing value of ϵ for slow-moving events because they can
be mistaken by the trigger as stationary sources and therefore be
excluded. A similar effect is present for the detection of very fast-
moving meteors, since, in this case, the signal of the PSF spreads
on multiple pixels on each frame. Furthermore, Fig. 11b-f shows
that the relative displacement of the estimated flux density from
the expected linear trend is different for the various models of
the luminous efficiency. This evidence suggests that the scaling
of luminous efficiency according to V∞ is also quite relevant to
this correction, besides the fact that, as already mentioned, the
average value of τ causes the shift of the flux density plot in a
variable mass range.

Fig. D.1. Example of the distributions of the pre-atmospheric speed,
V∞, of meteoroids at 100 km altitude from the ground, used for the esti-
mation of the exposure of Mini-EUSO as a function of the meteoroid
mass, M∞. The black line plots the assumed theoretical distribution,
ρt, given by ECSS (2008) and the green line reports the distribution of
meteoroids, ρi, for M∞ = 10−4.3 kg observable by Mini-EUSO if assum-
ing the luminous efficiency, τ = τ(V∞), given by Ceplecha & McCrosky
(1976). For this mass bin, the exposure of Mini-EUSO is estimated to
be Xi ≃ 0.68Xnom from Eq. D.5.

Fig. D.2. Exposure X of the Mini-EUSO telescope as a function of the
pre-atmospheric mass of the meteoroids, M∞, estimated thanks to the
methodology described in Appendix D and according to the formula-
tion of the luminous efficiency of Ceplecha & McCrosky (1976). The
green points report the result of the bootstrap ensemble of 100 repeti-
tions and their spread highlights the uncertainty in the determination
of the exposure. The thick green line plots the ensemble mean and the
green band reports the 68% confidence interval estimated through the
ensemble standard deviation for each mass bin.
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