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Abstract. In the last decades, the Natural Language Processing (NLP)
community has demonstrated committed involvement in addressing so-
cietal challenges, particularly in the realm of hate-speech detection. De-
spite advancements, these phenomena continue to perpetrate, especially
online, where users on social network platforms often find themselves in
unsafe and possibly harmful environments. Among the various manifes-
tations of hate speech and offensive language, one aspect that has been
overlooked by the NLP community is body-shaming. Despite its preva-
lence among hateful users and its potential to harm a diverse group of
individuals, from women to people with disabilities, efforts to counteract
this damaging phenomenon remain limited. In this work, we first intro-
duce a novel taxonomy designed to distinguish and classify instances of
body-shaming by the targeted group. Following this, we present a dataset
of Instagram comments for body-shaming detection and classification in
the Italian language, which has been manually annotated according to
the taxonomy. After detailing the data-gathering and annotation process,
we present a classification benchmark using three BERT-based models
to showcase our dataset’s classification potential. Results demonstrate
good performances in detecting body-shaming instances across several
categories of our proposed taxonomy.

Keywords: Natural Language Processing · Body-Shaming · Hate Speech
Content Warning: this paper contains examples of body-shaming, in-
cluding potentially distressing comments on appearance, gender identity,
sexual orientation, ethnicity, and ability. Please proceed with caution.

1 Introduction

Body-shaming is the criticism of someone based on the shape, size, or appear-
ance of their body [3]. It can manifest subtly, such as in the form of advice (e.g.,
medically-based advice from a friend: ‘You should reduce your weight to pre-
vent high blood pressure’) or explicitly, through malevolent insults (e.g., from
an unknown social media follower: ‘You need some meat on your bones’) [37].
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The often unmeetable beauty standards imposed by society have a long-lasting
tradition, where people have been frequently judged based on their appearance.
Moreover, body-shaming often intersects with other forms of discrimination, such
as racism [42], misogyny [35], ableism [32], or transphobia [8], and can be seen as
one expression of such toxic behavior. With the proliferation of online social plat-
forms, particularly among young users, the phenomenon of body-shaming, like
other hate-speech phenomena and cyberbullying, is amplified as social platforms
serve as a sounding board for propagating toxic behavior, due to the anonymity
of virtual exposure compared to in-person interactions. Body-shaming involves
unsolicited, mostly negative opinions or comments about a person’s body [37].
Its manifestations can be multifaceted, targeting aspects like size, shape, weight,
body parts, body-related appearance, extremities, etc. Body-shaming has been
recognized as a form of misogynistic speech and sexism-related discrimination
[26], with women being a primary target due to increased objectification and
societal beauty standards.

Many studies have addressed the consequences of body-shaming on people’s
health and behavior. For instance, it can lead to low self-esteem, depressive
symptoms [18], or disordered eating patterns [15]. Automatic detection of such
abusive behavior can be crucial in mitigating and stopping the propagation of
this damaging content, eventually resulting in a positive impact on society. So
far, the efforts in this direction by the Natural Language Processing (NLP)
community have been limited, with only one work in the literature specifically
targeting body-shaming detection in English [31]. While the literature presents
several works addressing hate speech phenomena in online communities [28],
with corpora designed to capture expressions of racism [39], sexism [33], and
homophobia [40], this spotlight on specific discriminations highlights a broader
issue within the field. Notably, ableism, a form of discrimination that impacts
individuals with disabilities, often remains overlooked. Despite a few attempts to
include people with disabilities among the targeted groups of hateful comments
[20, 24], there is, to the best of our knowledge, a notable absence of datasets
that specifically target ableist expressions comprehensively. This encompasses
not only hate speech directed towards individuals with disabilities per se, but
also the employment of ableist language to insult individuals irrespective of their
disability status. Using expressions like ‘get treatment’ or ‘you look retarded’ to
target non-disabled individuals implies that being associated with disability is
intrinsically inferior and tantamount to an insult. This practice makes ableism
a universal tool for derogation, reinforcing negative stereotypes and the stigma-
tization of disability.

In this paper, we address these gaps by first introducing a taxonomy of six
body-shaming categories, representing our initial contribution. This taxonomy
begins by distinguishing between content that constitutes body-shaming and
content that does not. Subsequently, it focuses on the targets of derogatory
expressions, identifying six prevalent manifestations of body-shaming on social
media: fatphobia, skinny-shaming, misogyny/sexism, ableism, racism, and queer-
phobia. Although it is not exhaustive or highly detailed, defining this taxonomy
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marks a critical step toward more nuanced investigations into body-shaming
classification.

Our second, and more comprehensive, contribution proposes a dataset of
more than 11k Instagram comments for the detection and classification of body-
shaming in Italian1. To our knowledge, this represents the first work on body-
shaming detection within the Italian context and an initial attempt in general
to categorize body-shaming instances, including ableism.

We detail the data collection and annotation processes, as well as an eval-
uation framework involving three different BERT-based language models. The
dataset is designed to serve as a reference for researchers and activists alike,
aiming not only to support the fight against this phenomenon within specific
communities but also to capture its diverse manifestations. The paper is struc-
tured as follows. Section 2 provides an overview of the relevant related work. In
section 3, we detail the proposed taxonomy and the dataset creation process.
Section 4 outlines the annotation schema, process, and results. In Section 5, we
describe classification experiments, while Section 6 concludes the paper.

2 Related Works

The NLP community has a strong tradition of focusing on societal challenges,
with several efforts made to develop tools for detecting, and consequently pre-
venting, hate speech, cyberbullying, and related phenomena [28, 4]. However,
while psychology and social science have already directed attention towards
body-shaming [37, 7], in computational linguistics this topic remains largely un-
addressed, offering few resources for its detection.

Among the available works, [26] construct a dataset for sexism categorization,
including body-shaming as one of the categories of sexism. [21] explore the identi-
fication of body-shaming comments through sentiment analysis and classification
techniques. [31] provides, to our knowledge, the only available dataset specifically
for body-shaming detection, classifying Instagram comments as body-shaming
or not. However, the dataset primarily includes ‘indirect’ instances, where com-
ments report on or complain about body-shaming events, rather than being
direct expressions of body-shaming. [12] use Naive Bayes Classifier approach
to do sentiment analysis on body-shaming tweets in Indonesian. Regarding the
realm of harassment and toxicity towards specific discriminated or marginalised
groups, many works address racism [23, 39] and misogyny/sexism [33, 26] detec-
tion, whereas there are still few works for other targeted hate speech groups.
For ableism detection, [20, 24] and [17] investigate the presence of explicit bias
against people with disability in sentiment analysis, toxicity models, and LLMs;
[25] and [11] include ‘people with special needs’ and ‘handicap’ as target group
and category for hate speech, respectively. Among NLP works that address
queerphobia2, [38] investigate evidence of bias against queer identities in sen-
timent analysis tools; [9] propose a shared task on homo/transphobia detection

1 The dataset is available here: https://github.com/ValeseA/BS-Detect
2 Understood as hateful expression and discrimination against LGBTQ + individuals.
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in social media; [40] propose a corpus for detecting LGBT+Phobia in Mexican
Spanish. Regarding toxicity detection towards specific body shapes, [39] consid-
ers fatphobia in their Brazilian Portuguese corpus. Despite extensive literature
on discrimination, body-shaming research remains limited, where a dataset for
detecting body-shaming in Italian is still lacking, and so is a categorization of
body-shaming instances according to the targeted group.

3 Dataset Design and Creation

3.1 Body-shaming Taxonomy

Our goal was to create a resource for detecting body-shaming hate speech in
a broad sense, targeting a wide range of individuals and diverse expressions of
aspect-based critiques. Body-shaming often overlaps with other types of dis-
crimination, particularly targeting individuals from discriminated or marginal-
ized groups. It manifests in various forms, including racism [42], misogyny and
sexism [35, 26], ableism [32] and transphobia [8]. Accordingly, we aimed to (i)
distinguish instances that constitute body-shaming from those that do not and
(ii) classify body-shaming instances based on individuals frequently targeted due
to societal standards and widespread discriminatory attitudes.

Therefore, we developed a taxonomy with two hierarchical levels for detecting
body-shaming content, drawing inspiration from the Wheel of Power, Privilege,
and Marginalization by Sylvia Duckworth3 [1]. This tool, designed to facilitate
discussions about intersectionality and systemic inequality [22], categorizes key
social identities and categories, including race, gender, sexual orientation, body
size, and ability, to delineate the distribution of societal privilege and marginal-
ization [34], making it a suitable reference for body-shaming. From this literature
reference, we created the first draft of the taxonomy, further refined through a
grounded theory approach [19] with empirical data from our dataset (see Section
4) to adjust the schema. This taxonomy mirrors the annotation scheme used for
our dataset annotation, as illustrated later. It comprises two levels:

Binary Body-shaming The first level establishes a binary categorization be-
tween content that constitutes body-shaming versus content that does not. We
identify body-shaming as any form of explicit or implicit criticism, humiliation,
or derision related to an individual’s physical appearance, persisting regardless
of context or intent [37, 3]. This includes negative comments or unsolicited advice
about body shape, weight, height, facial features, or any other physical charac-
teristics. It also encompasses derision of ways of speaking, moving, and overall
attitude, as these too relate to the body and its presentation.

3 The original 2020 version is sourced from the author’s Flickr page-
https://www.flickr.com/photos/sylviaduckworth/50500299716/; a simplified adap-
tation by the Canadian Council of Refugees (CCR)https://ccrweb.ca/en/anti-
oppression. Several versions of the wheel have been developed for various contexts.
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Category of Body-shaming The second level distinguishes six distinct cate-
gories of body-shaming that we identified and defined based on the target group:
Fatphobia; Skinny-shaming ; Misogyny/sexism; Racism; Ableism; Queerphobia.
Below we provide definitions and examples for each category. Note that this tax-
onomy does not claim to be exhaustive of every target of body-shaming, but it
serves as a starting point to capture the diverse dynamics of this phenomenon:

– Fatphobia: Criticism or negative comments, often delivered as unsolicited
advice or health concerns, targeting individuals with bodies that do not
conform to societal standards of size and shape, perpetuating the stigma
around body diversity and implying that deviation from these standards is
undesirable [5] (e.g.‘You look like a pig’; ‘Someone your size shouldn’t wear
that’).

– Skinny-shaming: Negative remarks or disparagement directed at individ-
uals perceived as too thin, suggesting they lack health or attractiveness due
to their slimness [2] (‘You look sick, eat something!’; ‘Put some meat on
your bones’). This category was not included in the initial phase of drafting
our taxonomy. However, after encountering several detrimental and hateful
comments targeting this specific body shape, we decided to incorporate it
into our taxonomy and annotation scheme.

– Misogyny/sexism: Body-shaming that specifically targets women, often
through critiques that enforce narrow societal beauty standards or demean
women for not adhering to these standards, reflecting gender-based prejudice
[30] (‘Don’t you see those hairy underarms are gross?’; ‘You’re so flat, real
women should have curves’).

– Racism: Body-shaming intertwined with racial prejudices, targeting indi-
viduals based on racial or ethnic characteristics, including skin color, hair
texture, facial features, or body shape typical to specific ethnic groups [6]
(‘People like you look like monkeys’; ‘You definitely cannot be Italian with
that wig on your head’).

– Ableism: Criticism or humiliation based on physical differences, cognitive
divergence, or motor abilities, directed at both individuals with disabilities
and those without, using negative comparisons to disabilities as a form of in-
sult [32] (e.g. ‘Are you retarded?’; ‘You look like you have Down syndrome’).
This practice perpetuates ableist prejudices, diminishing the individual be-
yond physical and cognitive norms.

– Queerphobia: Body-shaming targeting individuals based on their sexual
orientation or gender identity, critiquing not only their physical appearance
but also their ways of speaking, moving, and overall attitude [8] (e.g. ‘You’re
such a horrific freak’; ‘Disgusting, are you even male or female?’). This form
of shaming reinforces stereotypes and negates their identity and expression,
often scrutinizing these aspects to demean or invalidate the individual’s au-
thentic self.
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3.2 Data Collection

Our aim was to collect textual data, specifically user comments, from a pop-
ular social platform that could be qualified as instances of body-shaming and
targeting a vast range of users, including individuals of marginalized groups or
those typically targeted for body-critiques. Particularly, we intended to include
potentially hateful comments that might fall under —but not limit our focus
to— the six categories of body-shaming hate speech groups detailed above. To
this aim, similar to [31], we identified Meta’s Instagram4 as a preferred source
for textual data, specifically user comments. This platform, highly popular par-
ticularly among teenagers and young adults, is predominantly used for picture
posting or “reels”5, making it likely for users to expose their personal image
and body, and consequently attract hateful comments targeting their physical
appearance [14]. Our goal was to gather a wide variety of body-shaming in-
stances, from fat-shaming to transphobic expressions. To direct our search, we
thus employed a combined strategy. We selected posts (either pictures or reels)
by browsing highly popular open user profiles likely targets of cyberbullying
and hate speech, also considering their high exposure. These included: feminist
queer pages, advocates of “body positivity”, famous disabled activists, popu-
lar non-Caucasian Italian athletes or players, female influencers, public figures
with non-conforming bodies, openly transgender activist user pages6. Moreover,
we combined diverse hashtags to target posts from popular educational, enter-
tainment, satirical, or news Italian accounts whose content could attract hateful
messages. The hashtags included: #disabile #sindromedidown #bodypositiv-
ity #bodyshaming #modellacurvy #lgbtqitalia #orgoglioqueer. Prior to data
crawling, we manually inspected the comment section of the browsed posts and
pages to verify the presence of hateful messages. We then carefully selected a total
of 100 posts expected to contain such comments, aiming for a balanced distribu-
tion across the six identified categories of body-shaming. This aimed to ensure
that each subcategory - fatphobia, skinny-shaming, misogyny/sexism, racism,
ableism, and queerphobia - was adequately represented in our dataset. To facil-
itate the data gathering process, we used ExportGram and ExportComments7,
tools designed for exporting social media comments (including Instagram), to
collect potentially abusive content. The data extraction from the 100 selected
posts led to a total of 39,467 exported comments.

4 https://www.instagram.com/
5 Instagram’s “reels” are short videos up to 60 seconds long.
6 All comments analyzed in this study were extracted from public Instagram profiles,
defined as data accessible without the need to log in, and were collected in accordance
with Meta’s privacy policy for academic research purposes. Additionally, we have
chosen not to disclose specific names from which comments were extracted to uphold
privacy and ethical research practices and prevent potential harm. Exceptions may
only occur with explicit consent and where necessary for research integrity.

7 https://exportcomments.com/; https://exportgram.net/
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3.3 Data Cleaning and Dataset Creation

After collecting the comments, we carried out basic pre-processing steps to en-
hance data quality. We started with removing duplicates (identical comments),
comments composed solely of emojis, hashtags, tags, gifs, URLs and user men-
tions (defined by the prefix @). Additionally, we filtered out empty comments and
those not in the Italian language8. URLs and user mentions were also removed
from the remaining comments. Post-cleaning, we obtained 29,003 comments el-
igible for manual annotation.

Reliably measuring the frequency of abusive content in natural online en-
vironments is challenging, with estimates possibly as low as 0.1% to 1% [41].
Recognizing that body-shaming is only a subset of abuse, we chose not to em-
ploy sampling techniques used in prior work such as keyword [13] or lexicon-
based ones [16]. These methods could risk overlooking nuanced or less overt
instances of body-shaming, limiting the diversity and representativeness of our
dataset. While aware that this decision might lead to a dataset class imbal-
ance, we prioritized capturing the broadest and most heterogeneous examples
of body-shaming. To mitigate potential imbalances as much as possible and en-
sure a comprehensive overview of body-shaming expressions, we attempted to
balance the dataset for annotation by randomly selecting an equal number of
comments from each targeted subcategory within the 100 posts. From the initial
pool of 29,003 comments, we curated a final sample of 13,212 comments, aiming
for a manageable yet diverse set suitable for manual annotation and classifi-
cation tasks. This approach, while not without its challenges, was intended to
minimize bias toward any specific category of body-shaming, attempting a broad
representation of expressions within our analysis.

4 Dataset Annotation

4.1 Annotation Scheme

For the annotation of our dataset, we adhered to a ‘prescriptivist approach’ in
data annotation, as we wanted the annotators to refer to our detailed annota-
tion guidelines rather than relying on their subjective interpretations, as far as
possible [36]. The annotators were thoroughly instructed with comprehensive
guidelines outlining the objectives, specifics of the annotation schema, defini-
tions, clarifications, examples, considerations for borderline cases, and overall
instructions. The annotation scheme mirrors the taxonomy illustrated in section
3.1, whose details and categories’ definitions were also presented in the guide-
lines. Thus, the annotation scheme we developed was composed of two levels:

8 Comments in languages commonly spoken in Italy but not recognized as dialects
of Italian, such as Neapolitan or Sicilian, were excluded. Comments that included
so-called ’regional Italian’ or dialects of Italian, such as Tuscany and Roman expres-
sions, were instead included.
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– Body-shaming task : In this first binary level, each comment was labeled as
either containing an instance of body-shaming or not, using the labels yes
and no. The annotation was prompted by the question, “Does the comment
include a body-shaming instance?”. If labeled as yes, a further multilabel
classification could follow, when applicable. Importantly, annotators were
instructed to exclude generic hate speech not specific to body-shaming. Only
comments that could reasonably be interpreted as body-shaming had to be
categorized as such.

– Categorization task : At the secondary multilabel level, comments identified
as body-shaming could be further tagged with specific labels representing one
of the six types of discrimination outlined in our taxonomy. The available
labels at this level were: fatphobia, skinny-shaming, misogyny/sexism,
racism, ableism, and queerphobia. If none of these categories were appli-
cable, the annotation at this level could be left blank. Moreover, the anno-
tators were allowed to select up to two labels. This scenario arose when the
comment fell into one of the following situations: (i) the content could be
relevant to either one of two categories, but it was unclear which category it
fit more accurately, or (ii) the content clearly pertained to both categories of
discrimination simultaneously. This occurred, for example, in cases where a
woman’s body was derogatorily commented as both being too skinny and not
adhering to traditional female beauty standards, e.g. ‘Where’s your chest,
skeleton?’(this intersects misogyny/sexism and skinny-shaming categories).
Another instance is when a non-cisgender individual with a non-conforming
body received comments such as ‘Aren’t you ashamed of yourself for being
such a fat faggot?’, exemplifing the overlap of fatphobia and queerphobia.

Comment Body-sh. Category

“Bellissimo il costume! Che marca è?”
(Beautiful swimsuit! What brand is it?)

no -

“Che fisico di merda si può dire?”
(What a shitty physique can one have?)

yes -

“Con la 4’ di seno staresti meglio...”
(With a size D breast, you would look better...)

yes misogyny/sexism

“6 tozza ed hai la faccia da down”
(You’re stocky and have a Down syndrome face)

yes
ableism

misogyny/sexism

“Muori di obesità e HIV”
(Die of obesity and HIV)

yes
fatphobia

queerphobia

“Come i tratti somatici di muso di cavallo”
(As the somatic features of a horse’s muzzle)

yes racism

Table 1: Examples of dataset comments with their annotation.

In Table 1, we report some examples of comments with their expected label,
according to our developed annotation scheme.
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4.2 Annotation Process

The annotation was carried out by three expert annotators, all of whom are
Italian native speakers with prior experience and expertise in hate-speech anno-
tation tasks. One annotator is also co-author of this paper. After being provided
with the guidelines, a discussion session was held to address any questions or
clarifications regarding the annotation criteria. The guidelines also specified that
annotators could skip comments that did not meet the criteria required for the
annotation, such as comments containing only emojis or non-interpretable text
(e.g., “ahahah”), or comments not in Italian. These comments would be subse-
quently excluded from the dataset after completion of the task. In the annotation
process, annotators were provided with the sources of the Instagram comments
to assist in accurately contextualizing each comment. This step was crucial for
understanding the nuances and intent behind the remarks and distinguishing be-
tween comments that are explicitly or implicitly body-shaming and those that
are not. To ensure alignment among the annotators and a shared understand-
ing of the guidelines, a pilot annotation of 25 randomly selected comments was
conducted. This preliminary task allowed annotators to discuss any discrepan-
cies and refine the guidelines if necessary. After aligning on the annotation task
during the pilot phase, the annotators performed the main annotation task on
the dataset. Throughout the process, we maintained close collaboration with our
annotators, ensuring their feedback was integrated into our guidelines and their
well-being was consistently monitored and safeguarded.

4.3 Annotation Results

After completing the annotation, the dataset was cleansed of any comments
that were skipped, resulting in a total of 11,393 annotated comments for the
final dataset.

Task Body-Sh. Fatph. Skinny-Sh. Misog./Sexism Racism Ableism Queerph.

Fleiss’ κ 0.694 0.611 0.628 0.182 0.721 0.677 0.567

Table 2: IAA Scores for the Body-Shaming and Categorization Tasks. The first
score represents consensus on the presence of body-shaming, while subsequent

scores indicate agreement levels for specific categories of body-shaming,
calculated with an adapted binary Fleiss’ κ for multilabel tasks.

IAA Measurement Wemeasured the Inter-Annotator Agreement (IAA) among
the annotators using Fleiss’ Kappa. Below, we briefly discuss the IAA values ob-
tained for our dataset, presented in Table 2.

Body-Shaming task: For the first binary task we achieved a Fleiss’ κ score of
0.694. This score indicates substantial agreement among annotators, suggesting
that the annotators were generally consistent in identifying whether a comment
contained body-shaming content, also indicating clear task guidelines. However,
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this score also hints at the inherent subjectivity involved in identifying body-
shaming instances within some comments. We found that this subjectivity was
especially pronounced in cases where body-shaming was implicit rather than ex-
plicit (e.g. “Guarda che l’obesità è una malattia!” Just so you know, obesity is
a disease! ; “Le belle ragazze sono altre” The pretty girls are others), or when
comments resided on the borderline between body-shaming and generic insults
(e.g. “Ma non ti fai schifo da solo?” Don’t you disgust yourself? ; “Fenomeno
da baraccone” You’re a freak). Subjectivity arose also as linked to individual
differences in sensitivity to certain types of remarks. For instance, unsolicited
comments framed as compliments (e.g. “Quelle smagliature ti donano!”Those
stretch marks suit you! ), sarcastic comments, or observations that might imply
a negative remark (“Sembri incinta” You look pregnant) were interpreted vari-
ably. Some annotators saw these as covert forms of body-shaming, while others
considered them as innocuous or genuinely positive.

Categorization task: For the secondary level’s multilabel task, where com-
ments could be tagged with up to two different labels, we adapted the Fleiss’
κ calculation to account for multiple labels per comment. This involved trans-
forming our dataset into a binary decision matrix for each label, allowing us to
systematically account for instances where annotators agreed on at least one of
the potential labels. Each of the six labels was considered a separate decision,
marked as present (1) or absent (0) for each comment by each annotator. This
approach allowed us to capture partial agreements among annotators, especially
relevant for comments that spanned multiple discrimination categories. This bi-
nary decision matrix enabled us to compute the IAA in a manner that captures
both full and partial agreement among annotators. The calculated IAA scores in-
dicate substantial agreement among annotators for almost all categories, ranging
between 0.567 and 0.721. However, notable disparity is observed in the category
of misogyny/sexism, which exhibits significantly lower agreement. This disparity
will be further discussed in the subsequent paragraph.

Label Annotator 1 Annotator 2 Annotator 3

yes 1268 1154 1381

no 10125 10239 10012

fatphobia 537 505 639

skinny-shaming 55 51 78

misogyny-sexism 84 59 419

racism 30 19 30

ableism 136 143 150

queerphobia 151 260 173

Table 3: Label distribution for Body-Shaming detection and Categorization by
annotator: the numbers refer to counts of comments identified under each label.

Label Distribution Table 3 reports the label distribution across the two an-
notation levels for all three annotators.
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The Body-shaming task reveals a significant class imbalance, with the ma-
jority of comments labeled as no for lacking body-shaming content. This dis-
tribution aligns with the expected prevalence of neutral comments over explicit
hateful instances, given the context of social media. The observed imbalance was
anticipated and is considered acceptable for our study’s goal, which was devel-
oping a nuanced understanding for body-shaming content, rather than achieving
a perfectly balanced dataset. Despite the class imbalance, the quantity of yes
labels still provides a robust foundation for the analysis of body-shaming con-
tent, supporting the validity of our subsequent analyses and model training. The
consistent number of yes labels across annotators indicates a good agreement
on body shaming, enhancing dataset reliability.

In the Categorization Task, label distribution reveals insights into both the
prevalence of specific types of body-shaming within the dataset and the consen-
sus among annotators. fatphobia is consistent among annotators, indicating its
prevalence in the dataset and its clear definition in the guidelines. skinny-shaming
and racism are less common, with Annotator 3 showing slight variance in iden-
tifying the former. misogyny-sexism exhibits considerable variance, notably
with Annotator 3 identifying significantly more instances. This may stem from
the challenge in differentiating between misogyny/sexism-related and “general”
body-shaming when the targets are women. This discrepancy also explains the
low IAA for this category shown in Table 2. Finally, ableism and queerphobia

are more frequent, with good distribution among annotators (despite Annotator
2’s slight predisposition for this label), indicating both a significant presence in
the dataset and a clear guideline comprehension.

5 Evaluation

To assess our dataset’s reliability, we conducted a comprehensive evaluation,
framing the detection of body-shaming and its categorization, when present,
as binary classification tasks. These experiments aimed to (i) gauge how well
state-of-the-art language models identify body-shaming instances and (ii) set
benchmarks for future research, marking the first effort to classify body-shaming
in Italian. Utilizing a dataset derived from annotations and a majority voting
system from three annotators, data was included in the training set only when
at least two annotators agreed.

Given the dataset’s imbalance towards non-body-shaming instances, as shown
in Table 3, we selected a balanced subset of 3,000 comments to ensure a 60-40
split between non-body-shaming and body-shaming instances. Comments were
standardized to 32 tokens in length to align with the average comment size of
14 tokens for more effective model training.

For the second-level categorization, we treated it as six separate binary clas-
sifications to avoid biases from the uneven label distribution, which could skew
the model’s learning focus. Thus, only comments explicitly marked as involving
body-shaming were used for this task, concentrating the training on identifying
specific categories of body-shaming comments.
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We fine-tuned three pre-trained BERT-based models from the Hugging Face
platform9 for our tasks: UmBERTo[27], a widely-used Italian BERT model; Al-
BERTo[29], pre-trained on Twitter data to potentially enhance performance on
Instagram; and XLM-RoBERTa[10], a Multilingual Language Model, to evalu-
ate its adaptability. The fine-tuning process involved training for a maximum
of 30 epochs with warmup steps set at 20% and implemented early stopping to
prevent overfitting. The batch size was limited to 16 for model convergence and
memory constraints, and a learning rate of 5e-5 was selected based on literature
recommendations for similar models.

The fine-tuning results, including precision, recall, accuracy, and F1-score
metrics are detailed in Table 4. These metrics demonstrate a strong capability
in body-shaming recognition, with all models performing well. Particularly note-
worthy is AlBERTo’s superior performance, possibly attributed to its Twitter-
based pre-training, which aligns well with the social media context of our dataset.
For the second task, it is observed that the categories of skinny-shaming and
misogyny/sexism lack data, as none of the models achieved performance better
than random chance. However, for other categories, the best-performing model
and its corresponding metric values are presented. In particular, UmBERTo ex-
cels in ableism and fatphobia detection, while AlBERTo performs best in racism
and queerphobia identification. XLM-RoBERTa generally lags behind, possibly
due to its multilingual training not being focused on Italian. Conversely, Al-
BERTo consistent performance may be attributed to its Twitter data training,
aligning closely with the language used on Instagram. Notably, categories with
more data instances tend to yield better results. Yet, the model’s proficiency in
identifying racism may reflect the distinct language patterns specific to body-
shaming within this category. However, the limited number of instances in this
category warns of a potential for overfitting, despite impressive metrics.

Task Model Precision Recall F-1 score Accuracy

Body-shaming
AlBERTo 0.81 0.81 0.81 0.81
UmBERTo 0.80 0.80 0.80 0.80
XLM-RoBERTa 0.80 0.80 0.80 0.80

Fatphobia
AlBERTo 0.75 0.73 0.74 0.76
UmBERTo 0.74 0.75 0.75 0.75
XLM-RoBERTa 0.72 0.72 0.72 0.73

Racism AlBERTo 1.00 0.75 0.83 1.00

Ableism
AlBERTo 0.78 0.78 0.78 0.92
UmBERTo 0.91 0.76 0.81 0.94

Queerphobia
AlBERTo 0.75 0.71 0.73 0.88
UmBERTo 0.84 0.61 0.64 0.88

Table 4: Results of the classification tasks for models with statistically
significant performance. Performance metrics for tasks where models did not

achieve better than random chance are omitted.

9 https://huggingface.co/
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6 Conclusion

In this work, we presented a novel two-level taxonomy for detecting and classi-
fying body-shaming content, covering six distinct categories: Fatphobia, Skinny-
shaming, Misogyny/sexism, Racism, Ableism, and Queerphobia. Our main con-
tribution is the first dataset for body-shaming detection and classification in Ital-
ian, featuring 11,393 Instagram comments annotated according to our detailed
taxonomy. Notably, our focus on Ableism detection introduces a new dimension
to body-shaming research. Classification experiments with three BERT-based
models, including two Italian-specific and one multilingual, yielded encouraging
results, highlighting the efficacy of language-specific models, especially social-
media-adapted, for accurately identifying body-shaming instances. This taxon-
omy and the dataset aim to advance the understanding and mitigation of body-
shaming, serving as resources for both researchers and activists.10
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