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ABSTRACT 
A central problem for chatbots in the customer care domain re-
volves around how people collaborate with the agent to achieve 
their own situated goals. The majority of the previous research, 
however, relied on experiments within artifcial settings, rather than 
on observation of real-world interactions. Moreover, such research 
mostly analyzed users’ responses to communication breakdowns, 
rather than the wider collaboration strategies utilized during a con-
versation. In this paper, we qualitatively analyzed 12,477 real-world 
exchanges with a task-based chatbot using a Grounded Theory 
approach as a rigorous coding method to analyze the data. We 
identifed two main aspects of collaboration, behavioral and conver-
sational, and for each aspect we highlighted the diferent strategies 
that users perform to “work together” with the agent. These strate-
gies may be utilized from the very beginning of the conversation 
or in response to misunderstandings in the course of ongoing in-
teractions and may show diferent evolving dynamics. 
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1 INTRODUCTION 
Over the last ten years, conversational agents, that is software ap-
plications interacting with people through natural language, have 
gained popularity [36]. In particular, text-based chatbots i.e., agents 
that are designed to interact with users through natural written 
language, have been employed in a variety of domains, from cus-
tomer service [28] to mental wellbeing [55]. The availability of 
fexible platforms for building chatbots has led to increased invest-
ment in this technology, with the result that it has been predicted 
that by 2024 consumer retail spending via chatbots worldwide will 
reach $142 billion up from $2.8 billion in 2019 [43]. In particular, 
task-focused chatbots, which help users execute specifc tasks, are 
drawing signifcant attention as they may be a valid alternative to 
live customer support [29, 52]. 

Despite enthusiastic market predictions, conversing with chat-
bots is not exempt from issues. Users may have a variety of expec-
tations about this technology, in terms of for example, language 
skills [79] and social capabilities [11]: when such expectations are 
not met, negative emotions may be elicited, compromising the 
user experience [5, 44, 54, 66, 100]. Additionally, problems occur-
ring during the interaction, like misunderstandings and “conficts,” 
may negatively afect the users’ perception of the quality of the 
technology, decrease the willingness to recover from a communica-
tion breakdown, and lead to the abandonment of the conversation 
[3, 44, 52, 54]. These issues may be due not only to the intrinsic 
limits of the technology, but also to a lack of understanding of 
how people use chatbots to achieve their situated goals [51], that 
is to say, their personal objectives emerging from everyday needs. 
Therefore, it is important to investigate how conversations with 
chatbots unfold in real world contexts, discovering how people 
contribute to making the conversation progress. 

From this perspective, an essential phenomenon to be studied is 
that of “collaboration,” because it may favor mutual understanding, 
reduce the burden of performing a task, and increase the perceived 
quality of the information exchanged [15, 16, 32, 49, 94, 101]. Previ-
ous research has highlighted that unique human-machine cooper-
ative dynamics can occur depending on the context of use of the 
machine and the objectives of the agents involved in the task, as 
well as on the kind of technology employed (e.g., [97]). In this sense, 
chatbot technology might entail unique cooperative behaviors that 
might be worthy of being explored. 
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Despite its importance, most HCI studies on chatbots do not 
directly address the theme of collaboration, instead preferring to 
focus on the “reactive” behavior that people perform in response 
to a communication breakdown [3, 95]. Moreover, most chatbot 
research is grounded either on users’ ex-post reports about their 
conversations with the agent (e.g., [17, 25]), which may not refect 
what actually happened during the interaction, or on experiments, 
in which people are given instructions on how to converse with 
the agent and are not pursuing their own situated goals [3, 79, 95]: 
nonetheless, if interaction is not driven by a real goal that refects 
the fulflment of an everyday need, the realism of the insights 
gained from these studies remains quite uncertain [52]. 

As an exception to this trend, Li et al. [52] analyzed thousands 
of real users’ exchanges with a chatbot and found that users utilize 
several coping strategies to overcome obstacles during the inter-
action. This study is certainly important in showing the insight 
to be gained from exploring real-world conversations, but it still 
focuses on non-progress similar to previous research, losing sight 
of how people collaborate with technology not only to repair from 
breakdowns, but also to achieve their own situated goals. This may 
be particularly relevant in the case of task-focused chatbots, where 
users interact and possibly collaborate with the agent, with the goal 
to complete a specifc task. 

In this paper, therefore, we focus on human-chatbot cooperation 
by qualitatively analyzing 1,060 real-world conversations with a 
customer care chatbot deployed in an Italian telecommunication 
company, for a total of 12,477 exchanges. We used a Grounded The-
ory approach, in order to generate a preliminary understanding of 
this kind of behavior from the empirical data. We aimed to respond 
to the following question: how do people collaborate with a text-
based chatbot in a conversation? We discovered that collaboration 
with chatbots has two aspects, that is behavioral collaboration and 
conversational collaboration, which both point to a variety of col-
laborative strategies that people enact during the interaction. These 
strategies range from executing specifc behaviors as requested by 
the chatbot to simplifying the syntactical structure of a message 
or abstracting its content. Moreover, we found that collaboration 
shows dynamics of evolution and devolution oscillating between 
collaboration and non-collaboration. 

The article makes a substantial contribution to the HCI commu-
nity. It shows how users apply cooperative strategies to chatbots in 
real-world interactions, whereas most previous studies were con-
ducted within artifcial situations and focused on “coping strategies.” 
In doing so, we ofer rich insights on the situated experience of 
interacting with a chatbot and an in-depth look into real users’ 
cooperative enactments. 

The article is structured as follows. Section 2 outlines relevant 
related literature about human-machine cooperation. Section 3 
describes the method used in this research. Section 4 outlines the 
study fndings while Section 5 discusses them. Section 6 proposes a 
series of design implications. Section 7 describes the limitations of 
the study, whereas Section 8 concludes the article. 

2 BACKGROUND 

2.1 Human-machine cooperation 
Cooperation is commonly understood as “the action or process of 
working together towards common goals” [72], where each per-
son is responsible for a portion of the problem to solve [82, 85]. 
In order for it to be called “cooperative,” an artifcial agent must 
have the ability to solve a given problem and be able to cooperate 
with other agents by, for example, producing a common plan [73]. 
Cooperators also have to commit to the joint activity, show mutual 
responsiveness, and provide support to each other [13]. However, 
research suggests that human-machine cooperation dynamics do 
not only depend on these agents’ basic abilities, but also on the 
context where cooperation occurs and the agents’ goals, as well as 
on the employed technology. 

Traditionally, human-machine cooperation research has focused 
on improving automated systems in the context of work by aug-
menting their ability to solve tasks in collaboration with humans. A 
variety of studies, for instance, explored the introduction of robots 
in manufacturing contexts (e.g. [12, 68, 77]), revealing the concerns 
of workers about automation, which may reduce human auton-
omy [96]. Research also highlighted that despite humans showing 
a cooperative attitude when they interact with machines at work 
[70], cooperation is often subject to fail, especially when human 
agents exhibit lack of trust in the machine or, conversely, com-
placency [74]. However, as intelligent devices are now spreading 
almost everywhere [24, 81], researchers pointed out that the study 
of human-machine cooperative behaviors needs to account for the 
specifc contexts in which the cooperation occurs and the situated 
goals that drive both human and machine agents. For instance, 
autonomous agents may collaborate with musicians to compose 
music [62], support people in writing stories [14] or game design-
ers to create games [103], help individuals select the best energy 
tarif in the home [1], give runners motivation and companionship 
during their run [35], help players feel less lonely [80], and provide 
support in the context of healthcare [48]. 

Moreover, research should consider the specifcity of the tech-
nologies with which humans collaborate, as their design features 
and capabilities may afect the quality of cooperation [97]. Ohlin 
and Olsson [71], for instance, theorized about cooperation between 
humans and Personal Informatics (PI) technologies, such as wear-
ables and mobile devices: they highlighted that not only can users 
drive cooperation, but PI systems may also initiate it through fea-
tures, such as push notifcations on smartphones or haptic feed-
back from wearable bracelets. By contrast, several studies have 
investigated bullying of robots [46, 83] and aggression towards 
autonomous vehicles [65], which clearly fall outside collaborative 
behaviors and need to be prevented by designers (e.g. [83, 90]). 

To summarize, previous research has highlighted that unique 
human-machine cooperative dynamics can occur, depending on 
the context of use of the machine and the objectives of the agents 
involved in the task, as well as on the kind of technology employed. 
In this sense, chatbot technology might also present its own pecu-
liarities. 
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2.2 Cooperation between humans and chatbots 
A relevant domain in which human-machine cooperation may oc-
cur is that of chatbots. Chatbots are designed to interact with users 
in a way that mimics person-to-person conversations [11], so that 
their interactional goals also include social capabilities [44]. Re-
search has shown that users prefer agents who show empathy [53], 
active listening skills [98], and reciprocity [50], self-disclose [51] 
and demonstrate a positive attitude [91]. When chatbots do not 
meet these expectations, the user may experience dissatisfaction or 
frustration [54, 100]. 

It comes as no surprise, therefore, that in this domain, coopera-
tion is also crucial. In an ongoing conversation between humans, 
both the interlocutors are constantly engaged in a shared inter-
pretative activity [94] and collaboratively adapt their language to 
the interlocutor [32], for instance, to facilitate the understanding 
of the recipient when they talk with non-native speakers [26] or 
children [38]. To a certain extent, the same appears to hold true for 
interaction with chatbots. Cooperation allows for mutual under-
standing between the interlocutors [15, 16, 47], reduces the burden 
of completing a given task [101], and, when artifcial agents are 
perceived as cooperative, the quality of the information conveyed 
is perceived to be of better quality [49]. However, conversational 
technologies still do not fully address the complexities of natural 
language, which may hinder opportunities for establishing collabo-
ration [3]. Moreover, humans tend to use profanity and ungram-
matical language with chatbots, undermining their capabilities of 
understanding [40, 75, 93]. This might be particularly problematic 
when chatbots are employed to execute specifc tasks in response 
to the user’s requests (task-focused chatbots), such in the customer 
service domain, where conversational technologies are increasingly 
used [65]. In such a domain, productivity, in the form of quick ac-
cess to information [5, 27], and efcient and accessible support 
[27, 28, 99] are essential, and users need to be correctly understood 
and receive helpful responses to be satisfed [27]. With these aims 
in mind, efective cooperation seems fundamental. In fact, when 
cooperation is not developed, “bad conversations” may occur: these 
have proven to decrease the users’ willingness to ask the agent for 
help with the task [54] and to lead to the abandonment of the in-
teraction [20, 44]. However, users may model their communication 
to match that of the chatbot [40] and "work-around" its technical 
limitations in order to continue receiving benefts by working with 
it [102]; chatbots can provide guidance on how to efectively in-
teract [99]; while both humans and chatbots may utilize repairing 
strategies to fx communication breakdowns [3, 52]. 

Despite its importance, HCI research has devoted minor atten-
tion to how collaboration with chatbots is established in real-world 
contexts, rather preferring to focus on communication breakdowns 
and how users or agents attempt to repair within artifcial settings. 
Ashktorab et al. [3], for instance, conducted an experiment explor-
ing chatbots’ repair strategies, fnding that providing options and 
explanations are generally favored by the users. In the same vein, 
Weisz et al. [95], in an online experiment where participants had to 
recover from communication breakdowns, found that they learned 
strategies for dealing with problems emerging from the interaction. 
Similarly, Jiang et al. [45] set up an experiment to study how users 
reformulate their information requests to voice search systems, 

whereby reordering words or changing phonetics could help cor-
rect input errors. More recently, Myers et al. [69] investigated how 
users interact with a voice user interface calendar system over three 
experimental sessions, identifying the main obstacles and tactics 
that they employed to overcome them, like hyper-articulation and 
quitting the task. 

As we may see, all these previous studies are grounded in ex-
periments entailing artifcial situations, rather than on people’s 
actual behavior (e.g., through the analysis of real-world conversa-
tions). An exception is represented by Li et al. [52] who analyzed 
human conversation logs with a banking chatbot. They focused 
on conversational non-progress (NP), identifying diferent types of 
NP and coping strategies that users implement in order to handle 
them. This study is certainly inspiring for our research. However, 
as with other previous studies, its focus on non-progress may have 
limited the exploration of how collaborative practices unfold, as 
users may show the willingness to cooperate even in the absence 
of communication breakdowns. 

In this paper, we precisely explore the collaborative strategies 
that users perform when they interact with a task-focused chat-
bot in the customer care domain, by analyzing real-world human-
chatbot conversations. It is important to study cooperation in cus-
tomer care, as in this domain users may interact with the chatbot 
with the main goal of quickly solving an issue, which may require 
a strong and rapid collaboration between the two parts. Here, in-
vestigating whether and how people commit efort to utilizing 
collaborative strategies may provide us with insights on how to 
design better conversational agents and increase our understanding 
of how people converse with agents with a “limited intelligence” 
to achieve their situated goals. 

3 METHOD 
We opted for a Grounded Theory approach, analyzing conversations 
as if they were data coming from a qualitative study. Grounded 
Theory is commonly applied to data collected through ethnographic 
feld notes and interviews, but it has also been employed to analyze 
other kinds of data, like academic articles (e.g., [64]). 

What diferentiates Grounded Theory from other qualitative 
methods is an inductive, rather than a hypothetical-deductive stance 
[33]. Grounded Theory employs coding processes but difers from 
methods like content analysis that emphasizes validity, reliability 
and the counting of instances [30, 76]. Grounded Theory has been 
employed in diverse ways in both technology research and social 
sciences [31, 60]: for instance, to develop models emerging from the 
data, or as a coding technique. In fact, Grounded Theory does not 
necessarily imply the development of complex theoretical frame-
works. It can also be used for defning taxonomies or describing a 
specifc phenomenon or concept in detail [30]. 

In this research, we primarily used Grounded Theory as a tech-
nique to qualitatively analyze a large corpus of textual data (i.e., 
conversations with a chatbot) and to make sense of it. 

3.1 Data characteristics 
The initial dataset was composed of 3,123 conversations with a task-
oriented chatbot maintained by one of the major Italian telecom-
munication companies. The company ofers fxed and mobile line 
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Table 1: Characteristics of the conversations belonging to diferent time slots (the time slots included in the corpus are 
highlighted in bold) 

9am-11am 3pm-5pm 9pm-11pm 11am-3pm 5pm-9pm 11pm-9am 

Average number of exchanges 
per conversation 
Average number of words per 
user’s input 
Average duration of 
conversations (in seconds) 

11.4 

8.7 

207 

11.3 

8.7 

212 

12.8 

8.6 

230 

11.5 

8.7 

216 

11.1 

8.0 

204 

12.9 

8.1 

236 

services and has a generalist customer base which counts millions 
of fxed line and SIM card subscriptions. The data were collected 
on the 28th of September 2019. We frst cleaned the data, by manu-
ally fltering out 1,052 “conversations” where the user only greeted 
the chatbot (e.g., Hi) and immediately abandoned the interaction 
without making any request (likely due to for example, internet 
connection failure, closing of the web browser window, etc.), or did 
not interact at all (they likely only opened the chatbot window to 
make the agent start the conversation by presenting itself but did 
not respond: these were not proper conversations but the logger 
also assigned an ID to them). We then selected three time slots to 
be included in the corpus (9am - 11am, 3pm - 5pm, 9pm - 11pm): for 
these time slots, we analyzed the entire conversations, for a total 
of 1,060 conversations and 12,477 exchanges (11.8 exchanges per 
conversation on average, SD: 7.4). 

The choice of sampling the conversations during these time slots 
followed a purposeful sampling method [57, 58] and is grounded 
in the fact that diferent categories of users may access the chatbot 
service at diferent times (e.g., workers tend to use the chatbot 
more in the evening after ofce hours), as we understood from 
preliminary interviews with several company stakeholders: this 
could potentially lead us to observe conversational patterns uti-
lized by diferent kinds of users, possibly increasing the sample 
heterogeneity. However, the characteristics of these conversations 
do not signifcantly change throughout the day in terms of number 
of exchanges per conversation, number of words per user’s input, 
and duration of conversations (Table 1). This may signal that our 
corpus was a reasonably good representative of the dataset. 

Once the corpus was initially defned, we remained open to 
examining supplementary data (e.g., coming from supplementary 
time slots) if needed. Nonetheless, after having analyzed 1,060 con-
versations we recognized that new data would not have given us 
new insights, reaching therefore theoretical saturation [39]. 

Before beginning the conversation, users accepted the company’s 
terms of service and were informed about our data-collection ac-
tivities as in Li et al. [52] (e.g., that the data could be recorded, 
analyzed and published). Moreover, we followed guidelines to en-
sure ethics in online research [6, 41, 59, 86, 89] and embraced parts 
of the “heavy disguise” strategy suggested by Bruckman [10], by 
removing, in a pre-processing phase, all personal information (e.g., 
telephone numbers, names) that people could have involuntarily 
or voluntarily disclosed during the conversation. All the quotes 
reported in this article have been further translated from Italian 
to English and double checked to ensure that no individuals could 

be identifed from them. This strategy has been previously used 
by HCI scholars analyzing e.g., online forum posts [56] or in-game 
chat logs [78]. 

3.2 Chatbot characteristics 
The chatbot is built on the Microsoft BOT Framework and uses a 
text-based user interface running both on a web site and a mobile 
app (Figure 1). Users’ requests are processed by a spellchecker 
and then analyzed through MS Language Understanding Cognitive 
Services to infer the user’s intent and the entities. 

The inference of user intent is based on sentence classifcation, in 
which the target classes are defned by providing a set of examples 
used to refne a neural network model pretrained on Italian lan-
guage. Relevant entities (e.g., dates, names of people) are extracted 
from the user’s sentences in diferent ways, from pattern matching 
based on regular expressions to neural network models. When the 
user provides syntactically too-long/too-complex sentences, the 
chatbot invites the user to reformulate their request. 

The inferred user intent and entities are employed to drive a 
specifc dialog fow which guides the user through the steps that 
are needed to complete a specifc task in a deterministic way. The 
chatbot’s behavior is the by-product of the combination of dialog 
nodes in a fowchart, which has one or more starting nodes, where 
the dialog starts, and one or more ending nodes, where the dia-
log ends. The chatbot’s responses are defned at each dialog node, 
possibly using linguistic variations produced through a random 
criterion and information retrieved from back-end systems (e.g., 
the plan subscribed by the customer). 

The chatbot is identifed by a foreign name (Angie). When the 
user opens the chatbot window it immediately presents itself as a 
virtual assistant (Hello, I am Angie! The TIM virtual assistant. . .). 
The chatbot is represented by a stylized static manga-style illus-
tration of its face. It is not designed to engage people in small talk 
or to develop a “relationship” with the user, but to solve specifc 
commercial and technical problems with the services provided by 
the company. Users can, for example, request a change of address 
for an invoice, check the status of invoice payments, change the 
direct debit, activate, deactivate, or know the details of a promo-
tion or a service, ask for clarifcation of charges, report modem 
breakdowns or slow Internet connection and try to fnd solutions. 
To interact with it, in addition to typing, the chatbot sometimes 
ofers alternative input modalities, like quick-response buttons to 
diversify the interaction: this may happen when the chatbot ofers 
predefned information asking the users to select an ofer or service. 
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Figure 1: Two examples of the chatbot user interface: on the left, a common dialog fow; on the right, the chatbot displays two 
alternatives in the form of quick response buttons. 

The collected data then diferentiate whether the user input the 
text themselves or pressed the buttons. 

3.3 Data analysis 
The data were stored in a spreadsheet, with each row representing 
one of the 12,477 exchanges belonging to the corpus. Data format 
included the following felds: conversation ID, starting and ending 
time of the conversation, text of the conversation, and other tech-
nical data that were not considered in the analysis (e.g., start Time 
API call, API method name, etc.). 

The analysis was performed taking into account the key princi-
ples of Grounded Theory. Pre-existing literature and theory were 
inhibited in the coding phase where we favored an inductive ap-
proach. The frst, the second and the third authors read the entire 
corpus. 

In a frst stage, the second and the third authors separately as-
signed one or more open codes to each single user’s interaction. 
During this phase, the analysis focused not only on the content 
communicated by the user to the chatbot, but also to the “form” of 
the conversation, namely the terms employed and the syntactical 
structure of the sentences (e.g., coordinate clauses or subordinate 
clauses, repetitions, length of the sentences, typographical errors, 
etc.). The second and the third authors then discussed the defned 
codes to resolve inconsistencies. At times, inconsistencies were 
due to diferences in labeling the same concepts. In other cases, 
two diferent codes were condensed into one, or new codes were 
developed, when the discussion between the two researchers led to 
identify clearer commonalities or distinctions among the meanings 

As is common in qualitative research, and also in HCI research 
adopting a Grounded Theory approach (e.g., [61, 63, 67), no numer-
ical reliability rating is reported, because our goal was to reach 
an intersubjective consensus, where each point of diference was 
debated and clarifed until the coders agreed on appropriate usage 
of the set of codes [37]. 

In a second stage, the analysis was conducted at the conversation 
level, whereby the second and third authors independently assigned 
codes to entire conversations or portions of it, paying attention to 
how the conversations evolved from both the syntactical (how the 
user communicates) and semantical (what the user communicates) 
points of view. Then, they discussed again the generated codes to 
resolve inconsistencies and connected the codes generated during 
the frst level (row level) to the codes generated in this phase (con-
versation level). A fnal set of 85 open codes was then defned in a 
codebook. Then, the entire dataset was recoded with the codebook 
at hand. 

As a second step, these concepts were grouped into conceptual 
categories through axial coding by the second and third authors 
separately. The second and third authors then discussed the cate-
gories resolving discrepancies and involving the frst author, when 
doubts about the decision arose. This yielded 11 learned abstracted 
categories (e.g., positive behavioral disposition, positive evolution, 
syntactical adaptation, refusal to adapt language). Axial coding 
categories from open coding were amalgamated to create a more 
defned hierarchy forming key related categories through selec-
tive coding. The resultant three selective categories are the central 
themes emerging from the data analysis, which points to key ele-
ments of cooperation between humans and task-oriented chatbots: 

of the data points. This process went through the whole data set. 
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collaboration aspects, collaboration strategies, and collaboration 
dynamics. 

4 FINDINGS 
By focusing on the terms and syntactical structures employed by 
the users and the content that they tried to communicate, we were 
able to identify a variety of linguistic “cues” (e.g., the removal of 
syntactical structure from a complex sentence) signaling how col-
laboration is performed during the interaction through diferent 
collaboration strategies. These strategies were then further retraced 
to two high-level collaboration aspects, that is conversational col-
laboration and behavioral collaboration, which show that users do 
not only adjust how they “converse” to the chatbot’s skills, but also 
behaviorally adhere to its requests. Finally, by paying attention to 
how the users modify their language as the interaction proceeds, 
we discovered that collaboration is often dynamic, as it may evolve 
from non-collaboration to collaboration, or devolve, from collabora-
tion to non-collaboration. Table 2 summarizes the fndings which 
are extensively recounted in the next sub-sections. 

4.1 Collaboration aspects 
In the corpus that we analyzed, we found two main aspects of 
collaboration. 

We called the frst aspect behavioral collaboration, which con-
sists of shaping the user’s behavior to adhere to the chatbot’s re-
quests or to make the conversation non-confrontational. The term 
“behavior,” here, stands for both a specifc behavior like an action 
or sequence of actions (e.g., selecting an alternative ofered by the 
chatbot) and a behavioral disposition, i.e., a tendency to engage 
consistently in a certain behavior (e.g., being polite) [42] through-
out the whole conversation (or parts of it). In other words, the 
collaboration is behavioral because the user agrees to perform a 
specifc behavior proposed by the chatbot (e.g., C: “I have 2 lines in 
your name: 1. <phoneNumber> 2. <phoneNumber> Which line should 
I refer to? Choose one of the lines, selecting the position in the list 
(1,2,3...)” U: “1”); or shows a behavioral disposition in maintaining 
a “good interactional environment,” also avoiding to abruptly aban-
don the conversation or indulge in inappropriate uncooperative 
behavior, such as insults and expressions of anger (e.g., U: "Good 
morning, I saw the reimbursement but I didn’t see the phone guide 
reimbursement in the invoice" [...] U: "Thank you"). 

The second aspect, instead, is conversational collaboration and 
consists in adapting the user’s conversational style to the chatbot’s 
abilities of comprehension. The collaboration is conversational 
because the user uses (or rephrases) sentences that may allow the 
chatbot to better understand what they are saying, which may 
entail simple syntax (e.g., few conjunctions and adjectives) and 
clear communication of content (e.g., no information “overload”), 
like in U: “I am wondering what is the procedure to expire the tarif 
plan that I have active to date” C: “Sorry, I didn’t quite understand 
your request” [...] U: “How to deactivate the contract." 

Of course, how users behave when interacting with a chatbot is 
actually through conversation, thus the two aspects of collaboration 
often go hand in hand: users may agree, for instance, to execute 
the chatbot’s requests and, at the same time, use a command-style 
language that can be understood by the agent. 

There are cases, however, when the users collaborate conversa-
tionally, but not behaviorally: for example, they may adopt language 
with a minimal syntactical structure, but still refuse to behaviorally 
adhere to the chatbot’s request, like in C: “Choose one of the options, 
selecting the position in the list (1,2,3...)” U: “JANUARY ”. 

Alternatively, the user may collaborate behaviorally, but not 
conversationally, by, for instance, expressing a polite behavioral 
disposition towards the chatbot, and being unwilling to rephrase a 
request which the chatbot does not understand, instead making a 
further (complex) request (e.g., U: “Good evening, I have subscribed 
to the new ofer. I would like to know if a new modem will be delivered 
to replace the old one and, if so, if the related cost is included in the € 
29.90 that I have to pay. Thank you”. [. . .] C: “Would you like to have 
the detail, of a specifc expense in the invoice?” U: “Wait a moment. 
Please forget it. I’ve just seen the invoice, for January, I was charged 
3.90€ for the phone book. I’d like to ask for a refund because I didn’t 
receive it [. . .] Thank you”). 

The behavioral and conversational aspects of collaboration point 
to a variety of specifc strategies that users employ during conversa-
tions, which we illustrate in the following sections, also providing 
examples taken from the collected conversations: key parts of the 
conversations are highlighted in bold to facilitate reading. 

4.1.1 Behavioral collaboration. As we have seen, the behavioral 
aspect of collaboration consists in executing specifc behaviors 
in response to the chatbot’s requests or in adopting a non-
confrontational behavior. This aspect of collaboration points to 
diferent behavioral strategies that users enact during the interac-
tion. In the following we list the two main behavioral strategies 
that we identifed, that is commitment and politeness. Moreover, 
we show that users may refuse to perform any behavioral strategy 
engaging in behavioral non-collaboration. 

Commitment. The frst behavioral strategy may be called com-
mitment: it refers to those moments in the interaction when the 
user cooperates with the chatbot by performing the “behavior” (or 
the sequence of behaviors) that the agent expects from them either 
in the conversational environment (e.g., selecting a specifc option) 
or in the real world (e.g., executing a task on the user’s modem): in 
other words, the user carefully follows the chatbot’s instructions 
and properly responds to its request during the interaction. The 
strategy is usually implemented as a response to the explicit re-
quest of the agent. For instance, in example 1 the user adheres to 
one of the options proposed by the agent, without producing an 
alternative sentence that is not foreseen in the choices ofered by 
the chatbot. 

Example 1 

C: If the transfer of the contract is not for the beneft 
of a family member, it is chargeable. To request it, you 
can download the form in pdf format [. . .]. 
Would you like to return to the transfer type list? 
U: yes 
C: The possible types of transfer are: 1. Family mem-
ber 2. Family member requested by heir following 
the line owner’s death 3. [. . .] Choose one of the 
options shown, selecting the position in the list 
(1,2,3...). 
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Table 2: Collaboration aspects, strategies, and dynamics 

Collaboration Aspects Collaboration strategies Collaboration dynamics 

Behavioral collaboration: when users shape 
their own behavior to adhere to the 
chatbot’s requests or to make the 
conversation non-confrontational 

Behavioral non-collaboration: the user 

Behavioral Strategies 

- Commitment: the user cooperates with the 
chatbot by performing the behavior that the 
agent expects from them 

Evolution: when there is increasing 
collaboration as the interaction progresses 

refuses to shape their own behavior to 
create a good conversational environment 

- Politeness: the user has a behavioral 
disposition to engage consistently in a 
“polite” behavior, avoiding “negative” 
behaviors 

Conversational collaboration: when users 
adapt their language to the chatbot’s 
capabilities 

Conversational non-collaboration: the user 

Conversational Strategies 

- Abstraction: the user abstracts the content 
of the message 

Devolution: when there is decreasing 
collaboration as the interaction progresses 

refuses to adapt their language to the 
chatbot’s capabilities 

- Simplifcation: the user reduces the 
syntactical complexity of the sentences 

- Reformulation: the user substitutes nouns, 
verbs, abbreviations 

- Complexifcation: the user adds more 
“structure” and details to sentences 

- Correction: the user corrects grammatical 
errors and typos 

- Emphasis: the user capitalizes the letter of 
certain words 

- Repetition: the user repeats word by word 
a sentence 

U: 1 

In example 2, instead, the user is available to do something with 
the chatbot, performing step-by-step a series of behaviors on the 
company website, which the chatbot is telling them to do, thus 
carrying out a task together with the agent. 

Example 2 

U: Hi I wanted to ask about not sending paper invoice 
<phoneNumber>. 

C: To eliminate the paper invoice you need to acti-
vate CONTO ONLINE [...] If you want, we can do 
it TOGETHER or I can give you a GUIDE to be 
read whenever you want. Which option do you 
prefer? 

U: Let’s do it together 

C: Ok! To change the way you receive your bill, 
go into the personal area on the website and se-
lect LINE DATA REVIEW in My Line section... 

then scroll down to Account Receipt Mode, select 
EDIT [. . .] 
Let me know when you have done that so I can explain 
the next step.... 
U: Ok 

C: Okay! Now to activate the Online Account scroll 
down to the question "Do you want to join the Online 
Account option..." and select YES... [. . .] 
Is there anything else I can do for you? 
U: No thank you bye. 

Of course, the user may not fnd a response suitable for their 
needs among those that the chatbot proposes to them and may 
not select any of the predefned options. However, they can still be 
cooperative if they make an alternative request and are available 
to guide the chatbot to another topic. 

Politeness. The second behavioral strategy is politeness and con-
sists in either a favorable behavioral disposition towards the chatbot 
and the interaction with it, which entails courtesy and patience, 
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or in the absence of any “negative behavior” that may undermine 
the progress of the conversation (like aggressiveness signaled e.g., 
by profanity words). In example 3, the user greets the agent and 
is polite in their request (“Good morning” “could you kindly tell 
me”, “yes please”, “forgive me”) even though this is not necessary, 
and does not lose patience, even when the chatbot makes the same 
request multiple times (i.e., “On the <phoneNumber> line there are 
movements [. . .]”). This strategy, therefore, implies that the con-
versation will continue despite the difculties that the user may 
encounter maintaining “manners.” Mostly, users perform this strat-
egy from the very beginning of the conversation (as in example 3) 
and maintain it even when a misunderstanding occurs or the goal 
is not achieved, exiting the conversation by greeting the chatbot as 
if it were a human being. 

Example 3 

U: Good morning I topped up my credit 15 euros plus 
4 euros last week how come the credit is insufcient 
could you kindly tell me the cost of the promotion 
plus Tim Vision [name of the service] 
C: [. . .] On the <phoneNumber> line there are move-
ments for the following categories: 1. Recharges: 
19.00€ 2. Activations and Renewals: -14.81€ 

Would you like to know the details of the movements? 
U: Yes kindly 

C: Choose one of the options indicated, selecting the 
position in the list (1,2,3...). 
U: The promotion is almost 13 euros tim vision [name 
of the service] 2.50 

C: On the <phoneNumber> line there are movements 
for the following categories: 1. Recharges: € 19.00 2. 
Activations and Renewals: -€ 14.81 

Do you want to know the details of the movements? 
U: Yes please 

C: Choose one of the options shown, selecting the 
position in the list (1,2,3...). 
U: Forgive me I don’t know what the numbers corre-
spond to 

Behavioral non-collaboration. Behavioral non-collaboration hap-
pens when the user refuses to perform a specifc behavior requested 
by the chatbot, as happens in example 4, where they ignore the 
chatbot’s requests. 

Example 4 

C: Help me better identify your need related to Phone 
Directories: 1. Did you not receive the directory but 
were you charged the delivery fees? 2. Do you no 
longer want to receive Telephone Directories and re-
lated charges in the future? [. . .] Choose one of the 
options shown, selecting the position in the list 
(1,2,3...). 

U: I paid but do not want this service 

C: [. . .] 

The checks I did show that the line is active, but are 
you experiencing difculty in making calls or in surf-
ing the Internet? Please write YES or NO below. 

U: Take away the expense of phone book deliv-
ery. 

Alternatively, the user may adopt an aggressive, non-polite, be-
havioral disposition, as in example 5, which ends with the aban-
donment of the conversation. 

Example 5 

C: [. . .] Which of these needs are you referring to: 
1. Not recognized invoice charges [. . .] Choose one 
of the options listed, selecting the position in the list 
(1,2,3...). 
U: Suck it up 

C: Do you want to change the subject? 
U: I want to kick your ass 

[. . .] 
C: I can explain to you HOW to APPLY for home 
banking or [. . .] I can give you information on the 
STATUS of your request... Which do you prefer? 
U: You are completely useless [the user abandons 
the conversation] 

4.1.2 Conversational collaboration. Conversational collaboration 
consists in adapting the language to the chatbot’s capabilities of 
comprehension and points to a wide range of conversational strate-
gies, where users modify the terms in diferent ways, the syntactical 
structure, and the content of their sentences. In the following, we 
list the conversational strategies that we identifed in our corpus, 
also highlighting that users may refuse to adapt their language to 
the chatbot’s abilities engaging in conversational non-collaboration. 

Abstraction. A frst conversational strategy relates to the abstrac-
tion of the content. Often users start the conversation providing 
too many details about the problem that they aim to solve, but such 
explanation cannot be handled by the chatbot. In fact, the agent 
may have difculties in identifying the key words of the conversa-
tion, and thus the user intent, if there is an excess of information 
from the user side. Then, the user may try to state the key concept 
characterizing their problem: they may repeat the issue while omit-
ting all the details that might not be relevant. This strategy may 
entail the summarization of a large portion of “text” into a single 
sentence, whereby the concrete recounting of a given situation 
(e.g., the spatial-temporal context, the origin of the problem and 
the previous attempts to solve it) is substituted with the afrmation 
of a more general problem (example 6). 

Example 6 

U: I have to report that for about 2 days the internet 
has not been working, the line comes and goes, as 
a similar problem also occurred a few months ago 
and after several days of various interventions and 
malfunctioning I was assured that the fault had been 
permanently fxed 
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C: [. . .] The checks I have made show that the line 
is active, but are you experiencing difculty making 
calls or surfng the Internet? [. . .] 
U: I am having difculty in browsing because the 
line comes and goes 

Simplifcation. A second strategy is simplifcation, which, rather 
than intervening on the content of the conversation is aimed to 
adapt its form. This strategy is usually performed when a sentence 
is not understood by the chatbot due to its syntactical complex-
ity. Often, especially at the frst contact with the chatbot, the user 
uses sentences containing a variety of conjunctions. When such 
sentences are not recognized by the chatbot, the user simplifes the 
syntactical structure, turning, for instance, a sentence with subor-
dinate clauses into a single principal clause composed only of a 
subject, a verb, and an object. The user may also modify the tense 
of the used verbs, as if present tense could be more understandable 
than more “complex” tenses, like conditional and past tenses. Alter-
natively, they may adopt a minimal syntactical structure consisting 
in a command-style language with the presence of a mere verb in 
infnitive or imperative forms and an object (Example 7). 

Example 7 

U: In which area of the app can I deactivate Tim vision 
[name of the service]? 
C: With TIMVISION [name of the service], you always 
have exclusive TV series [. . .]. 
Can I give you more information? 
U: deactivate Timvision [name of the service] 

Sometimes, however, users enter the conversation by immedi-
ately adopting a hyper-simplifed language, using from the very 
beginning of the interaction both abstraction and simplifcation, 
keeping them for the whole interaction. This shows that simplifca-
tion and abstraction may be used as “global collaborative strategies,” 
and not only as a response to obstacles in the conversation. 

Reformulation. Reformulation is mainly addressed to change 
certain parts of a given sentence, not necessarily in the direction of 
greater simplifcation. This strategy is performed almost exclusively 
in response to a misunderstanding from the chatbot of what the user 
has said, and mostly proceeds through trial and error, which may 
require multiple attempts. By using this strategy, the user modifes 
certain nouns, verbs, or abbreviations, most often with a synonym, 
or replaces an abbreviation or acronym with its extended form, like 
in example 8, where the user replaces the Italian abbreviation for 
bank account (i.e., c/c) with the proper extended noun. 

Example 8 

U: Good evening I have debit on my c/c. I wanted to 
change the c/c. How to do Thank you 

C: Sorry, I didn’t quite understand your request.... Can 
you repeat it in a simpler way? [. . .] 
U: I want to change my direct debit account. 

Complexifcation. Another strategy that is not tied to the idea 
of simplifying the conversation is complexifcation. This strategy is 
utilized when the user employs a language that is too minimal for 

the chatbot to be understood (usually only one or two words), lack-
ing some fundamental parts of a sentence that are needed to infer 
the user intent. For instance, the users may use both abstraction 
and simplifcation strategies from the outset. However, in certain 
situations, these strategies produce sentences that are too minimal, 
thus requiring the complexifcation strategy as a balance: then, the 
user tries to add “more structure,” usually the subject, the verb, and 
some details. In example 9, for instance, the user substitutes the 
request “new iban” with a complete sentence that specifes exactly 
what they need. 

Example 9 

U: New iban 

C: Sorry, I didn’t quite understand your request.... Can 
you repeat it in a simpler way? 
U: I want to change the direct debit account 

Correction. Correction refers to the rectifcation of typographical 
errors (typos) and grammatical errors made during the conversation. 
Most users make a lot of typos during the interaction. They may 
make writing errors even when they are trying to employ other 
conversational strategies (e.g., they simplify an utterance, but the 
new sentence still contains a typo). However, certain users show a 
great accuracy in their writing style from the very beginning of the 
interaction, carefully avoiding any grammatical mistakes or typos, 
or being available to correct them by repeating the sentence without 
the error (as in example 10, where a complexifcation strategy is 
also enacted). 

Example 10 

C: Ok! To change how you receive your bill, go into 
the personal area on the website and select LINE 
DATA [. . .] 
U: on ths [rather than this] app 

C: Sorry, I didn’t quite understand your request.... Can 
you repeat it in a simpler way? 
U: I need to go to this app 

Emphasis. Finally, there are two strategies that are borderline 
between collaboration and non-collaboration, as they may signal 
either the willingness or the unwillingness to make the conversation 
proceed. The frst strategy of this kind is emphasis and consists in 
capitalizing a certain word or group of words to draw the chatbot’s 
attention to that specifc word (example 11). However, in addition 
to not being efective, sometimes emphasis may signal the raising 
of the user’s irritation just before leaving the conversation. 

Example 11 

U: I would like TIM Base new 

C: Sorry, I didn’t quite understand your request.... Can 
you repeat it in a simpler way? [. . .] 
U: I want to get TIM BASE NEW 

Repetition. Repetition is a strategy in which the user repeats 
word by word a sentence to be better understood the second time. 
This strategy was not so common in our corpus, being used in a 
minority of conversations. While sometimes this may work, in most 
occasions it is completely inefective. However, in many cases the 
user keeps repeating the same sentence, without opting for any 
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other strategy, which may result in the failing of the conversation 
(example 12). 

Example 12 

U: I’d like to know what happened to the cams you 
were supposed to send me 

C: Do you need help on mobile or fxed lines? 
U: I want the cams 
C: Sorry, I didn’t quite understand your request... Can 
you repeat it in a simpler way? 
[. . .] 
U: I want the cams 

Conversational non-collaboration. Conversational non-
collaboration refers to all those occasions when the user 
does not adapt their language to the chatbot’s capabilities of 
comprehension. This relates to the usage of complex language 
from both the syntactical and semantical points of view and the 
unavailability, or incapability, to reformulate the sentences in a 
way that is understandable by the agent, even after its explicit 
request. 

Example 13 

U: I wanted to report, even after several calls, that 
with the new Tim super fber [name of the service] 
you deactivated timvision plus [name of the service] 
and activated voice that I was not interested in and 
your salesperson had not informed me. One of your 
operators made me activate timvision plus for a 
fee in the meantime you were making the change 
from voice and timvision plus however several 
months have passed since the frst report and no 
one has contacted me to tell me anything. I am 
very disappointed about the deception that I sufered 
from and the lack of information from your salesman 
at the time he explains the details of the ofereded 
[orthographical error] and after you stipulate the new 
contract you fnd that they have deactivated services 
that you had NEVER asked to deactivate. I ask you to 
put timvision plus back up and deactivate voice. [. . .] 

In example 13, for instance, the user recounts a complex “story” 
that the chatbot is not capable of understanding, while in example 
14 the user explicitly refuses to reformulate their sentence. 

Example 14 

U: App. 5.4.4_130 

C: Sorry, I didn’t quite understand your request? Can 
you repeat it in a simpler way? [. . .] 
U: You asked me about the version of the app. My-
tim [name of the app] which is 5.4.4_130. I have no 
assistance, mobile data disappeared, on the fxed line 
you display as unpaid what I paid instead, in short 
a.chaos. It is a wonder, fx it as soon as possible with 
a real check 

C: Sorry, I didn’t quite understand your request.... Can 
you repeat it in a simpler way? [. . .] 
U: Just read my words 

Amon Rapp et al. 

4.2 Collaboration dynamics 
How users collaborate with the chatbot during the interaction is of-
ten not static. It is true that several users may keep the collaboration 
at the same “level” for the whole conversation, e.g., by keeping the 
behavioral collaboration high from the beginning to the end of the 
interaction or by refusing to cooperate with the chatbot at all. How-
ever, in most of the interactions that we analyzed, collaboration 
undergoes evolution (from less cooperation to more cooperation) or 
devolution (from more cooperation to less cooperation) dynamics. 

4.2.1 Evolution dynamic. Evolution shows increasing collabora-
tion efort as the interaction progresses. Commonly, users enter 
the conversation by describing complex problems with a variety 
of details that cannot be handled by the agent (like in example 13). 
Then, they progressively adapt their language to the chatbot’s re-
quest, increasing the collaborative efort and distancing from their 
“natural” way of expressing (as in example 15). 

Example 15 

U: Hello I have made the request for domiciliation, 
but they still haven’t let me know if the request has 
been accepted 

C: Sorry, I didn’t quite understand your request... Can 
you repeat it in a simpler way? 
[. . .] 
U: Info on the direct debit request 
C: I can explain HOW to apply for a direct debit or, 
[. . .] I can give you information on the STATUS of 
your application... 
Which do you prefer? 
U: Request status 

Of course, this evolution may not always immediately lead to 
success, and the user may be required to attempt diferent strategies 
to fnd the correct “formula” for achieving their goal, putting in-
creasing efort in collaboration. In example 16, the user frst adopts 
a complexifcation strategy by adding more details to their request. 
Then, when the chatbot still appears not to understand what they 
are saying, ofering them a series of of-topic options, the user tries 
to return to the original topic by adding other details. They then 
implement a reformulation strategy substituting the initial verb “see” 
with the verb “receive.” Finally, they accept the option proposed by 
the chatbot through a commitment strategy and radically simplify 
their responses. They achieve this by providing yes/no answers and 
avoiding the introduction of new information or requests anticipat-
ing the conversation fow (e.g., they do not respond to the chatbot’s 
question “Is the charge correct?” with a supplementary request, like 
“No, cancel the payment,” but they wait for the chatbot to ofer them 
an option on how to solve the problem). 

Example 16 

U: I don’t see the invoice for January 

C: Sorry, I didn’t quite understand your request... Can 
you repeat it in a simpler way? 
[. . .] 
U: I do not see my January invoice when access-
ing the app 
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C: Within the app you can view all the lines linked to 
the Account 
[. . .] 
Choose the topic that interests you: 1.Mobile 2.Fixed 
line. Choose one of the options indicated, selecting 
the position in the list (1,2,3...). 
U: I didn’t get the answer, in the app I see all the 
invoices minus the one for January 

C: Sorry, I didn’t quite understand your request... Can 
you repeat it in a simpler way? 
[. . .] 
U: I have not received my January invoice 

[. . .] 
C: For which invoice do you want more details? Enter 
the NAME of the month of the invoice you wish to 
view. 
U: January 

C: Here are the details of the expense items [. . .] 
Would you like to have the details of a specifc expense 
item on your bill? 
Enter the name of the expense item or the position in 
the list (1,2,3...). 
U: Yes 
U: 1 

C: Here are the details requested for the January [. . .] 
Is the charge correct? 
U: No 

In our corpus, these chains of attempts can be very short, even 
one-shot attempts. However, in more than two-thirds of the conver-
sations users continued to collaborate with the chatbot despite the 
occurrence of misunderstandings, utilizing more than one strategy 
to “work with” the agent: this happens more often when the user 
maintains a favorable behavioral disposition towards the interac-
tion despite the difculties (i.e., politeness), trying novel solutions 
while avoiding losing patience, indulging in aggressive behaviors, 
or abruptly leaving the conversation. Moreover, we observed that 
users are more likely to interrupt the collaboration efort if they see 
that multiple attempts fail in a row without any evident progress. 

4.2.2 Devolution dynamic. Devolution may occur when the user 
starts collaborating with the chatbot and maintains the efort for a 
while, but after some exchanges progressively loses the willingness 
to cooperate. As a consequence, they may provide out-of-context 
comments or complain about the chatbot’s performance, show frus-
tration, or abandon the conversation. In example 17, for instance, 
the user is at frst completely committed to choosing among the 
options proposed by the chatbot and tries to adopt a language that 
is easily understandable by the agent. However, they soon start 
complaining about the chatbot’s answers, fnally abandoning the 
conversation. 

Example 17 

U: Good morning, on 22 January, I requested by phone 
the activation of [name of the service] combined with 
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[name of the service]. Is it possible to know the status 
of the request? 
C: You can check the status of your order, or request 
a change and/or cancellation: 
1. Check your order 2. Change/cancel your order. 
Choose one of the options indicated, selecting the 
position in the list (1,2). 
U: 1 

[. . .] 
C: [. . .] Do you want me to put you in touch with an 
operator? 
U: Maybe better 
C: Sorry, I didn’t quite understand your request... Can 
you repeat it in a simpler way? 
[. . .] 
U: I want to know the status of [name of the service] 
activation fle 

C: You can check the status of your order, or request 
a change and/or cancellation: 
1. Check your order 2. Change/cancel your order 
Choose one of the options indicated, selecting the 
position in the list (1,2). 
U: 1 

C: You can check the status of your orders in the 
tracking section of the app [. . .]. Remember that you 
can make other requests at any time 

U: If these are the answers, there’s no point 
C: Sorry, I didn’t quite understand your request... Can 
you repeat it in a simpler way? 
U: Goodnight 

In sum, collaboration with chatbots may go through fuctuations. 
In fact, we even observed conversations where a dynamic of evo-
lution is followed by one of devolution and then again of evolution, 
showing that the collaboration efort can always be reinstated until 
the user leaves the conversation. 

5 DISCUSSION 
The major contribution of this paper is to provide a detailed pic-
ture of how people collaborate with a customer care chatbot in 
the real world. Previous research [3, 45, 69, 95], instead, mainly 
adopted an experimental approach where people did not pursue 
their situated goals. Such research also focused on non-progresses 
in interaction, thus framing the eventual collaborative behavior 
as a coping strategy of repair from conversation breakdowns [52]. 
Instead, our focus on collaboration allowed us to capture strategies 
that are not implemented in response to the chatbot’s misunder-
standings but are performed simply to “work together” with the 
agent, thus complementing research on the topic conducted so far. 
This diferent focus also explains some diferences between the 
strategies we identifed and those highlighted by these previous 
studies. 

For instance, the coping strategies highlighted by Li et al. [52] 
indicate reactive behaviors performed in response to a negative 
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event occurring in the conversation. Therefore, they do not include 
what we called behavioral strategies, which refer to cooperative 
behaviors utilized even in absence of communication breakdowns. 
Likewise, we do not tackle quitting strategies, as Li et al. do, since 
quitting shows the willingness to no longer cooperate with the 
agent, thus being a non-collaborative strategy. Moreover, certain 
strategies that may appear similar in the two studies have diferent 
nuances. For example, Li et al.’s “remove words” strategy is similar 
to our strategy of simplifcation: however, while in Li et al.’s remove 
words was only used to cope with non-progresses, we noticed 
that simplifcation can be utilized even from the very beginning 
of the conversation, so that users may see it as a general tool for 
collaboration and not merely as a means for repair. 

On the other hand, similar to Li et al. [52], and diferently from 
Stent et al. [88] and Myers et al. [69], we found that repetition was 
a strategy used less frequently than the others. As Li et al. suggest 
this may be due to the peculiar way of interaction required by the 
chatbot, that is through written language: chatbot users may be less 
likely to repeat themselves than their vocal assistant users, because 
the former can immediately confrm, via direct visual inspection, 
that their own input is not garbled, whereas vocal interface users 
might not know whether the errors arise from its incorrect speech 
recognition or from incorrect conversational understanding [54]. 
However, with respect to these studies, we found that repetition may 
also indicate conversational non-collaboration, becoming a means to 
express disappointment or a sign that the user is starting to become 
less cooperative. 

It is worth noting that the repertoire of strategies employed by 
our users may have been acquired during their past experiences 
with chatbots: some users may hold “competence” to deal with 
difculties in human-chatbot interaction and this may explain the 
fact that they used certain strategies, like abstraction and simpli-
fcation, from the very beginning of the interaction. Følstad and 
Skjuve [28] noticed that people who had past real-world experi-
ences with chatbots may have realistic understandings about their 
actual capabilities, which may lead them to formulate simple en-
quiries. Alternatively, our users may have used strategies learned 
outside human-chatbot interaction. Simplifcation and reformula-
tion, for instance, are strategies that are commonly performed when 
people talk to interlocutors who are believed to have low language 
skills, such as children [21] and foreign speakers [23], so that they 
may have been replicated with our chatbot, which has limited ca-
pabilities of understanding. 

Furthermore, some strategies may have emerged in the ongoing 
conversations with the agent, thus depending on its specifc design 
features. For instance, several users may have reduced the sentences 
at the bare minimum because on several occasions the chatbot asks 
them to respond with a single word (e.g., yes/no) or number (by 
selecting a predefned option). Likewise, emphasis may have been 
inspired by the fact that the chatbot, in certain cases, uses the 
capitalization of words when explaining how to conduct certain 
tasks to the user. This points to a linguistic phenomenon known 
as lexical and structural alignment [92] - a tendency to converge 
on the same lexical terms and sentence structure during a dialogue. 
Research has noticed that individuals show alignment when they 
interact with artifcial agents [7, 8, 19, 87]. In this sense, our study 
confrms such previous research. 

Other diferences with previous studies may also be due to the 
specifcity of our chatbot and of the context in which it is deployed. 
Research indicates that some users quickly abandon the interaction 
when they feel that the agents’ behavior does not meet their expec-
tations [44, 54, 100]. Likewise, Li et al. [52] emphasize that “message 
reformulation,” a term that in their work indicates diferent strate-
gies, like removing or adding words, rephrasing, and correcting 
wrong words, was used infrequently by their users, who more often 
decided to abandon the interaction: in that context, as the authors 
notice, users could likely fnd alternative means for achieving the 
same goals, like websites and customer support. Instead, we found 
that most users persisted in collaborating with our chatbot and 
often rephrased their messages. On the one hand, this may be due 
to the way our chatbot’s dialogues are designed: when the user 
provides syntactically too-long/too-complex sentences, the chatbot 
invites them to reformulate their request in simpler terms. This 
may explain the higher usage of simplifcation and reformulation 
in our corpus: however, it is worthy of being noticed that while 
our chatbot ofers always the same vague suggestion on how to 
rephrase a message (“Sorry, I didn’t quite understand your request... 
Can you repeat it in a simpler way?”), our users engaged in a variety 
of conversational strategies, like complexifcation, correction, and 
abstraction, which were not even mentioned by the agent. 

On the other hand, the persistence in pursuing collaboration 
may be due to our users’ specifc needs, as well as to the com-
pany’s capabilities of satisfying them. In fact, our users may have 
pressing problems, like subscriptions to unwanted fee-based ser-
vices, which may make them lose money, or technical issues like 
non-functioning Internet connection, which may negatively impact 
on their work and leisure time. The company’s alternative cus-
tomer service channels may not always be responsive, as example 
13 shows, so users might believe that trying to fx such problems 
through the chatbot, which is always available, might be worth the 
time and the efort spent. This is in line with Følstad and Skjuve’s 
research [28], who found that users see in chatbots an accessible 
support and a valid alternative to company website or contact-
ing human customer service for enquiries for which they expect a 
straightforward answer. 

It remains to say that the usage of politeness might be retraced 
to the users’ projections of humanness onto the chatbot: they may 
have applied to human-chatbot interaction patterns that are usually 
employed with humans. Previous research noticed that it is suf-
cient that the chatbot ofers minimal human-like cues, like a human 
name [2, 34] or the usage of emojis [4] to elicit perceptions of hu-
manness, and that users may still perceive as a human a chatbot 
that presents itself as a machine [84]. The notion of partner models, 
which has been applied to the interaction with speech interfaces 
[25], further states that people enter dialogue with assumptions 
about their interlocutors and that these drive choices in conver-
sation [16]. Even though our chatbot presents itself as a virtual 
assistant, certain cues of its design, like its name, the way it greets 
the user, or is polite with them, might have made the users perceive 
it and/or behave as if it were a human. This would confrm previous 
research noticing that systems using anthropomorphic dialogue 
strategies encourage increased levels of politeness [9]. Likewise, 
Corti and Gillespie [18] found users invested more efort to repair 
misunderstandings when the chatbot is perceived as human, which 
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may be in line with the efort spent by our users in collaborating 
with the chatbot. 

In sum, this study confrms certain fndings emphasized by previ-
ous research, while pointing out others, thus complementing what 
has been previously found: some of these diferences may be due 
to the focus on collaboration that we adopted, while others to the 
specifcity of the chatbot and the context in which it is deployed. 
If, on the one hand, this limits the generalizability of our fndings, 
on the other hand, it ofers a detailed account of how users collabo-
rate with an agent within a specifc real context of use. In the next 
section, we recount a few design implications emerging from our 
fndings. 

6 IMPLICATIONS FOR DESIGN 

6.1 Create a friendly and polite conversational 
environment and sustain the user’s 
willingness to collaborate with the chatbot 

We have found that in the customer care domain users may be 
willing to collaborate with chatbots to achieve their own situated 
goals. We have also seen that users using politeness dedicate more 
efort towards establishing a “positive conversational environment” 
despite the difculties, which may create optimal conditions for 
efective collaboration to occur, favoring the use of multiple col-
laborative strategies (Section 4.2.1). Instead, when politeness is 
not employed by users, the conversation may quickly deteriorate, 
as users’ expressions of anger and frustration can be difcult for 
the chatbot to handle (e.g., example 5): this may cause the user to 
abandon the conversation. A design opportunity is, therefore, to 
focus on designing chatbots able to create a friendly and polite 
conversational environment [11], which in turn will encourage 
users to do the same. Although our chatbot is designed to be po-
lite and friendly, the range of behaviors that it can express is very 
limited: the chatbot mostly greets and apologizes. Greetings and 
apologies are often employed in previous research [e.g., 44] but 
there is a lack of studies on how to leverage the politeness and 
friendliness strategies used in human-human social interactions 
[11]. Addressing the user by name, establishing a more personal 
conversation, responding properly to the polite manners of the 
user, employing social niceties, increasing the human likeness of 
the agent, and even engaging in brief sessions of small talk could 
be explored in customer care chatbot designs, even though these 
design strategies are not meant to increase productivity, which is 
the main goal in this domain [5, 27]. Such design strategies could 
contribute to creating a more comfortable conversational environ-
ment and preventing the negative feelings that may cause users to 
abandon the interaction [44]. In fact, one interlocutor’s manners 
can potentially reduce the other interlocutor’s feeling of annoyance 
and frustration [11], and also encourage them to utilize politeness 
as well. This is because people in communication tend to respond 
to the politeness of others by behaving in the same way and using 
the same types of politeness strategies [22]. However, small talk 
in particular should be used wisely, as of-topic conversations may 
lead task-focused chatbots to fail [11]. Moreover, it is important to 
sustain the user’s willingness to collaborate during the “turning 
points” of the conversation, where evolution may turn into devolu-
tion: early detection of such points may increase the chances that 
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they won’t abandon the conversation. In this perspective, cues could 
be e.g., the usage of emphasis and repetition, which may also signal 
non-collaboration. This would also mean designing with the aim 
of mitigating the user’s rising irritation by for example, expressing 
empathy [53, 79]. For instance, in example 17, when the user starts 
complaining about the impossibility of fxing their problem, the 
chatbot, instead of saying “Sorry,” could have expressed empathy, 
saying that it understands that its limited capabilities of compre-
hension can be frustrating, and that it too would be frustrated in its 
place. However, if the user is willing to rephrase their problem one 
last time with a little patience, the chatbot will try to understand it 
again and, if unsuccessful, refer it to a human operator. 

6.2 Guide the user in adopting the most 
opportune collaboration strategy 

We have seen that users may implement diferent collaborative 
strategies, either behavioral or conversational, at a given point of 
the conversation. Sometimes, they need to proceed through trial 
and error to fnd the right way to collaborate with the chatbot. 
The chatbot that we analyzed always suggests that the user refor-
mulates their sentence in simpler terms providing one-size-fts-all 
examples. However, on many occasions this instruction may be 
misleading because the user should apply complexifcation rather 
than simplifcation. This implication highlights the need to correctly 
direct the user towards the most useful kind of collaboration at 
the specifc point of the interaction. Previous research suggested 
that the chatbot could provide both examples and explanations of 
rules on how to interact with the agent to guide the user during 
the conversation [99]. Here, instead, we recommend that the chat-
bot takes the user’s sentence and highlights what is “wrong” in it 
(e.g., too complex syntax, too few words for identifying the topic, 
too many details provided), then suggesting a specifc conversa-
tional strategy to apply with ad hoc examples. In this sense, our 
fndings may be useful to identify common strategies employed by 
users that could be then recommended by the agent. In example 
9, for instance, the chatbot, instead of inviting the user to repeat 
the sentence in simpler worlds, could have recognized that they 
have written only two words (so further reducing them would not 
be desirable); then, it could have signaled to the user that some 
structure and more details are needed (e.g., a verb that specifes the 
action required from the agent). Greater transparency in contextu-
ally (i.e., at a specifc point of the conversation) explaining to the 
user how the chatbot works and what specifc terms, syntactical 
structures, or expressions it is unable to understand, as well as its 
limitations in language processing, would also make it easier for 
the user to understand how to correct their sentences. This would 
also help users in building a partner model [25] that better matches 
the chatbot’s actual capabilities. 

6.3 Make the user perceive that the 
collaboration is working even though the 
conversation is apparently not progressing 

In our corpus, we have seen that users are more likely to interrupt 
the collaboration if they see that multiple attempts fail in a row, 
without any apparent advancement (Section 4.2.1). It is important, 
therefore, to emphasize that, despite the fact that single attempts 
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may not work, the collaboration between the user and the chatbot 
is ongoing and is making progress, despite repeated failures. This 
suggests that the chatbot avoids repeating the same sentences, 
but always builds on what the user has immediately done or said 
before, highlighting progress and opportunities for advancing. For 
instance, in example 11, rather than simply stating “Sorry, I didn’t 
quite understand your request....” the chatbot could have responded: 
“Sorry, I see that you are mentioning the promotion TIM Base 
new, but I cannot understand what you want.” This would make the 
user realize that some parts were understood and that progress is 
possible. Moreover, reverting to earlier stages of the conversation 
should only be done at the explicit confrmation or request of the 
user (e.g., “Can we go back to the topic xxx”?): otherwise, the sense 
of stasis would likely be increased. For instance, in example 17 
the chatbot, almost at the end of the conversation, prompts the 
same sentence that it prompted at the beginning of the interaction 
(“You can check the status of your order, or request a change and/or 
cancellation: [. . .]”): this might make it seem to the user that really 
no progress has been made during the whole conversation. Showing 
that the chatbot is aligning with the user’s language could further 
strengthen the perception that it is also striving towards making 
the conversation proceed: previous research has shown that users 
align more strongly when they have reason to believe that the 
conversational agent is also aligning to them [87]. 

7 LIMITATIONS 
The chatbot we employed has limitations in its Natural Language 
Processing capabilities and the “responsibility” for collaboration 
was mostly in the hands of the user. The chatbot was able to ask 
for the reformulation of a sentence, to ofer alternative options 
to which the user could adhere, and to propose performing a task 
together following a predetermined task fow. However, this is quite 
far from an “intelligent” agent really capable of utilizing diferent 
cooperative strategies according to the situation. Despite this limi-
tation, the users showed that they were not only able of performing 
collaborative strategies but that they also put efort in it. This may 
signal that the customer care domain is a fertile ground for lever-
aging the users’ disposition towards cooperating and “working 
together” with an artifcial agent. 

A second limitation is that it is questionable that our fndings 
would be generalizable across diferent cultures, given that our 
analysis is limited to the Italian population. Moreover, we only 
examined the conversations with a single chatbot, so other agents 
with diferent abilities or being used within diferent contexts (e.g., 
a customer care chatbot of an online marketplace) could lead to 
diferent results. In fact, we have seen that certain peculiarities in 
our fndings with reference to previous research may be due to the 
specifc needs that our users had, as well as to the chatbot’s design 
features and the company’s customer service characteristics, which 
may limit our fndings’ generalizability. However, as for all qualita-
tive research the value of our analysis lies mainly in providing a 
detailed account of how people interact within a specifc context 
to satisfy their specifc needs. To increase the generalizability of 
the study fndings, similarly conversation logs from other chatbot 
services should be analyzed. 

Finally, the analyzed data did not include any user refections on 
their cooperative behavior, only the conversations themselves. For 
this, it is possible that the inferences we made on certain conversa-
tional behaviors might not correspond to what the user experienced 
during that interaction. Diferent interpretations of their behavioral 
traces are possible since there is no data from the users on how they 
intended their language use. However, we think that the value of 
our analysis is precisely to address real-world conversations rather 
than e.g., ex-post users’ reports on their behaviors. Future work 
could then compare the analysis of conversations with the users’ 
opinions about such conversations to identify correspondences and 
misalignments. 

8 CONCLUSION 
In this paper, we ofered a detailed recount of how people collabo-
rate with a task-focused chatbot in the telecommunication domains. 
We identifed two main aspects of collaboration, behavioral and 
conversational, and for each aspect we highlighted the diferent 
strategies that users utilize to “work together” with the agent. The 
strategies identifed span from user commitment to acceptance of 
the chatbot’s proposals and their willingness to behave “favorably” 
towards the chatbot, to language complexifcation and simplifca-
tion, as well as abstraction, reformulation, and correction of their 
sentences. Collaboration may also show dynamics of evolution and 
devolution, from collaboration to non-collaboration and vice versa. 
On the basis of these fndings, we identifed diferences and similari-
ties with previous research and proposed several design suggestions 
that aim to sustain the user’s willingness to collaborate with the 
agent, drive the user to adopt the most opportune collaborative 
strategy, and make them perceive that collaboration is progressing, 
despite possible failures. 
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