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1 Introduction

Despite many efforts, solving an interacting gauge theory in 4D still remains an unsolved
problem. At the same time there is a number of exact non-perturbative results available
in the maximally supersymmetric gauge theory in 4D. Even though this theory has a large
number of symmetries, it is still a highly nontrivial interacting theory, which generates
physically significant observables interpolating between a free 4D QFT at λ = 0 and
the dynamics of a classically integrable 2D string worldsheet at strong coupling. In fact,
integrability was also noticed on the QFT side first in two different regimes, [1, 2] and [3],
which are now understood to be related by a unified non-perturbative quantum integrable
structure known as Quantum Spectral Curve (QSC) [4, 5]. It is believed that integrability
governs all observables at least in the planar limit, and could be used to solve the full
theory.

At the moment, the status of this program is the following. The QSC unlocks the non-
perturbative spectrum of anomalous dimensions of all single trace operators. In order to
solve the planar theory, one would also need to understand how to compute all correlation
functions at finite λ. At weak coupling, the Hexagon formalism [6–9] allows to effectively
reformulate the computation of Feynman diagrams into a simpler diagrammatic descrip-
tion involving the scattering of “magnons”. For generic correlators, the complexity of this
method still grows exponentially with the order in perturbation theory. Nevertheless, in
some regimes of infinitely heavy operators there was some progress in resumming the series
recently, e.g. [10–13]. There are two other approaches trying to tackle the finite coupling re-
gion for general operators — one based on the Separation of Variables method (see [14–21]
for recent progress), and another based on a combination of Integrability with the Numer-
ical Conformal Bootstrap (NCB) [22, 23], started in our previous paper [24].1 In this work
we continue developing this approach — which we call “Bootstrability”. It incorporates
both new exact analytical results and new numerical techniques.

In this paper we study the same observables as in our previous paper [24] — namely
operator insertions on an infinite, straight 1

2 -BPS supersymmetric Wilson line in N=4
SYM. They define a set of correlators respecting the properties of a 1D CFT [31]. These
physical observables have been investigated intensively in the past few years with a wide
variety of methods, from string and gauge theory computations to localisation, integrability
and the conformal bootstrap [17, 30–44] (for less supersymmetric setups see e.g. [45–47]).
Beside being interesting for the connection to the study of general Wilson loops, this setting
is also a convenient laboratory to develop exact methods. For example, operators inserted
on Wilson lines are simpler to study in the SoV approach [16], since they naturally have
twisted boundary conditions. Moreover, the 1D defect CFT is a very nice setup to start
experimenting with Bootstrability, since we can just restrict to the ’t Hooft large N limit
and it is still described by a consistent 1D CFT.

A recent important advance was the adaptation of the QSC to describe the spectrum
of the defect CFT in the planar limit [40, 48, 49]. The approach we started in [24] is

1In different contexts unrelated to gauge theories, the integration of NCB with exact spectral data
coming from integrability was also used, see e.g. [25, 26] and similar ideas in [27–29].
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Figure 1. The square OPE coefficient C2
1 of two protected line deformation operators Φ⊥ into the

non-protected one Φ||, as a function of the coupling g. The thickness of the solid lines gives the
allowed regions for C2

1 for different methods. The yellow dashed lines give the weak coupling (5.48)
and strong coupling [30] analytic expansion. The four tiles are magnification of the previous one of
a factor of 25. The blue domain is the previous result of [24] where only two states were included.
The green domain includes 10 states and one integrated correlator while the red one includes both
the constraints.
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to exploit the knowledge of the exact spectrum to extract maximal information from the
NCB. In particular, we showed how the knowledge of only two non-protected states in the
spectrum allows to deduce (with rigorous NCB methods) a very narrow numerical estimate
for an OPE coefficient involving the simplest non-protected operator.2

The main new ingredient of this paper are two new integrated correlator constraints [50],
which greatly increase the precision of our estimates. This new insight comes from the
knowledge about the spectrum of the deformed observable with a defect — such as cusp or
a parameter change. Conceptually, this is similar to what was observed for the bulk N=4
SYM theory, where integrated correlator relations were deduced from localisation [51] in a
deformed model, and proved to be very constraining in the bootstrap [52].

We reserve the derivation of these integral relations to [50], where we consider the
deformation obtained by forming a cusp (in this case a discontinuity) in R-space on the
line. This is associated to the cusp anomalous dimension [53, 54], which can be studied
with integrability in this context [32, 33, 55]. It was showed in [36] that deformations of
the contour of a Wilson loop — in physical or R-space — are equivalent to summing over
integrated correlators on the undeformed loop (see for instance [36, 56–58]). In a certain
limit, we obtain a nontrivial identity relating an integrated 4-point function in the 1D CFT
to quantities in the cusp setup known from integrability. Considering similar arguments
but a different deformation, we obtained a second independent relation, giving a total of
two new constraints.

We show that including the new constraints in the Bootstrability approach leads to a
huge gain in precision, illustrated in figure 1. We also introduce new tricks on the numerical
side of the analysis, allowing us to incorporate knowledge from more states of the spectrum
and to deduce new results for the OPE coefficients involving excited states.

Furthermore, we also develop an analytic bootstrap approach at weak coupling (in-
spired by a similar strategy at strong coupling [30], but now including input from integra-
bility as well as the new integrated correlator constraints). With this method, we obtain
a 4-loop prediction for the leading OPE coefficient, fusing two protected line deformation
operators Φi

⊥ into one non-protected operator Φ||,

C2
1 (g) =2g2 −

(
24− 4π2

3

)
g4 +

(
320− 16π2 + 48ζ3 −

76π4

45

)
g6

−
(

4480− 832π2

3 + 256ζ3 −
224π4

15 + 880ζ5 −
64π6

45

)
g8 +O(g10) .

We also give the analytic expression at 2 loops for a 4-point correlation function (5.46).
The rest of this paper is organised as follows. In section 2, we describe the main setup,

and the new integrated correlator constraints are presented in section 3. Section 4 contains
a detailed discussion of numerical Bootstrability illustrating our main results bounding
three OPE coefficients, while section 5 develops the analytical approach at weak coupling.

2More precisely, the spectrum is not the only input we use. As discussed here in section 2.2.2, we also
use the exact knowledge of an OPE coefficient involving a supersymmetric operator, which was obtained
through localisation [37].
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Finally, in section 6 we summarise the results and discuss future directions. The appendices
contain technical details as well as data for the spectrum of the first 10 states and numerical
bounds for three structure constants.

2 Setup

In this section we describe in detail the setup. First, we introduce the supersymmetric
Wilson line, and its important deformation obtained by forming a cusp, defining two crucial
quantities — the Bremsstrahlung and Curvature functions. We then introduce the 1D
defect CFT, and present the conformal data for the spectrum from [24] to be used in the
following. Finally, we describe the conformal bootstrap problem considered in the rest of
the paper.

2.1 The line CFT and the cusp as its deformation

The line defect. The defect CFT we consider lives on an infinite supersymmetric Wilson
line in four dimensional N = 4 SYM. This is the so-called Maldacena-Wilson line (MWL),
defined as

W = TrW+∞
−∞ , with W+∞

−∞ ≡ P exp
∫ +∞

−∞
dt (i Aµẋµ + Φ|||ẋ|) , (2.1)

where P is the path-ordering and xµ(t) is the parametrisation of a straight line. Here Φ||
denotes one scalar field out of the six real scalars of the theory. The five remaining scalars,
that do not couple to the line, are denoted as Φi

⊥ with i = 1, · · · , 5. The MWL preserves
the following symmetries of the full theory:

• Spacetime symmetries. The 4D conformal symmetry is broken in presence of the
MWL. However, there is an SO(3) symmetry of physical rotations about the line.
Additionally, the 1D conformal group SO(1, 2) is preserved along the line.

• R-symmetry. Since the MWL couples to only one of the six scalars, the SO(6)
R-symmetry of the parent theory is broken to SO(5) in the defect theory. This
symmetry represents the flavour symmetry which allows one to rotate the five scalars
Φi
⊥ orthogonal to the line.

• Supersymmetry. The MWL is a 1/2-BPS observable since preserves half of the
supersymmetries. This implies that its expectation value is trivial and it is given by
〈W〉 = 1 [59–61].

Altogether, the 1/2-BPS MWL preserves a OSp(2, 2|4) subgroup of the superconformal
symmetry PSU(2, 2|4) of the full theory.

The cusp. An important integrable deformation of the 1
2 -BPS MWL can be constructed

by introducing a cusp, see figure 2, where two semi-infinite lines connect. In general this
is defined as

W< ≡ Tr
[
W 0
−∞(0, 0)W+∞

0 (φ, θ)
]
, (2.2)

– 4 –
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Figure 2. Two semi-infinite Wilson rays meet at the origin at a cusp. This is a cusp both in
physical as well as R-space. The physical cusp is parametrised by the angle φ subtended by the
second ray on the first. The “internal” angle θ represents a change in the scalar polarisation.

where the second infinite segment is rotated both in space-time with angle φ, as well as in
the space of scalar couplings with an internal angle θ. Without loss of generality, choosing
planes for these rotations we can write

W t2
t1 (φ, θ) = P exp

∫ t2

t1
dt

[
i Aµẋ

µ(t) + (Φ|| cos θ + Φ1
⊥ sin θ) |ẋ(t)|

]
, (2.3)

x(t) =
(
t cosφ, t sinφ, 0, 0

)
. (2.4)

The MWL with a cusp is no longer finite and scales with both UV and IR regulator.
In other words it is associated to an anomalous dimension (the cusp anomalous dimension)
defined through its divergence,

〈W< 〉 ∼
( ΛIR

ΛUV

)−Γ(g,φ,θ)
, (2.5)

where ΛUV, ΛIR are UV and IR cutoffs, respectively, screening the points 0 and∞. Γ(g, φ, θ)
is called the generalised cusp anomalous dimension. It was introduced and studied at weak
and strong coupling in [62]. A set of TBA equations for it was introduced in [32, 33] and
reformulated using the QSC in [55], which allowed for its non-perturbative analysis.

In the near-BPS limit φ → ±θ, the generalised cusp anomalous dimension at order
(φ− θ)2 is given by

Γ(g, φ, θ) = cosφ− cos θ
sinφ Γ(1)(g, φ)+

(cosφ− cos θ
sinφ

)2
Γ(2)(g, φ)+O((cosφ−cos θ)3) . (2.6)

The first coefficient corresponds to the generalised Bremsstrahlung function originally com-
puted at any coupling in [63, 64] by relating this observable to expectation values of 1

4 -BPS
Wilson loops accessible with localisation techniques [60, 65–67]. The result was later re-
produced and extended to an infinite family of observables from integrability in [68, 69]
and then checked at strong and weak coupling in [70, 71]. It reads

Γ(1)(g, φ) ≡ 2φ
1− φ2

π2

Bφ(g) = 2φg√
π2 − φ2

I2
(
4g
√
π2 − φ2

)
I1
(
4g
√
π2 − φ2

) , (2.7)

where In(x) is the modified Bessel function of the first kind.

– 5 –
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The second coefficient in (2.6) was computed analytically in [55] using the QSC for-
malism. It can be written in terms of the following double contour integral

Γ(2)(g, φ) =−1
2

∮
dux
2πi

∮
duy
2πi uxuy

[
D+(x, y)K+φ(ux − uy)+D0(x, y)K0(ux − uy)

+D−(x, y)K−φ(ux − uy)
]

≡ φ2Cφ(g) ,

(2.8)

where both integrals run clockwise around the cut [−2g, 2g], and we are using the Zhukovsky
parametrisation ux = g(x+1/x), and similarly for uy and y. The kernels D andK are given
in appendix A. In the following we will refer to this observable as generalised Curvature
function Cφ(g).

In this paper we will focus on the case in which the euclidean angle φ is set to zero and
θ is small. This corresponds to an expansion close to 1/2 BPS Wilson line. Considering
that the coefficients appearing in (2.6) scale at small φ as follows,

Γ(1) ∼ 2φB(g) +O(φ3) and Γ(2) ∼ φ2C(g) +O(φ4) , (2.9)

we have

Γ(g, φ = 0, θ → 0) = B(g) sin2 θ + 1
4 (B(g) + C(g)) sin4 θ +O(sin6 θ) , (2.10)

where B, simply called the Bremsstrahlung function, is given by

B(g) = g

π

I2(4πg)
I1(4πg) , (2.11)

and C is the Curvature function3 [55]

C(g) = −4B2(g)− 1
2

∮
dux
2πi

∮
duy
2πiK0(ux − uy)F [x, y] . (2.12)

This result is obtained by carefully taking the φ → 0 limit of the generalised expres-
sion (2.8), with the integrands defined in appendix A. Solving the integral (2.12), one can
compute the perturbative expansion of the curvature function at weak coupling,

C = 4g4 −
(

24ζ3 + 16π2

3

)
g6 +

(
64π2ζ3

3 + 360ζ5 + 64π4

9

)
g8

−
(

112π4ζ3
5 + 272π2ζ5 + 4816ζ7 + 416π6

45

)
g10

+
(

3488π6ζ3
135 + 2192π4ζ5

9 + 9184π2ζ7
3 + 63504ζ9 + 176π8

15

)
g12 +O

(
g14
)
, (2.13)

and at strong coupling

C =
(
2π2 − 3

)
g

6π3 + −24ζ3 + 5− 4π2

32π4 + 11 + 2π2

256π5g
+ 96ζ3 + 75 + 8π2

4096π6g2

+ 3
(
408ζ3 − 240ζ5 + 213 + 14π2)

65536π7g3 + 3
(
315ζ3 − 240ζ5 + 149 + 6π2)

65536π8g4 +O

( 1
g5

) ,
(2.14)

3It is denoted by f2(g) in [55].
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matching the first two perturbative orders obtained by direct field theory and string theory
computations in [62]. The expression at strong coupling is a new result of this paper.

2.2 1D CFT on the line

The focus of our study is the 1D CFT that lives on the 1/2-BPS MWL [31]. Its correlation
functions are defined by the expectation values of operator insertions on the line

〈〈O1 (t1)O2 (t2) · · ·On (tn)〉〉 ≡ 〈Tr PO1(t1)O2(t2) . . . On(tn)W+∞
−∞ 〉/〈W+∞

−∞ 〉 , (2.15)

where Oi are composite fields transforming in the adjoint representation of the gauge group.
It descends from the embedding in N=4 SYM that such correlators satisfy the properties
of n-point functions of a 1D conformal field theory [31].

The states of the CFT live in unitary representations of the OSp(2, 2|4) symmetry
left unbroken by the defect. Thus, they can be organised in superconformal multiplets
labelled by four quantum numbers — the scaling dimension ∆ associated with the 1D
conformal group, the sp(4) ∼= so(5) Dynkin lables [a, b] associated with the R-symmetry,
and the spin s associated with su(2) ∼= so(3) symmetry of rotations about the line. These
representations were classified in [72, 73].

In particular, the CFT admits 1
2 -BPS multiplets denoted as Bk, whose superconformal

primaries have the quantum numbers

{∆, [a, b] , s} = {k, [0, k] , 0} , k ∈ Z . (2.16)

The conformal dimension of these operators is protected by supersymmetry. Two of such
multiplets play an important role in our setup, which is the same considered
in [30, 34, 37, 73].

First is the multiplet B1. This contains the simplest superconformal primary operators
of the theory, corresponding to the orthogonal scalars Φi

⊥, i = 1, . . . , 5, and is also known
as the displacement multiplet. In fact, it contains the components of the field-strength
corresponding to the displacement operator associated to translations perpendicular to the
Wilson line. Furthermore, the primary operators Φi

⊥ can be seen as displacement operators
corresponding to broken symmetries in R-space.

The other important multiplet for our analysis is B2, which contains the superconformal
primary operators Φ{i⊥Φ j}

⊥ −
1
5δ
ij(Φ⊥ · Φ⊥) of protected dimension 2.

In addition there are the long multiplets which in principle preserve no supercharges.
They are denoted by L∆

s,[a,b] with the indices corresponding to the quantum numbers of the
primary. For long operators, ∆ is a non-trivial function of the coupling g.

In [37], several selection rules for the OPE in the CFT were deduced. In particular,
the following will be relevant for us: at finite coupling,

B1 × B1︸ ︷︷ ︸
OPE

= I + B2 +
∑
∆>1
L∆

[0,0] , (2.17)

where I denotes the identity multiplet, and L∆
0,[0,0] are the non-protected multiplets trans-

forming as singlets under the global SO(5) × SO(3) symmetry. There are infinitely many

– 7 –
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multiplets with such quantum numbers, all with unprotected scaling dimensions. As shown
in (2.17), the whole infinite set of such multiplets can appear in the fusion of two operators
in the displacement multiplet, and this is the basis of the bootstrap problem discussed in
section 2.2.2.

2.2.1 Spectrum

The QSC method was shown to be applicable to compute the spectrum of such neutral
operators in [40], where the non-perturbative scaling dimension of the lightest state was
obtained. The QSC equations relevant to this case descend from the ones written down for
the cusped Wilson line in [55]. In fact, as first noticed in a special limit in [16], the cusp
QSC equations admit infinitely many solutions corresponding to operator insertions at the
cusp with the same quantum numbers as the vacuum. Then, in [40] it was found how to
take the non-trivial straight-line limit to describe states of the defect CFT.

It is currently understood that solutions of the QSC equations in [40] are in one-to-
one correspondence with the multiplets L∆

0,[0,0]. A systematic way to find solutions with
∆ > 1, by first solving the equations at weak coupling, was developed in [48], giving
access to an infinite family of states, and a generalisation of these techniques to the entire
singlet sector of the defect CFT was developed shortly after [24, 49]. A plot of 35 states
in the spectrum in the singlet sector was presented in [24]. Details of the setup and of the
nontrivial techniques to find excited state solutions of the QSC will be provided elsewhere,
along with a generalisation to long operators which carry a non-zero R-charge [49].

In the analysis of this paper, we will need the values of the lowest lying 10 states in
the singlet sector cf. figure 3. Perturbative data for these states are given in appendix D.1.
Their numerical values with at least 12 digits precision are listed for several values of the
coupling constant in appendix D.2. Both the perturbative and numerical data are also
shared in a Mathematica notebook attached to this paper. Inclusion of the other states
does not seem to lead to a significant improvement of the bounds obtained in this paper.

2.2.2 Conformal bootstrap setup

Following [34, 37], we study the 4-point function of four identical scalars polarised in the
same direction, which we take for definiteness to be Φ1

⊥. Due to conformal symmetry, their
correlator can be written in terms of a function of a single variable4

〈〈Φ1
⊥(x1)Φ1

⊥(x2)Φ1
⊥(x3)Φ1

⊥(x4)〉〉 = G(x)
(
〈〈Φ1
⊥(x1)Φ1

⊥(x2)〉〉 〈〈Φ1
⊥(x3)Φ1

⊥(x4)〉〉
)
,

(2.18)
where we normalised by the 2-point functions 〈〈Φi

⊥(xi)Φj
⊥(xj)〉〉 ∝ x−2

ij δij , and introduced
the cross ratio:

x ≡ x12x34
x13x24

, xij ≡ xi − xj . (2.19)

The invariance under the cyclic relabeling (1234)→ (2341) gives the crossing equation:

x2G(1− x)− (1− x)2G(x) = 0. (2.20)
4See appendix B for a covariant expression in the R-symmetry indices.

– 8 –
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Figure 3. The first 10 lowest-lying states of the spectrum computed with the QSC. These levels
will be the input in the bootstrap algorithms of this paper. For a plot including 35 states, see [24].
In this paper, we label these states, for any given value of the coupling, as {∆n}, ordered as
∆n < ∆n+1.

To setup a bootstrap problem we decompose the correlator using the OPE. To take into
account supersymmetry, it is best to use superconformal blocks. We follow the results
of [37]. To write down the superconformal OPE, it is convenient to parametrise the 4-point
function as

G(x) = F x2 + (2x−1 − 1)f(x)−
(
x2 − x+ 1

)
f ′(x) , (2.21)

where the function f(x) satisfies crossing in the form

x2f(1− x) + (1− x)2f(x) = 0 . (2.22)

In the following it is convenient to notice that the crossing-invariant combination G(x)/x2

is a total derivative:
G(x)
x2 = ∂x

(
Fx−

(
1− 1

x
+ 1
x2

)
f(x)

)
. (2.23)

In this paper, we use the following notation for the spectrum of non-protected operators
{∆n}∞n=1 — each level denoting the lowest scaling dimension in a multiplet L∆n

0,[0,0]. We
will order the states according to ∆n < ∆n+1.5 We denote the corresponding OPE coeffi-
cients as

Cn ≡ CΦ1
⊥, Φ1

⊥, L
∆n
0,[0,0]

. (2.24)

5Notice that there are some level crossings in the spectrum, see figure 3. We keep our naming convention
separately for each value of g.
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The OPE decomposition is:

f(x) = FI(x) + C2
BPS FB2(x) +

∑
n

C2
n F∆n(x) , (2.25)

where the superconformal blocks are

FI(x) = x , (2.26)
FB2(x) = x− x 2F1(1, 2, 4;x) , (2.27)

F∆(x) = x∆+1

1−∆ 2F1(∆ + 1,∆ + 2, 2∆ + 4;x) , (2.28)

and Cn are OPE coefficients for the non-protected states, which are nontrivial functions
of the coupling and the main objective of our work. Finally, the constant F and the OPE
coefficients corresponding to the B2 block are related as F(g) = 1 + C2

BPS(g), and this
OPE coefficient was fixed by comparison with a topological observable computable with
localisation [34, 37]. The result reads

F(g) = 1 + C2
BPS(g) = 3I1(4gπ)

((
2π2g2 + 1

)
I1(4gπ)− 2gπI0(4gπ)

)
2g2π2I2(4gπ)2 , (2.29)

which can also be recast in terms of the Bremsstrahlung function:

F(g) = 3(g2 − B(g))
π2(B(g))2 . (2.30)

The conformal bootstrap constraint, arising from the compatibility of the OPE decompo-
sition with crossing, takes the form:∑

n

C2
n G∆n(x) + Gsimple(g, x) = 0 , (2.31)

where we introduced the crossed superconformal blocks

G•(x) ≡ (1− x)2F•(x) + x2F•(1− x), • ∈ {I,B2,∆} , (2.32)

and Gsimple(g, x) is an explicitly known function:

Gsimple(g, x) ≡ GI(x) + C2
BPS(g) GB2(x) . (2.33)

The bootstrap constraint (2.31) contains two sets of nontrivial quantities: the scaling
dimensions and OPE coefficients {Cn} for the nontrivial operators. In our approach, we
take advantage of the fact that integrability effectively solves the problem of computing
the spectrum, and focus on determining the OPE coefficients. In the following section we
present two new exact relations involving this correlation function.

3 Integrated correlators

The main new ingredient of this paper is the inclusion of the constraints on the 4-point
function G(x) arising from integrable deformations of the straight line (in addition to the
spectral data coming from the QSC which were already used in [24]). In this section we
describe in detail these constraints, which take the form of integrals over the cross ratio
for the amplitude G(x) or, equivalently, f(x).

– 10 –
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3.1 New integral constraints

We claim that the 4-point correlator introduced in section 2.2.2 satisfies two integral iden-
tities involving the Bremsstrahlung and Curvature functions [50]:

Constraint 1:
∫ 1

0
δG(x)1 + log x

x2 dx = 3C− B
8 B2 , (3.1)

Constraint 2:
∫ 1

0
dx
δf(x)
x

= C
4 B2 + F− 3 , (3.2)

where δG(x) ≡ G(x) − G(0)
weak(x), δf(x) ≡ f(x) − f (0)

weak(x), and G(0)
weak, f

(0)
weak are the zero-

coupling values:

f
(0)
weak(x) = 2x+ x

x− 1 , G
(0)
weak(x) = 2(x− 1)x+ 1

(x− 1)2 , (3.3)

which can be easily deduced from free field theory, i.e.,

G
(0)
weak(x)
x2

12x
2
34

= 1
x2

12x
2
34

+ 1
x2

14x
2
23
. (3.4)

We notice that both integrals are convergent at finite g, as

δf(x) ' (3− F)
2 x2, δG(x) ' C2

1x
∆1 + (4F− 9)

5 x2, x→ 0, (3.5)

δf(x) ' (F− 3)
2 , δG(x) ' C2

1 (1− x)∆1−2 + (4F− 9)
5 , x→ 1, (3.6)

where corrections are O(x∆1+1) for x ∼ 0, O((1−x)∆1−1) for x ∼ 1 (where at finite coupling
1 < ∆1 < 2), as follows from the OPE (2.25) and crossing symmetry. Using (2.23) and
integrating by parts, (3.1) can also be rewritten in terms of f(x) as∫ 1

δx
δf(x)

(1
x

+ 1
x3

)
dx− 1

2(F− 3) log δx − F + 3 = 3C− B
8 B2 , (3.7)

in the limit of δx → 0+. We see that the divergence in (3.7) cancels as a consequence of
(3.5).

Heuristic explanation of the integral relations. While a detailed proof will be pre-
sented in [50], let us discuss here the main steps. The existence of the constraints is based
on a general principle [36]:

Every deformation of a Wilson line can be parametrised in terms of integrated corre-
lators on the original line.

This follows from the fact that operator insertions represent infinitesimal, localised de-
formations. Any general deformation (both in space-time as in R-space) can be approached
through a series of integrated correlators (see [36] for a systematic treatment of a spacetime
deformation in perturbation theory).

To deduce the constraints (3.1) and (3.2), we analyse two special types of deformations
in R-space, which, at leading order, are related to integrated values of 〈〈Φi

⊥Φi
⊥〉〉. This was

– 11 –
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shown in [63], leading to the first determination of the Bremsstrahlung function B. The
constraints (3.1) and (3.2) arise from the extension of this analysis to the next order in the
deformation parameters, as we describe in more detail below.

First, we consider the deformation obtained by forming a cusp in R-space: i.e., we
switch on the internal angle θ on half of the line, as discussed in section 2.1, while keeping
φ = 0. As shown in [63], at order O(θ2) this connects the integrated values of 〈〈Φi

⊥Φi
⊥〉〉 to

B arising from the expansion of the cusp — fixing in this way the normalisation the 2-point
function. We extended the analysis to the next order O(θ4), finding a relation between the
Curvature function (2.12) and integrated 4-point functions of Φi

⊥. It will be shown in [50]
how this leads to a linear combination of the two constraints (3.1) and (3.2).

A second important deformation of the line is the 1
4 -BPS deformation defined in [66].

This is defined by an explicit parameter ϑ in the gauge connection. On a circular contour,
the expectation value is known explicitly for any value of g and of the deformation pa-
rameter [66, 67]: it is equivalent to the vev on a 1

2 -BPS MWL, with a redefinition of the
coupling g → g′ = g cosϑ. The perturbative expansion in O(ϑ) generates a series of identi-
ties for correlators of Φi

⊥, now integrated on the circular 1
2 -BPS line. At order O(ϑ2), one

again finds integrated 2-point functions, and this observation allowed the authors of [63] to
compute B. Extending the analysis to the next order in ϑ leads to a second independent
linear combination of the constraints (3.1), (3.2).

While the above discussion sketches the main physical intuition, the full derivation of
the constraints at finite coupling requires careful treatment. In fact, integrated correlators
generated in these expansions produce UV divergences, which should be removed through a
consistent regularisation scheme while preserving the symmetries of the setup. The deriva-
tion at finite coupling requires the use of next-to-leading order conformal perturbation
theory, and will be presented in [50].

3.2 Tests of the relations at strong coupling

Strong coupling results for the 4-point function were recently obtained using the functional
analytic bootstrap in [30], where results for f(x) and G(x) to the first five orders at large
g, where these functions expand as

G(x) =
∞∑
`=0

G
(`)
strong(x)
(4πg)` and f(x) =

∞∑
`=0

f
(`)
strong(x)
(4πg)` g →∞ . (3.8)

The first terms for the four-point function G are

G
(0)
strong(x) = ((x− 1)x+ 1)2

(x− 1)2 ,

G
(1)
strong(x) = x2((x− 1)x(x(2x− 5) + 4) + 2) log(x)− 2(x− 1)((x− 1)x+ 1)2

(x− 1)3

+
(
−2x4 + x3 + x− 2

)
log(1− x)

x
,

(3.9)
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and for the reduced correlator f are

f
(0)
strong(x) ≡ x2

x− 1 + x ,

f
(1)
strong(x) ≡ 2(x+ 1) log(1− x)(x− 1)3 − 2x(2x− 1)(x− 1)− 2(x− 2)x3 log(x)

(x− 1)2 .

(3.10)

The remaining orders up to ` = 4 can be found in the supplementary material of [30].
Plugging these results into the l.h.s. of the constraints and performing the integrations,
one finds, from (3.1),

− 3
16πg −

3(24ζ3 + 7)
256π2g2 − 3(144ζ3 + 7)

2048π3g3 − 9(352ζ3 − 49)
32768π4g4 + · · · = 3C− B

8 B2 , (3.11)

while (3.2) yields

2π2 − 21
24πg + 4π2 − 7− 24ζ3

128π2g2 + 10π2 + 83− 144ζ3
1024π3g3 + 40π2 + 867− 1056ζ3

16384π4g4 +· · · = C
4 B2 +F−3 .

(3.12)
These relations can be easily verified using the strong coupling expansions of (2.11), (2.30)
and (2.14).

3.3 Tests at weak coupling

The functions G(x) and f(x) also have a regular expansion at weak coupling,

G(x) =
∞∑
`=0

G
(`)
weak(x) g2` and f(x) =

∞∑
`=0

f
(`)
weak(x) g2`, g → 0 , (3.13)

which furthermore should have a finite radius of convergence. Indeed, the general expec-
tation for observables in planar N=4 SYM is that the radius of convergence is |g| < 1

4 ,
see [74–76]. The leading order of this expansion is given in (3.3), while the next-to-leading
order is [77]

f
(1)
weak(x) = 2x

3(1− x)
(
6Li2(x) + 3 log(1− x) log(x)− π2x

)
, (3.14)

G
(1)
weak(x) =

(
−2x− 2

x− 1

)
log(1− x) +

(2x((x− 1)x+ 1)
(x− 1)2 + (2− 4x) log(1− x)

(x− 1)2

)
log(x)

+2
(
π2x2 + (6− 12x)Li2(x)

)
3(x− 1)2 . (3.15)

Plugging (3.3), (3.14) into the second integral relation (3.2) and computing the integrals,
we get a perfect match with the expansion of the r.h.s.,

0× g0 +
(

2π2

3 − 6ζ3

)
g2 +O(g4) ' C

4 B2 + F− 3 , g → 0. (3.16)

Verifying the first integral relation (3.1) in this regime, however, is more subtle. In fact,
plugging the weak coupling expansion of G(x) into the l.h.s. of (3.1) leads, order by order
for ` > 0, to integrals of the form∫ 1

0
G

(`)
weak(x)1 + log x

x2 dx , (3.17)
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which are log-divergent. The reason is that at weak coupling ∆1 → 1, which creates
additional divergences at each given order in g → 0 due to the correction terms in (3.5). On
the other hand, the integral

∫ 1
0 δG(x)1+log x

x2 dx is perfectly convergent at finite coupling, and
— after computing the integral at the non-perturbative level — the result can be expanded
giving rise to a well-behaved weak coupling expansion (which, however, contains also one
negative power of the coupling). We will explain this point in detail in section 5.2, where
we will also use the integral relations for the analytic evaluation of the structure constants.

4 Numerical Bootstrability

The bootstrap constraint (2.31) presents us with a functional equation linear in the OPE
coefficients, depending parametrically on the spectrum.

The equation is linear in the OPE coefficients — which are our only unknowns since
we know the spectrum from the QSC. Nevertheless, we are still faced with two challenges.
First, while integrability allows us in principle to compute the scaling dimension of any
state, in practice we can only focus on a finite number of them.6 This means we need a
controlled way to truncate the bootstrap constraint to a finite number of levels. Secondly,
we need to deal with the functional nature of the equation. The Numerical Conformal
Bootstrap (NCB) approach allows us to solve these challenges and obtain rigorous bounds.
Here we describe a number of possible NCB algorithms which incorporate knowledge of
the spectrum, in increasing degree of complexity. We will then describe how to include the
new integral relations in this setup, which will lead us to the main numerical results of the
paper.

4.1 Basics

Let us start by reviewing well known aspects of the modern NCB. Excellent reviews are
availalble [22, 78, 79], so we keep the discussion short.

The linear functionals approach. The 1D CFT we are dealing with is unitary (which
descends from the ambient theory N=4 SYM), which implies that C2

n ≥ 0. In the NCB
approach for unitary theories, one exploits this fact to turn the bootstrap equation into a
set of inequalities, which bound the conformal data.

A convenient way to deduce such constraints is to act on the bootstrap equation (2.31)
with a linear functional, which transforms functions of the cross ratio x into numbers. One
typically considers functionals obtained as linear combinations of derivatives acting on a
specific point, for example7

α [F (x)] ≡
Nder/2∑
n=0

An ∂
2n
x F (x)|x= 1

2
, (4.1)

6It is an interesting challenge to understand how to use the QSC formalism to deduce global properties
of a spectrum (e.g., the asymptotic density of states or expansions around large quantum numbers).

7We consider only even derivatives, since we will act with these functionals on crossed conformal blocks
G∆ at x = 1

2 . For an odd number of derivatives the action is trivial: ∂2n+1
x G∆(x)|x= 1

2
= 0.

– 14 –



J
H
E
P
0
5
(
2
0
2
2
)
1
6
4

for some coefficients ~A, where the point x = 1
2 is chosen because it guarantees maximal con-

vergence of the OPE. The value of Nder ∈ 2N gives a truncation on the space of functionals
and will be a parameter in the approach.

Acting with α on the bootstrap constraint (2.31), we get a linear equation for the OPE
coefficients ∑

n

C2
n α [G∆n ] + α [Gsimple] = 0 , (4.2)

where the cross-ratio dependence is removed, and G∆, Gsimple are defined in (2.32), (2.33).
Given a functional of the form (4.1), this concretely is rewritten as∑

n

C2
n

(
~A · ~V∆n

)
+
(
~A · ~Vsimple

)
= 0 , (4.3)

which is true for arbitrary coefficients ~A = (A0, A1, . . . ANder/2) , and where

~V∆ ≡
(
G∆(x) , ∂2

xG∆(x), . . . , ∂2n
x G∆(x) , . . . , ∂Nder

x G∆(x)
)∣∣∣
x= 1

2
, (4.4)

~Vsimple ≡
(
Gsimple(x) , ∂2

xGsimple(x) , . . . , ∂2n
x Gsimple(x) , . . . , ∂Nder

x Gsimple(x)
)∣∣∣
x= 1

2
.(4.5)

Starting from section 4.3, we will get other systems of equations of the form (4.3), but for
more general definitions of ~V∆, ~Vsimple.

The main principle of the NCB is finding appropriate functionals allowing to extract
maximal information from the equation. In particular, we will look for α which is positive
semi-definite above a threshold ∆∗:

Positivity condition: ~A · ~V∆ ≥ 0, ∀∆ ≥ ∆∗ , (4.6)

which allows to deduce an inequality:∑
{∆n},|∆n<∆∗

(
~A · ~V∆n

)
C2
n +

(
~A · ~Vsimple

)
≤ 0 . (4.7)

This relation involves the sum over a finite number of states in the spectrum and gives a
rigorous truncation of the bootstrap.

OPE bounds algorithm. By further specifying the properties of the functional, one
can deduce constraints on the OPE coefficients. Here we start by revising the algorithm
used in our previous paper [24]. It is an adaptation of a well-known NCB algorithm (see
e.g. [78]) to our situation, where we know the spectrum exactly.

Algorithm 1 (Upper Bound). We start from the bootstrap constraint writ-
ten in the form (4.3). We will scan among the functionals satisfying the positivity
condition (4.6), with the threshold coinciding with the second state in the spectrum,
∆∗ ≡ ∆2. Among such functionals, we search for ~Aup such that:

1) ( ~Aup · ~V∆1) = 1,
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2) ( ~Aup · ~Vsimple) is maximal.

Then, (4.7) gives the optimal bound

C2
1 ≤ −( ~Aup · ~Vsimple) . (4.8)

A small tweaking of the algorithm gives us a lower bound.

Algorithm 1 (Lower Bound). Again, choose the positivity threshold as the
second state in the spectrum, ∆∗ ≡ ∆2. Among the functionals satisfying the Positivity
Condition (4.6), search for ~Alow such that:

1) ( ~Alow · ~V∆1) = −1,

2) ( ~Alow · ~Vsimple) is maximal.

Then, (4.7) gives the optimal bound

C2
1 ≥ ( ~Alow · ~Vsimple) . (4.9)

In short, we can obtain bounds on the OPE coefficient of the lowest lying state,

( ~Alow · ~Vsimple) ≤ C2
1 ≤ −( ~Aup · ~Vsimple) , (4.10)

using as input only the values of the scaling dimensions of the first two states, ∆1 and ∆2.
This method was employed in [24] to obtain a very narrow allowed region for C1

as a function of the coupling. In the following sections we will see how this result can
be dramatically improved by including the new integral relations, and how bounds for
excited states can be obtained. Before moving to these new results, we discuss how the
mathematical optimisation problem defined above can be solved efficiently using SDPB [80].

Implementation using SDPB. The space of functionals satisfying positivity condi-
tions such as (4.6) can be navigated efficiently using semi-definite programming algorithms.
These methods were introduced in the NCB context in [80] and implemented numerically
in the software package SDPB [80, 81], which we used in our work. A full description of
the internal algorithms can be found in the above references. Here, we briefly describe the
main approximations involved and how they impact the results.

First, in order to apply linear programming algorithms to impose the positivity condi-
tions, we need to employ an approximation for the conformal blocks in terms of polynomials
in ∆. Similar to the cases in higher dimensions [78], this is obtained using a truncated
expansion of the form:

f∆(x) ∼
Nblocks∑
k=0

ak(∆) (r(x))k , r(x) ≡ x(√
1− x+ 1

)2 . (4.11)
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Under this approximation, the action of the elementary functionals on the blocks takes the
form:

∂2n

∂x2nG∆(x)
∣∣∣∣∣
x= 1

2

≡ Pos(∆)× Polyn(∆) , (4.12)

where Pos(∆) is a strictly positive function8 of ∆ and Polyn(∆) are polynomial in ∆. This
polynomial approximation is used to impose positivity conditions such as (4.6) by treating
∆ as a continuous parameter.

In our work, we typically take Nblocks ∼ 30. While this approximation introduces an
error, in practice its impact is invisible on the scale of our bounds. We have verified on
selected points that Nblocks = 50 and Nblocks = 100 give the same bounds to the relevant
digits.

The most important parameter of the method is the integer Nder which characterises
the dimension of the vector ~A — namely, it restricts the space of functionals we explore.
The choice of Nder does affect significantly the bounds. However, importantly the bounds
associated to the Numerical Conformal Bootstrap are rigorous, in the sense that they are
true for any value of Nder. Moreover, they can only get sharper and sharper by taking this
value larger and larger.

While in [24] we presented an extrapolation to Nder → ∞, here we simply take this
number to be Nder = 140 for our main results (see section 4.4). Even at this fixed value,
thanks to the new integral relations, we will improve significantly our previous results.

Precision considerations related to the spectrum. There is still one potential
source of errors we have not discussed, namely the finite precision on the spectral data
coming from the numerical solution of the QSC, which we are using as input. We checked
that all methods discussed in this paper are quite stable with respect to this error: an
error on the spectrum propagates into a shift roughly of the same magnitude for the best
estimate for the OPE coefficients. This means that, in order not to contaminate the bounds
for C2

i , it is sufficient to use spectral data with an error a couple of orders smaller than the
width of the bounds.

We also noticed that the numerical bootstrap algorithms are quite sensitive to the
injection of wrong spectral data, and often they cease to converge if one inputs a spectrum
which deviates too much from the QSC answer. For instance, at g = 3, using the method
discussed in section 4.3 with spectral input from 10 states, it is enough to introduce an
error on the spectrum on a scale of 5× 10−7 and the method to bound C2

1 would no longer
converge.

To generate the results published in this paper, we used spectral data with at least
12 digits precision (we expect that the precision is actually higher for most points, and

8We take Pos(∆) =
(
4r( 1

2 )
)∆ (

(∆2 − 1)∆(∆− 1)
∏Nblocks

2 −1
n=1 (∆ + (3+2n)

2 )
)−1

. The same positive

prefactor allows to write a polynomial approximation both for the action of derivatives, and for the action
of integral operators introduced in section 4.3. Notice that this is different from the case of the integrated
correlator constraints in [52], which required to use different methods (linear programming rather than
semidefinite programming).
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exceeds 20 digits at weak coupling). We estimate that, with such precision, errors on the
spectrum do not have a significant effect on the bounds for OPE coefficients, on the full
range of the coupling we consider.

4.2 Including more information on the spectrum

The method of Algorithm 1 uses as input only the scaling dimensions for the first two
low-lying states. A natural way to improve the bounds is to include more information on
the exact spectrum.

For instance, if we know the values of the next few states ∆3,∆4, . . . ,∆N , we can
impose a relaxed positivity condition, where the functional should satisfy

( ~A · ~V∆) ≥ 0 , ∀∆ ≥ ∆N , (4.13)

together with a discrete set of additional constraints

( ~A · ~V∆n) ≥ 0, n = 2, 3, . . . , N − 1 . (4.14)

Such generalised conditions can be easily implemented in SDPB.9 The functionals satisfying
these relations now span a larger space, since they are allowed to assume negative values
when ∆ lies in the gaps between the first N states. This is illustrated in figures 4 and 5. If
we now run again the previous algorithms, the bounds will become sharper. This is simply
because the bounds come from maximising some quantities — and we are now looking
in a larger space for the functional that maximises it. Moreover, this extension of the
method also allows us to easily generate bounds for OPE coefficients for states other than
the ground state (in fact, for any of the first N − 1 states). We summarise concisely how
this works below.

Algorithm 2 –- Bounds including more states. We now use the knowl-
edge of the first N states. We describe how to obtain bounds for C2

m, with m ≤ N − 1.
We restrict to functionals satisfying the positivity conditions with gaps

( ~A · ~V∆) ≥ 0, ∀∆ ≥ ∆N , (4.15)
( ~A · ~V∆n) ≥ 0, n ∈ {1, 2, . . . , N − 1} , n 6= m . (4.16)

Under these conditions, we search for ~Aup,m and ~Alow,m such that:

1) ( ~Aup,m · ~V∆m) = 1,

2) ( ~Aup,m · ~Vsimple) is maximal,

3) ( ~Alow,m · ~V∆m) = −1,

4) ( ~Alow,m · ~Vsimple) is maximal.

Then, (4.7) give the bounds

( ~Alow,m · ~Vsimple) ≤ C2
m ≤ −( ~Aup,m · ~Vsimple) . (4.17)

9We are grateful to Petr Kravchuk for discussing this point.

– 18 –



J
H
E
P
0
5
(
2
0
2
2
)
1
6
4

Figure 4. A depiction of ~Aup · ~V∆ as a function of ∆, where ~Aup is calculated using Algorithm 1
with Nder = 60, for g = 1

4 . The red points mark the position of the first 10 spectral levels (the levels
∆7 and ∆8 are very close and not distinguishable by eye). The value of the functional is positive
for all levels and takes the value ~Aup · ~V∆1 = 1 on the ground state (outside the scale of the figure).

Figure 5. Here, we depict again ~Aup · ~V∆ as a function of ∆ but obtained with the more general
Algorithm 2 which allows for it to take negative values between the exact values of the first 10
levels. As the optimal functional is drawn from a larger set, this leads to a stronger bound. As in
figure 4, here Nder = 60 and g = 1

4 .
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For illustration, let us compare the bounds for C1 obtained with Algorithm 1 (i.e.,
including only ∆1 and ∆2 as input) or with Algorithm 2 with the input of the first N = 10
states. The functional corresponding to the upper bound is shown in figures 4 and 5 for
a specific choice of parameters. In the latter case, the functional is allowed to become
negative in between the states. Notice that it assumes negative values between ∆3 and ∆4,
while being essentially zero at these two points. In general, in the case illustrated in figure 5
the functional takes smaller values for all levels ∆n, 2 ≤ n ≤ 10. The consequence is that
the truncation of the bootstrap equation is more efficient and the resulting upper bound
becomes stronger. In the case illustrated, we used Nder = 60 and g = 1

4 . While the lower
and upper bounds obtained with the simpler algorithm are C2

1 ∈ [0.0908377, 0.0967516],
with Algorithm 2 the bounds are C2

1 ∈ [0.0908945, 0.0949486], and the width of the bound
reduces by 31 percent. Over the full range of values for the coupling, the gain in precision
is at least ∼ 16 percent up to g ∼ 0.8, and becomes significant at strong coupling, e.g.
for g > 3 the error decreases by more than 75 percent of its original value. A comparison
of the error with different methods will be presented in figures 11, 12 at the end of the
section.

Bounds for the OPE coefficients of the three lowest states obtained with Algorithm
2 are shown in figure 6, with the inclusion of 10 states as input and Nder = 60. One
immediately sees that the bounds for excited states are much less precise than the one for
the ground state. At low values of the coupling, in particular, the algorithm produces neg-
ative values for the lower bound for C2

2 and C2
3 , which are worse than the obvious estimate

C2
i > 0, so they are not shown. In section 4.3, we will obtain significant improvements of

these bounds by including the new integral relations.

Phase transitions in the optimal functionals. An interesting feature of figure 6 is
the corner in the upper bound for C2

2 . Such point of non-analyticity is associated to a “phase
transition” in the shape of the optimal functional corresponding to the bound. We plot the
functional for g = 4/5 and g = 17/20 in figures 7 and 8, respectively. These two points are
very close to each other, on different sides of the phase transition. Correspondingly, the
shape of the functional changes sharply. In particular, in the case of figure 8 the functional
starts exploiting the gap between ∆3 and ∆4, and this leads to an abrupt improvement of
the bound.

We have observed that such type of phase transitions occur not only across different
values of g, but also as Nder is increased. Recall that this parameter controls the dimen-
sionality of the linear space to which the functionals belong. As this value is increased, the
linear functionals acquire more degrees of freedom allowing them to penetrate the gaps be-
tween the states in the spectrum. We observed that the opening of a new gap is associated
to a jump in the error.

One may wonder if the error would shrink to zero provided we used some kind of
limiting procedure, by incorporating more and more levels, and consistently using more
and more derivatives. We suspect this is however not the case, and that a single correlator
does not contain all information on the OPE coefficients, even provided we were able to
input all the spectrum. The shrinking of the bounds to zero very likely requires the use of
multiple correlators.
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Figure 6. Bounds for the first three OPE coefficients squared, obtained with Algorithm 2 with
input of the first 10 states, and with Nder = 60. The allowed region is very narrow for the ground
state (lower and upper bounds form a thin region which almost looks like a line), but the precision
for excited states is much less with this method. The gain in precision achieved by including the
new integral relations can be seen in figures 9, 10.

In any case, since some pairs of levels in the spectrum are very close to each other,
it is in practice not possible to exploit all the gaps within computationally reasonable
values for Nder. The presence of phase transitions as Nder is increased also means that the
dependence of the bounds on this cutoff cannot be considered smooth. This prevents us
from performing an extrapolation to Nder → ∞, as we did in the analysis of [24].10 Here,
therefore, we will content ourselves with working at fixed large values for Nder.

In the rest of this section we discuss some further generalisations of the algorithms.
These, however, were not used to obtain our main results, and at this point the reader
can safely choose to jump to section 4.3, where we discuss the inclusion of the integrated
correlator constraints.

Incorporating existing bounds in the algorithm. Suppose we know some bounds
for the first OPE coefficient, C2

1 ∈
[
C2

1,−, C
2
1,+

]
(for instance obtained by running one of the

previous algorithms), and we know the first N states in the spectrum. Then, we can split
C2

1 = C2
1,− + δ+C

2
1 , where δ+C

2
1 should be a positive quantity, and rewrite the bootstrap

10In that case, we believe the procedure to be justified, since we were using Algorithm 1. We were
not allowing for the functional to be negative between excited states, and therefore we expect no phase
transitions.

– 21 –



J
H
E
P
0
5
(
2
0
2
2
)
1
6
4

Figure 7. Values of ( ~Aup · ~V∆), as a function of ∆, for the optimal functional giving the upper
bound for C2

2 , using Algorithm 2 with Nder = 60 and Nstates = 10. Here, g = 4/5. Notice the
functional is positive between ∆3 and ∆4.

Figure 8. The optimal functional giving the upper bound for C2
2 , for the same parameters as in 7,

but with g = 17/20. Notice the abrupt change in the shape of the functional, with the opening up
of the gap between ∆3 and ∆4, associated to the phase transition.
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constraint (4.3) as:

0 =
∑
n≥1

C2
n

(
~A · ~V∆n

)
+
(
~A · ~Vsimple

)
(4.18)

= δ+C
2
1

(
~A · ~V∆1

)
+
∑
n≥2

C2
n

(
~A · ~V∆n

)
+
(
~A · ~̃V simple

)
, (4.19)

where we redefined
~̃
V simple ≡ ~Vsimple + C2

1,− ~V∆1 . (4.20)
Now, when computing and upper or lower bound for C2

m with 1 < m < N , we use a
simple update of Algorithm 2: we search for a functional ~A which satisfies the condi-
tions (4.13), (4.14) of the previous algorithm, but which maximises its value on the vector
~̃
V simple defined in (4.20), rather than ~Vsimple if (4.5). We can also clearly repeat the argu-
ment but using the knowledge of the upper bound. In this case, we would have

δ−C
2
1

(
~A · ~V∆1

)
+
∑
n≥2

C2
n

(
~A · ~V∆n

)
+
(
~A · ~̃V simple

)
= 0 , (4.21)

where
~̃
V simple ≡ ~Vsimple + C2

1,+ ~V∆1 , (4.22)
and where δ−C2

1 ≡ C2
1 − C2

1,+ is now a negative quantity. In this case, to find bounds for
C2
m, 1 < m < N , one has to scan the space of functionals such that ~A · ~V∆1 < 0.

We summarise these considerations in the following iteration of the algorithm:

Algorithm 3 –- Bounds including several states and previous bounds.
We use the input of the first N states, and we assume knowledge of some bounds for
the OPE coefficients, which we denote as:

C2
k ∈

[
C2
k,− , C

2
k,+

]
, k = 1, . . . , N − 1 . (4.23)

These could come from previous iterations of the algorithms, or from other considera-
tions.

We now focus on obtaining a new bound for the m-th state, 1 ≤ m ≤ N − 1.
To do this, we choose a combination of signs:

{σk} , k ∈ {1, . . . , N − 1} , k 6= m , (4.24)

where σi ∈ {−1, 1}. Then the bootstrap equation rewrites as

C2
m

(
~A · ~V∆m

)
+

∑
n 6=m, n≤N−1

δσnC
2
n

(
~A · ~V∆n

)
+
(
~A · ~̃V simple

)
+
∑
n≥N

C2
n

(
~A · ~V∆n

)
= 0 ,

(4.25)
where we define δ+1C

2
n ≡ C2

n − C2
k,− > 0, and δ−1C

2
n ≡ C2

n − C2
k,+ < 0, and

~̃
V simple ≡ ~Vsimple +

∑
n 6=m, n≤N

C2
n, −σn

~V∆n . (4.26)
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We work in the space of functionals satisfying the conditions:

( ~A · ~V∆) ≥ 0, ∀∆ ≥ ∆N , (4.27)
σn ( ~A · ~V∆n) ≥ 0, n ∈ {1, 2, . . . , N − 1} , n 6= m , (4.28)

so that (4.25) becomes

C2
m

(
~A · ~V∆m

)
+
(
~A · ~̃V simple

)
≤ 0 . (4.29)

Proceeding as in the previous cases, we now search for ~Aup,m and ~Alow,m such that:

1) ( ~Aup,m · ~V∆m) = 1,

2) ( ~Aup,m · ~̃V simple) is maximal,

3) ( ~Alow,m · ~V∆m) = −1,

4) ( ~Alow,m · ~̃V simple) is maximal.

Then, (4.25) gives the bounds

( ~Alow,m · ~̃V simple) ≤ C2
m ≤ −( ~Aup,m · ~̃V simple) . (4.30)

We found that in some cases these tricks are effective. In particular, one can sometimes
improve significantly the bounds for the excited states, provided a rather precise bound
for C2

1 is exploited as input. To make an example, for g = 1/4, using Algorithm 2
with Nstates = 10, Nder = 60, one finds C2

3 ∈ [0, 0.23779]. Incorporating the bounds for
C2

1 ∈ [0.09313678, 0.09313996] as in Algorithm 3, one can recalculate the allowed region
for C2

3 , finding now C2
3 ∈ [0.0214, 0.1845], i.e. the allowed interval shrinks by 31 percent.

The magnitude of this improvement is however very sensitive to the precision of the injected
bounds for C2

1 . In this example in particular we used as input a bound for C2
1 which is more

precise than what could be achieved by the algorithms presented so far, and was obtained
by including the integral relations into the game.

While Algorithm 3 could be useful in some contexts, we found that, once we include
uniformly the new integral constraints as explained in the next section, the precision is not
significantly affected by using this upgrade of the method. Our main results in section 4.4
were obtained simply with Algorithm 2.

Other approaches. Although we do not explore them in this paper, it is worth men-
tioning that there are other techniques to study OPE coefficients within the Numerical
Bootstrap (for some modern developments see e.g. [82]).

One possible approach, for which preliminary results were presented in [24], is to treat
some of the OPE coefficients as variational parameters in order to find their allowed region.
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For example, in the case presented in [24], we rewrote the bootstrap equation as

C2
1

(
~A · ~V∆1

)
+
∑
n≥4

C2
n

(
~A · ~V∆n

)
+
(
~A ·

~̃̃
V simple

)
= 0 , (4.31)

with
~̃̃
V simple ≡ ~Vsimple + C2

2

(
~A · ~V∆2

)
+ C2

3

(
~A · ~V∆3

)
. One can then treat C2

2 and C2
3

as parameters, and use one of the algorithms presented above to obtain bounds on C2
1 ,

C2
1 ∈

[
C2

1,−(C2
2 , C

2
3 ), C2

1,+(C2
2 , C

2
3 )
]
, which depend parametrically on C2

2 and C2
3 . Such

bounds indirectly define an allowed region for C2
2 and C2

3 , which is given by the condition
that C2

1,−(C2
2 , C

2
3 ) < C2

1,+(C2
2 , C

2
3 ). One can also use other types of bootstrap algorithm,

where one does not impose optimisation conditions, but rather looks for a functional with
positivity conditions that exclude a certain set of conformal data.

It is definitely worth investigating if these techniques can lead to an improvement of
our results. Exploring the higher dimensional parametric space of OPE coefficients, while
computationally expensive, might reveal a finer structure than treating them individually
as we do in this paper (for instance, in the case of [24] we observed that there is a linear
combination of C2 and C3 for which the bound is much narrower than for each of them
individually).

4.3 Incorporating the integral relations

Here we explain how the new integral relations can be embedded in the NCB framework,
similarly to what was done in [52] in 4D.

First of all, we rewrite the constraints using the OPE decomposition of the 4-point
function, as new linear relations for the OPE coefficients. As shown in appendix C, using
crossing symmetry and the OPE the two relations (3.1), (3.2) can be rewritten as

Constraint 1:
∑
∆n

C2
n Int1 [ f∆n ] + RHS1 = 0 , (4.32)

Constraint 2:
∑
∆n

C2
n Int2 [ f∆n ] + RHS2 = 0 , (4.33)

where we introduced the integral operators

Int1 [F (x)] ≡ −
∫ 1

2

0
(x− 1− x2)F (x)

x2 ∂x log (x(1− x)) dx , (4.34)

Int2 [F (x)] ≡
∫ 1

2

0
dx
F (x) (2x− 1)

x2 , (4.35)

and the explicit functions of the coupling constant:

RHS1 = B− 3C
8B2 +

(
7 log(2)− 41

8

)
(F− 1) + log(2) , (4.36)

RHS2 = 1− F
6 + (2− F) log(2) + 1− C

4 B2 . (4.37)

In order to obtain (4.34), we used the crossing equation (2.22) to rewrite the integral
over the half range x ∈ [0, 1/2]. Within this interval the OPE expansion (2.25) converges
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rapidly, which also implies that the action of the integral operators on the blocks f∆ are
rapidly decreasing with ∆. Further details on the derivation of (4.34)–(4.37) are contained
in appendix C.

To incorporate these equations in the bootstrap setup, we consider a generic linear
combination of derivatives acting on the bootstrap equation with the new constraints (4.32),
(4.33):

∑
n

C2
n

Nder/2∑
k=0

bk ∂
2k
x G∆n

∣∣∣
x= 1

2
+ b−1Int1[f∆n ] + b−2Int2[f∆n ]


+
Nder/2∑
k=0

bk ∂
2k
x Gsimple

∣∣∣
x= 1

2
+ b−1RHS1 + b−2RHS2 = 0 .

(4.38)

This equation is true for any choice of the coefficients
{
b−1, b−2, b0, . . . , bNder/2

}
. It is now

apparent that this more general equation takes the same form as (4.3), which was the
starting points of our bootstrap algorithms, where we redefine ~A, ~Vsimple, ~V∆ as

~A ≡ (b−1, b−2)⊕
(
b0, b1, . . . , bNder/2

)
, (4.39)

~V∆ ≡ (Int1[f∆], Int2[f∆])⊕
(
G∆(x), ∂2

xG∆(x), . . . , ∂Nder
x G∆(x)

)∣∣∣
x= 1

2
, (4.40)

~Vsimple ≡ (RHS1, RHS2)⊕
(
Gsimple(x), ∂2

xGsimple(x), . . . , ∂Nder
x Gsimple(x)

)∣∣∣
x= 1

2
. (4.41)

After these redefinitions, we can run the same algorithms described sections 4.1 and 4.2.
At the level of implementation, using the expansion (4.11) we can approximate our

integral operators as

Int1[f∆] = Pos(∆)× Poly(1)(∆) , Int2[f∆] = Pos(∆)× Poly(2)(∆) , (4.42)

with polynomials Poly(i)(∆) and, crucially, the same positive prefactor as in (4.12). This is
a difference to what was observed in [52], and allows us to include the integral constraints
into the SDPB setup.

4.4 Results

Including the integral relations leads to a dramatic improvement of the bounds. To quantify
this effect, let us first describe some experiments where we add one relation at a time. This
can be easily done by just dropping one component from (4.39)–(4.41). For instance, with
the same parameters as in figure 6, but now including the second integral constraint (3.2),
we find the width of the bound for C2

1 decreasing by at least a factor of 10 over all range in
the coupling (for g > 1.5, the gain is a factor of 50). Adding the first integral constraint (3.1)
on its own has an even stronger effect, with the bound decreasing by at least factor 30,
which becomes a factor 80 for g > 1.9. The improvement is also marked at weak coupling.
A comparison of the error with various methods can be found in figures 11 and 12. The
gain in precision for the excited states is clearly visible in figure 9. With either integral
relation the bounds shrink approximately by a factor 2 starting from g ∼ 0.3, and by a
factor ∼ 9 at strong coupling. As can be seen in the figure, the two integral relations,
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Figure 9. Bounds for the first three OPE coefficients squared. We use the same parameters as in
figure 6, but including either the first or the second integral relation (solid vs dashed lines). The
use of the constraints lead to a visible improvement. The two relations lead to comparable results,
with the first integral relation being slightly more effective.

Figure 10. Bounds for the first three OPE coefficients obtained using two integral relations
simultaneously, with Nder = 60 and Nder = 140 (darker). This is our main result. The data for
the bounds are reported in appendix E. Shown in the figures are also weak and strong coupling
predictions (dotted lines), obtained in the next section 5.
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Figure 11. The value of the error for the first OPE coefficient in logarithmic scale,
log10

( 1
2 (C2

1,+ − C2
1,−)

)
, as function of the coupling, resulting from various methods. We show

two results from [24] (obtained with input from two states): the bounds at Nder = 60 ( ), and the
best result of [24], obtained with the extrapolation Nder →∞ ( ). These are compared to the new
results, at Nder = 60, obtained without using integral relations ( ), using either the second ( ) or
the first integral relation ( ), or using both of them ( ). Our best result is obtained using both
integral relations and Nder = 140 ( ). In all these new results we use Algorithm 2 with input
from N = 10 states.

Figure 12. With the same colour scheme as in figure 11, we compare various methods for the value
of the relative error on a logarithmic scale, plotting log10

(
C2

1,+−C2
1,−

C2
1,++C2

1,−

)
.
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separately, lead to very similar new bounds for the excited states coefficients, with the first
relation (3.1) being slightly more constraining. One might even be suspicious that the two
relations are not independent, but one easily sees that this is not the case, as combining
them reduces the error much further.

Our best results, obtained using both integral relations together in the algorithm, are
shown in figure 10. One can immediately see a significant improvement for the excited
states, with the upper and lower bounds indistinguishable by eye for a wide range of values
of the coupling. Keeping fixed the value of Nder = 60, remarkably for C2

1 the bound shrinks
by at least a factor 103 for all values of the coupling. For C2

2 and C2
3 , the bound reduces

monotonically with the coupling — for g = 0.3 by at least factor 101, which becomes 102

for g ∼ 1.5. At strong coupling, the gain is almost a factor of 200. We run the algorithm
with Nder = 140 to obtain our best results, which are reported in appendix E.

The bounds produced by the same algorithm for C2
i , with i > 3, are less precise. In

particular, for these OPE coefficients the current setup only produces a nontrivial upper
bound. This is compatible in magnitude with the strong coupling results of [30]. In
particular, for the four states with ∆(0)

strong = 6, they found the strong coupling limit
〈a(0)

strong〉3 = C2
4 + C2

5 + C2
6 + C2

7 = 10/429 ' 0.023, and we found the upper bounds e.g.
C2

4 < 0.0079 and C2
5 < 0.0123 at g = 4. We reserve further study of these excited states

for the future. We expect that the precision can be improved by including more states in
the algorithm and especially by considering more general bootstrap setups as we discuss
in section 6.

5 Analytic Bootstrability

In this section we develop a functional analytic bootstrap approach at weak coupling, using
input from the QSC solution of the spectrum at weak coupling (collected in appendix D).
Additionally, we use the two new integral constraints, one of which — relation (3.1) — is
particularly powerful to extract weak coupling data for the first OPE coefficient.

We start by discussing the subtleties in the weak coupling treatment of (3.1), and
then proceed to discuss the weak coupling Bootstrability method. Our main results are
summarised at the end of this section.

5.1 Weak coupling expansion of the first integral relation

We now explain how to interpret the constraint (3.1) at weak coupling. In particular, as
anticipated in section 3, we need to understand how to regularise correctly the integrals∫ 1

0 dxG
(`)(x) log x+1

x2 , ` > 1, arising from the perturbative expansion of the integrand. These
integral has log-divergences, so we define an extraction scheme where the integral is defined
by its finite part after dropping logn ε terms.
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We will now show that∫ 1

0
δG(x) 1+log(x)

x2 dx

∣∣∣∣
small g

∼1+
∫ 1

2

ε
dx

(
M∑
`=1

g2`G
(`)
weak(x)

)
log(x(1− x))

x2︸ ︷︷ ︸
regularised, log(ε)→0

−
[

C2
1

(∆1 − 1)2

]
︸ ︷︷ ︸

“anomaly”

+O(g2M+2) ,
(5.1)

for any order M = 1, 2, . . . . The meaning of this equation is the following. To reproduce
the weak coupling expansion of the integral on the l.h.s., we should: i) expand the integrand
up to the desired order and integrate term by term; ii) since this produces log-divergences,
we introduce a cutoff ε in the integration range and regularise the result by the prescription
logn ε → 0; iii) finally, we should add the “anomalous term” in the second line of (5.1),
which contains the OPE coefficient and scaling dimension of the ground state, expanded
to the relevant order.

In the following subsection we make a digression to prove 5.1. Next, we will show
that (3.1) can be used to deduce several orders of the weak coupling expansion of C2

1
analytically.

5.1.1 The weak coupling “anomaly”

To understand the regularisation (5.1), it is convenient to break the l.h.s. in the two objects∫ 1
0
δG(x)
x2 dx+

∫ 1
0
δG(x)
x2 log(x) dx.

The first piece. We start by analysing the first of these terms, which can in fact be
evaluated exactly for any g > 0: ∫ 1

0

δG(x)
x2 dx = 1. (5.2)

To prove this identity, notice that the integrand is in fact a total derivative (see (2.23)),

δG(x)
x2 = ∂x

[(
− 1
x2 + 1

x
− 1

)
δf(x)

]
+ 1 + C2

BPS(g)− 2. (5.3)

This combination is regular both at x = 0 and x = 1, so we can apply the integration
formula ∫ 1

0

δG(x)
x2 dx = C2

BPS(g)− 1− 2
[(
− 1
x2 + 1

x
− 1

)
δf(x)

]
x→0

, (5.4)

where we used the fact that, due to crossing (2.22),[(
− 1
x2 + 1

x
− 1

)
δf(x)

]
x→1

= −
[(
− 1
x2 + 1

x
− 1

)
δf(x)

]
x→0

. (5.5)

Using the OPE decomposition (2.25), which converges around x ∼ 0, one can easily evaluate
the r.h.s. of (5.4) obtaining C2

BPS − 1− (C2
BPS − 2) = 1, which proves (5.2).
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Note, however, that at g = 0 the integrand of the l.h.s. of (5.2) is strictly zero, as we
defined δG(x) as a difference of G(x) with its tree level value. The discrepancy with the
value 1 taken by the integral is a clear manifestation of the weak coupling anomaly. We
will now explain how to cure this mismatch.

To understand the origin of the anomaly, let us look again at original integral at finite
coupling, which can be rewritten, using crossing, as

∫ 1
0
δG(x)
x2 dx = 2

∫ 1
2

0
δG(x)
x2 dx. This allows

us to use the OPE decomposition, which is fastly convergent on [0, 1
2 ]. The contribution of

a single conformal block L∆n

0,[0,0] to the integrand is

G(x)
x2 = . . .− C2

n(g) ∂x
[(

1− 1
x

+ 1
x2

)
f∆n(x)

]
+ . . . , (5.6)

which behaves, close to the limit of integration x ∼ 0, as
G(x)
x2 = . . .+ C2

n(g)x∆n(g)−2 (1 +O(x)) + . . . . (5.7)

Under the weak coupling expansion ∆n = ∆(0)
n + γn(g), with γn(g) = O(g2), we find

G(x)
x2

∣∣∣∣
small g, x

= . . .+ C2
n(g)

[
x∆(0)

n −2(1 + g2γ(0)
n log(x) +O(g4))+O(x∆(0)

n −1)
]
+ . . . . (5.8)

As long as ∆(0)
n > 1, the weak coupling expansion thus produces terms that can be safely

integrated. The only exception is the block corresponding to the ground state ∆1: in this
case, since ∆(0)

1 = 1, we encounter a log-divergence at x ∼ 0. We can therefore zoom on
this term to understand the correct perturbative regularisation of the integral.

Focusing on the relevant singular behaviour (5.7) for n = 1, we have the integral

I = 2
∫ 1/2

ε
x∆1−2dx, (5.9)

where ∆1 → 1 at g → 0. Let us compare its non-perturbative treatment to a naïve finite-
part regularisation of the weak coupling expansion. At finite coupling, ∆1 > 1 and the
integral is convergent giving

Ifinite = 2∆1

∆1 − 1 . (5.10)

At weak coupling, ∆1 = 1 + γ1, we expand first at small γ1 and then integrate. Choosing
the prescription logn ε→ 0, and then resumming the result order by order in γ1 yields

Iweak = 2∆1 − 2
∆1 − 1 . (5.11)

The discrepancy is
δI = Ifinite − Iweak = 2

∆1 − 1 . (5.12)

Taking into account that the integral (5.10) comes from the OPE expansion and is multi-
plied by C2

1 , we have established the weak-coupling identity∫ 1

0

δG(x)
x2 dx

∣∣∣∣
small g

∼ 2
∫ 1

2

ε
dx

∑M
`=1 g

2`G
(`)
weak(x)

x2︸ ︷︷ ︸
regularised, log(ε)→0

+
[

2C2
1

∆1 − 1

]
︸ ︷︷ ︸
“anomaly”

+O(g2M+2), (5.13)
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which is to be interpreted as explained above. Let us check if this identity is now compatible
with the exact result (5.2). At leading order O(1), the integral term drops out. This means
that the anomaly term, on its own, should match the value 1 of the integral on the l.h.s.
We know that at leading order the anomalous dimension is ∆1 − 1 = 4g2 + O(g4), which
implies that we must have

C2
1 (g) ' 2g2 +O(g4), (5.14)

which is indeed confirmed by the numerical bootstrap data [24] and the analytic bootstrap
computation of section 5.2. At the next-to-leading order, we can plug in (3.15) and fix
one more term in the OPE coefficient. Before doing this, however, we conclude the proof
of (5.1), which will allow us to use the constraint (3.1) and will prove more powerful.

The second piece and its anomaly. The other integral term on the l.h.s. of (3.1)
can be analyzed by repeating the argument above. Now, using crossing, we rewrite∫ 1

0
δG(x)
x2 log(x) dx =

∫ 1
2

0
δG(x)
x2 log (x(1− x)) dx. The troublesome term, again coming from

the singular contribution of the block f∆1 , is the integral

I ′ =
∫ 1/2

ε
x∆1−2 log (x(1− x)) dx, (5.15)

which evaluates at finite coupling to

I ′finite = −21−∆1 (∆1 + (∆1 − 1)(∆1 log(4)− 2F1(1, 1; ∆1 + 1;−1)))
(∆1 − 1)2∆1

. (5.16)

Comparing this with the weak-coupling regularisation,

I ′weak =
∞∑
n=0

∫ 1
2

ε

(log x)n(∆1 − 1)n
(n!)x log (x(1− x)) dx︸ ︷︷ ︸
regularised, log ε→0

, (5.17)

we find, order by order,

I ′finite − I ′weak = − 1
(∆1 − 1)2 , (5.18)

which proves the relation (5.1).

5.1.2 Analytic results for C2
1

We are now ready to study the first integral constraint (3.1) at weak coupling. Using (5.1),
it becomes

3C− B
8 B2

∣∣∣∣
small g

= 1+
∫ 1

2

ε
dx

(
M∑
`=1

g2`G
(`)
weak(x)

)
log(x(1− x))

x2︸ ︷︷ ︸
regularised, log(ε)→0

−
[

C2
1

(∆1 − 1)2

]∣∣∣∣∣
small g

+O(g2M+2) . (5.19)
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Due to the presence of the anomalous term in this equation, the knowledge of G(x) at a
fixed order at weak coupling allows to produce nontrivial predictions for the leading OPE
coefficient. Using (2.11), (2.13), the term on the l.h.s. of (5.19) has the expansion

3C− B
8 B2 =− 1

8g2 +
(

3
2 −

π2

12

)
+
(
π4

36 − 9ζ3

)
g2 +

(
−2π6

135 − 4π2ζ3 + 135ζ5

)
g4

+
(

7π8

810 + 34π4ζ3
15 + 78π2ζ5 − 1806ζ7

)
g6 +O

(
g8
)
.

(5.20)

On the other hand, for general OPE coefficients and scaling dimensions, we expect the
weak coupling expansion

C2
i (g) =

∞∑
`=0

a
(`)
i g2`, ∆i(g) =

∞∑
`=0

∆(`)
i g2`, (5.21)

which implies that “anomaly term” on the r.h.s. of (5.19) starts as −a(0)
1 /(g2∆(1)

1 )2. Since
this is not matched on the l.h.s., we must have a(0)

1 = 0, and the anomaly term expands as

−
[

C2
1

(∆1 − 1)2

]
= − a

(1)
1

(∆(1)
1 )2g2

+
(

2a(1)
1 ∆(2)

1

(∆(1)
1 )3

− a
(2)
1

(∆(1)
1 )2

)
+ . . . (5.22)

Up to order O(1), the integral on the r.h.s. drops out from (5.19), and we just need to
match (5.20) and (5.22). From the QSC, we know (see section D.1) ∆(1)

1 = 4, ∆(2)
1 = −16.

The term O(g−2) then fixes a(1)
1 = 2, consistent with (5.14), while at order O(1) we fix

a
(2)
1 = 4π2

3 − 24 . (5.23)

We can also study the next order O(g2), which involves the integral over G(1)
weak given

in (3.15). Computing the integral and using the next terms in the expansion of (5.22), we
can now extract

a
(3)
1 = 48ζ3 + 320− 16π2 − 76π4

45 . (5.24)

In the next section, we will see how, using a functional analytic bootstrap approach, one
can push this analysis to one more loop, all in all determining a 4-loop prediction for the
OPE coefficient. Our full result is reported below in equation (5.48).

5.2 Functional bootstrap at weak coupling

In this section we use an analytic functional bootstrap approach, combined with the inte-
grability data, to obtain structure constants in perturbation theory at weak coupling.

5.2.1 General strategy

Warm up at the first two orders. The first two orders of the weak coupling expansion
of the reduced correlator f(x) defined in (3.13) are known. The tree level (3.3) is obtained
by free field theory, while the one loop (3.14) was computed in [77].
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An alternative way to present the perturbative expansion of the reduced correlator is
in terms of Harmonic Polylogarithms [83] (HPL), which are natural functions appearing
in the evaluation of Feynman integrals and are implemented in the Mathematica package
HPL [84, 85]. To do this, it is useful to introduce the new object

h(x) = 1− x
x

f(x), (5.25)

for which we have the following HPL representation for the first two orders at weak coupling

h
(0)
weak(x) = 1− 2x, (5.26)

h
(1)
weak(x) = −2H1,0 + 2H2 −

2π2

3 x, (5.27)

with
H1,0 = −Li2(x)− log(1− x) log(x) , H2 = H0,1 = Li2(x), (5.28)

where we used the HPL property

Hn1,...,0, . . . , 0︸ ︷︷ ︸
k-times

,ni,...
= Hn1,...,ni+k,... . (5.29)

Before discussing how to infer an ansatz for the general perturbative order, let us discuss
the implications of these results for the conformal data.

First, one can compare the leading order h(0)
weak(x) with the OPE expansion (2.25),

using the leading order for the scaling dimensions, which become degenerate at tree level
to the values ∆(0) ≡ J = 1, 2, 3, . . . . Comparing order by order the small-x expansion
of (2.25) and h(0)

weak(x), one can fix the following constraints on the structure constants

〈 a(0) 〉J = 4−J−1√π(J − 1)Γ(J + 3)
Γ
(
J + 3

2

) , (5.30)

where 〈. . .〉J represents the sum over the state multiplicity at weak coupling for a given
∆(0) = J . Such averages are very common in analytic bootstrap approaches, which typically
expand around points of degeneracy of the spectrum. For us, however, a big advantage
will be the knowledge of the spectrum, which will give us more conditions and allow us
to resolve some of these averages much more easily. In particular, at this stage we know
the degeneracies, so that for instance J = 1 counts only one state, and then (5.30) means
〈 a(0) 〉1 = a

(0)
1 = 0, which is the same result we found in the previous section. At the next

level J = 2 we have two states implying 〈 a(0) 〉2 = a
(0)
2 + a

(0)
3 = 1/5, and so on.

The case of the ground state ∆1, with ∆(0)
1 = 1, is special. In fact, due to the factor

1/(∆ − 1) in the definition of the superconformal blocks (2.26), the scaling dimension
and OPE coefficient at one loop enter the OPE expansion of the correlator at tree level.
In particular, the leading behaviour at small x is determined by the block C2

1f∆1(x) ∼
x∆1+1/(∆1 − 1) ∼ a

(1)
1 x2/∆(1)

1 + O(g2). Matching this with the small-x behaviour of
h

(0)
weak(x), and using ∆(1)

1 = 4 coming from the QSC, we can read off a(1)
1 = 2, in agreement

with the independent derivation in (5.14). This obviously extends to higher loops: the
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small-x behaviour of h(`)
weak(x) is determined by conformal data of the ground state up to

`+ 1 loops.
Repeating the same procedure for h(1)

weak(x), and including the results of the previous
order, we can read a(2)

1 = 4π2/3− 24, matching the result obtained by the integral relation
in (5.23). Expanding the conformal blocks at higher order in x, it is possible to disentangle
the average appearing in (5.30) obtaining

a
(0)
2 = a

(0)
3 = 1

10 , a
(0)
4 = a

(0)
5 = a

(0)
7 = a

(0)
9 = 0,

a
(0)
6 = 1

14 + 2
7
√

37
, a

(0)
8 = 1

14 −
2

7
√

37
,

(5.31)

together with the following constraints for the sub-leading orders

〈 a(1) 〉2 = 2π2

15 − 1, 〈 a(1) 〉3 = 2π2

21 −
1159
882 , 〈 a(1) 〉4 = −29

36 + π2

21 . (5.32)

General ansatz and strategy. The reduced correlator at order g4 is unknown. To
proceed, we will formulate an ansatz for the generic term based on the form of the first
two orders (and also inspired by the functional forms observed at strong coupling [30]).
Consistent with (5.26), (5.27), we assume that, at ` loops, h is given in terms of a complete
basis of HPL’s with transcendentality11 up to τ = 2`. Besides, we assume the same
transcendentality for all terms, i.e.,

h
(`)
weak(x) = β

(2`)
0 + β

(2`)
1 x+

2∑̀
τ=1

β(2`−τ)
n1,...,nτ Hn1,...,nτ , (5.33)

where the coefficients β(m) are transcendental numbers of weight m and the indices ni =
0, 1. For example, the basis used for ` = 1 according to this ansatz contains eight terms:

h
(1)
weak(x) = β

(2)
0 +β(2)

1 x+β(1)
0 H0 +β(1)

1 H1 +β(0)
0,0H0,0 +β(0)

1,0H1,0 +β(0)
0,1H0,1 +β(0)

1,1H1,1. (5.34)

Comparing it with (3.14), one can conclude that the only non-vanishing coefficients are the
following

β
(2)
1 = −2

3π
2 β

(0)
1,0 = −2 β

(0)
0,1 = 2 , (5.35)

leading to (5.27).
In order to fix the coefficients of the ansatz (5.33) for ` > 1, we apply the following

strategy

• Crossing equation. In terms of h(x), crossing symmetry translates to

h(1− x) + h(x) = 0. (5.36)

To impose this equation, in practice is enough to study some terms of its expansion
around x ∼ 0. Once these terms are set to zero by fixing some of the β coefficients,
the equation is satisfied for any x.

11For an HPL function Hn1,n2,...,nτ (x), with ni ∈ {0, 1}, the transcendentality is the number of indices.
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• Cancelling logarithms. In order to come from an OPE expansion (2.25) at weak
coupling, the function h(x) has to satisfy certain constraints on its x ∼ 0 behaviour.
At ` loops, h`(x) can only contain terms logm(x)xn, with n ∈ N and m = 1, . . . , `.
We compare this with the expansion of the ansatz, and impose the cancellation of
the logarithms with higher powers.

• Conformal data matching. The OPE expansion gives infinitely many relations
between terms in a small x expansion of h`(x) and the conformal data. Equating
these predictions with the expansion of the ansatz (5.34), we find relations between
the β(`) coefficients and the conformal data a(m)

i , ∆(m)
i , with m ≤ ` for i > 1 and

m ≤ `+ 1 for i = 1. Using the knowledge of the spectrum from integrability, we can
use these relations to fix some β’s as well as some OPE coefficients.

• Integral constraints. We impose the two integral relations described in sec-
tion 3. At a given order, the constraint (3.2) fixes further information on the coeffi-
cients of the ansatz. The constraint (3.1), due to the “weak coupling anomaly” effect
described in section 3.3, can be used to extract the structure constant a(`+2)

1 in terms
of the coefficients β(`) of the ansatz.

• Transcendentality. Our assumption is that the coefficients β(2`−τ)
n1,...,nτ are combi-

nations with rational coefficients12 of numbers of uniform transcendentality 2`−τ . In
particular, up to the perturbative order we considered, we did not encounter Multiple
Zeta numbers, but only numbers which are products of elements of the basis{

π2, ζ3, ζ5, ζ7, . . . , ζ2n+1, . . .
}
. (5.37)

The element of this basis have transcendental weight 2,3,5, 7, . . . , 2n + 1, . . . , and
their products have weight equal to the sum of the weights of the factors. There are
no linear relations with rational coefficients between the numbers in the basis (5.37).
This implies that some linear relations generated by the other “axioms” listed above
split into more constraints, as terms of different transcendentality should vanish in-
dividually.

5.2.2 Higher loops

Fixing the correlator at 2 loops. For ` = 2, the basis (5.33) with maximal tran-
scendentality 4 counts 32 elements. Imposing the crossing equation (5.36) one can fix 16
of the coefficients β(2). Furthermore, requiring that in the small x expansion there are no
log3 x and log4 x terms, we obtain 3 coefficients more. The remaining constraints can be
found by injecting in the analytical bootstrap method the integrability data, namely the
spectrum obtained with the QSC, the structure constants fixed at previous orders using
h

(0)
weak and h(1)

weak, as well as using the integrated correlator (3.1) at weak coupling, cf. (5.1).
Let us describe these steps in more detail.

First, we expand at small x and compare the terms xn logm x for n,m = 0, 1, 2 with the
same expansion of (2.25). At this order, only the first 3 lowest non-trivial states (i.e., the

12For many of them it turns out the coefficients are integer.
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ground state with J = 1 and the two states with J = 2) contribute to these coefficients.
Then, using the spectral data13 for these states reported in (D.1)–(D.3), together with
their structure constants at leading (5.31) and subleading order (5.32), we fix 9 more
parameters.14 At this stage, we are left with 4 unfixed coefficients β(2).

As a by-product of the procedure explained above, and also including data for states
with J > 2, we generate new constraints for the structure constants. One of these con-
straints is particularly useful, since it expresses the O(g6) term in the expansion of C2

1 in
terms of the 4 remaining parameters β as follows

a
(3)
1 = −28π4

15 − 16π2 + 320 + 64ζ3 +
(

2π2

3 + 8ζ3 −
7π4

45

)
β

(0)
0,1,0,1

−
(

4+4ζ3 −
4π4

45

)
β

(0)
0,0,0,1 −

(
2π2

3 + 4ζ3−
π4

9

)
β

(0)
0,1,1,0−

(
4+ 2π2

3 − 8ζ3

)
β

(1)
0,0,1.

(5.38)

As shown in section 5.1.2, using the integral relation (3.1) in its weak coupling fashion one
can generate terms for C2

1 at higher orders exploiting the anomaly. We have already used
this method to give a prediction for a(3)

1 from the knowledge of the correlator at 1 loop.
Comparing this result (5.24) with (5.38), and using that the β coefficients are rational, we
conclude that

β
(1)
0,0,1 = β

(0)
0,0,0,1 = 0 , and β

(0)
0,1,1,0 = β

(0)
0,1,0,1 = −4, (5.39)

leading to the following expression for h(x) at order g4:

h
(2)
weak(x) = 4H1,3 − 4H2,2 + 8H3,0 + 8H3,1 − 8H1,1,2 + 4H1,2,0 + 8H1,2,1 − 8H2,0,0

− 4H2,1,0 − 8H1,1,0,0 + 4
3π

2H2 −
4
3π

2H1,0 + 4
3π

2H1,1 − 12ζ3H1 + 8π4

15 x.
(5.40)

As a cross check, this formula can be tested using the integral relation (3.2). Indeed,
plugging (5.40) into (5.25) and then performing the integral, we obtain

g4
∫ 1

0
dx
h

(2)
weak(x)
1− x = g4

(
−8π4

15 −
8π2ζ3

3 + 90ζ5

)
= C

4 B2 + F− 3
∣∣∣∣
order g4

, (5.41)

in agreement with the expansion of the r.h.s. of (3.2).

Structure constants from h
(2)
weak. Having fixed the reduced correlator at 2 loops, we

can mine new data for the structure constants. Indeed, comparing this answer to the OPE,
and using the knowledge for the spectrum at one loop, one can disentagle the first relation
of (5.32), obtaining the two separate subleading terms as follows

a
(1)
2 = 1

150
(
10π2 − 75− 9

√
5
)
, a

(1)
3 = 1

150
(
10π2 − 75 + 9

√
5
)
. (5.42)

13Because of the pole in the conformal block at ∆ = 1, we actually need to use all terms up to O(g6)
for ∆1.

14Of these, 3 parameters are reduced by using the assumption of fixed transcendentality of the β coeffi-
cients.
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Similarly, the 3-point functions associated to the leading twist states15 at J = 4 reads

a
(0)
11 = s1, a

(0)
12 = s2, a

(0)
13 = s3, (5.43)

where s1,2,3 are the three solutions of the following polynomial equation

794584 s3
i − 56756 s2

i + 1066 si − 3 = 0 with p1 < p2 < p3, (5.44)

which are numbers deriving from the form of the one loop anomalous dimensions. Notice
that a(0)

11 + a
(0)
12 + a

(0)
13 = 1/14 as expected by (5.30), which implies that all the other states

at J = 4 have vanishing structure constants at leading order. Together with the previous
results, we obtain also new constraints on the averages for J = 2, 3, 4, given by

〈 a(2) 〉2 = 9− 4π2

3 + 6ζ3 −
8π4

75 ,

〈 a(2) 〉3 = 166907
9261 − 2041π2

1323 + 38ζ3
7 − 8π4

105 ,

〈 a(2) 〉4 = 4919
432 −

28π2

27 + 3ζ3 −
4π4

105 .

(5.45)

Finally, following the same logic of section 5.1.2, we can use the integral relation (3.1)
to generate more data for C2

1 . First, from our result (5.40) and (5.25), (2.21) we assemble
the 4-point function at order g4 obtaining

G
(2)
weak(x)= 4(1−2x)

(1−x)2

[
π2

3 (H2−H1,0+H1,1)−3ζ3H1+2(H1,2,1−H1,1,2−H2,0,0−H1,1,0,0)

+(x−1)x+1
2x−1

(
2H2,1−2H1,0,0+(x−1)H1,1,0−(x−2)H2,0+xH3+π2

3 (H1−xH0)
)

(5.46)

+(x3+1)
1−2x H1,2+H1,3−H2,2+2H3,0+2H3,1+H1,2,0−H2,1,0+x2π4x−45((x−1)x+1)ζ3

15(2x−1)

]
.

Then, plugging G(2)
weak into the integral relation (5.19), performing the integrals and solving

for a(4)
1 we get the 4 loop prediction

a
(4)
1 = −4480 + 832π2

3 − 256ζ3 + 224π4

15 − 880ζ5 + 64π6

45 . (5.47)
15Leading twist refers to states with oscillator content [2, 2|3, 3, 2, 2|2, 2], in the classification introduced

in [24]. Notice that in this case the indices 11, 12 and 13 do not represent the order in which they appear
at weak coupling, and they differ from the notation used in [24]. The scaling dimensions of those states are
computed with the QSC and read

∆11 = 4 + w1g
2 + z3g

4 +O(g6), ∆12 = 4 + w2g
2 + z2g

4 +O(g6), ∆13 = 4 + w3g
2 + z1g

4 +O(g6),

with w1,2,3 and z1,2,3 the solutions of the following equations

3w3
i − 73w2

i + 553wi − 1274 = 0 with w1 < w2 < w3,

32399568z3
j + 3007792328z2

j + 66692590965zj + 57114350496 = 0 with z1 < z2 < z3.
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The correlator at 3 loops. Fixing the correlator at 3 loops is way more involved than
the previous case, and it is the first order at which the algorithm described above fails to
fix the answer completely. For ` = 3, the basis (5.33) with maximal transcendentality 6
counts 128 elements. We will assume, as suggested by the previous orders, that the β(3)

constants are linear combinations of numbers built as products of the basis elements (5.37),
with rational coefficients. This assumption reduces the ansatz to 100 unknown rational
parameters.

Requiring that the small x expansion of h(3)
weak does not contains terms proportional to

logn x with n > 3, we get 5 additional β’s. Then, using the crossing equation (5.36), we
further constrain the system obtaining 50 additional coefficients.

The next step is to include integrability data in the derivation. Expanding h(3)
weak at

small x, we compare terms proportional to xn logm x with the same terms appearing in the
expansion of (2.25) where we have injected spectral data from the QSC (see appendix D.1)
and structure constants from the previous orders. Inspecting the contribution of the J = 1
state fixes 15 coefficients, while the contributions of higher states are less constraining since
they are more and more degenerate. Indeed, J = 2 states gives 3 constraints and J = 3
and J = 4 only 1 each. As before, this procedure generates several constraints on structure
constants functions and in particular we obtain a

(4)
1 in terms of β(3) coefficients. Since

this quantity was previously computed in (5.47) exploiting the integral relation (3.1), one
can use it to fix 8 additional coefficients. Finally, plugging h

(3)
weak in the second integral

relation (3.2), performing the integrals and comparing with the O(g6) term of the r.h.s.,
we get 3 more constraints.16

The remaining 14 coefficients are unconstrained. It is possible that more sophisticated
analytical bootstrap techniques, such as the inversion formula developed in 1D in [86],
might be helpful in this context. In any case, our finding seems to suggest that using
analytical bootstrap equations for a single correlators may not be enough to pinpoint the
solution completely, even with a full knowledge of the spectrum. One expects that studying
multiple correlators would have the biggest impact on fixing the solution at higher orders,
as also observed at strong coupling [30].

5.3 Results

To summarise, we collect here the analytic results for structure constants obtained with
the above approach. For the ground state:

C2
1 (g) =2g2 −

(
24− 4π2

3

)
g4 +

(
320− 16π2 + 48ζ3 −

76π4

45

)
g6

−
(

4480− 832π2

3 + 256ζ3 −
224π4

15 + 880ζ5 −
64π6

45

)
g8 +O(g10),

(5.48)

16A partial result for the 4-point function at 3 loops is available upon request.
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and for excited states at J = 2

C2
2 = 1

10 + 1
150

(
10π2 − 75− 9

√
5
)
g2 +O(g4), (5.49)

C2
3 = 1

10 + 1
150

(
10π2 − 75 + 9

√
5
)
g2 +O(g4), (5.50)

and the non-vanishing excited states at leading order at J = 3, 4

C2
6 = 1

14 + 2
7
√

37
+O(g2) C2

8 = 1
14 −

2
7
√

37
+O(g2), (5.51)

C2
11 = s1 +O(g2) C2

12 = s2 +O(g2) C2
13 = s3 +O(g2), (5.52)

where the constants si are the roots of (5.44). Our 2-loop result for the 4-point function
is given in (5.46). Weak coupling data for scaling dimensions, coming from the QSC, are
collected in appendix D.

6 Discussion

In this paper we have continued experimenting with a combination of integrability and
conformal bootstrap methods to study observables in N=4 SYM. This has led to the most
accurate results to date for a non-supersymmetric OPE coefficient of short operators at
finite coupling. For instance, as highlighted in figure 1, with the methods of this paper
we determine one such structure constant with error 10−8 for ’t Hooft coupling λ ∼ 24π2.
Presently, this would not be achievable either with integrability or conformal bootstrap
methods on their own.

In this work, we have introduced new constraints on integrated correlators in the 1D
defect CFT, connecting them to another quantity available from integrability, the cusp
anomalous dimension. The addition of these constraints was shown to greatly enhance the
precision of the numerical bootstrap algorithm, allowing us to reach at least 7 digits of
precision for C2

1 over a wide range of the coupling for g > 1 (becoming 9 digits for g & 3),
and at least 2 digits precision for the next two OPE coefficients for g > 1 (see figure 10).

These new constraints were also very powerful in an analytic functional bootstrap
approach, which allowed us to fix the form of the 4-point function at 2 loops, fix 4 loops
for C2

1 , and 2 loops for the next two excited states OPE coefficients.
This development resonates nicely with the recent discovery of integrated correlators

constraints for the bulk 4D theory, in that case arising from localisation [51] (see also [87,
88]), which were also shown to have a great impact on the bootstrap [52].

It would be interesting to see if more general deformations of the MWL can lead to even
more constraints of the type studied here. At the very least, there should be generalisations
of the present identities involving integrated n-point functions with n > 4. Those would
be related to higher-orders in the near-BPS expansion of the cusp anomalous dimension,
which are also in principle accessible with integrability. Such generalised constraints might
be useful in the bootstrap.

An important question is whether using Bootstrability it is possible to compute the
OPE coefficients with (ideally) arbitrary precision, or if there is a fundamental limit. One
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way to improve the precision is certainly to include input from more states in the spectrum
in the Numerical Boostrap algorithms (here we used only 10 states). Another possibility is
to use analytical bootstrap techniques such as the ones developed for 1D CFTs in [86, 89–
94], which might prove to be advantageous.

However, we believe it is very unlikely that the study of a single correlator will be
enough to fix all OPE coefficients, even from a completely known spectrum. This is in fact
what we observe analytically at weak coupling, where the functional bootstrap approach
did not fix completely the 4-point function at 3 loops. One can argue that this is in fact to
be expected, as the CFT is defined not by one, but by all its correlation functions. Also in
the Numerical Conformal Bootstrap, it is only the study of multiple correlators that allows
to find small islands for allowed conformal data [95]. Thus, we believe that multi-correlator
Bootstrability is a very promising direction for the future.

Our present setup is the 1D defect CFT, which presents some simplifications. In par-
ticular, it is a consistent CFT at the planar level. This is not the case for the bulk 4D
CFT, where there is intermingling of single and double traces contributing to planar 4-point
functions. This presents a challenge, since the QSC does not know about the anomalous
dimensions of double traces. However, we expect that analytic conformal bootstrap tech-
niques such as the ones in [96–100] might help to resolve this problem. In particular, it is
inspiring that the double discontinuity of a 4-point function, which parametrises the full
correlator thanks to the Lorentzian inversion formula [96], is determined only by single
trace operators in a large N theory [97]. For instance, at strong coupling λ ∼ ∞, the corre-
lator was reconstructed, at several orders in 1/N , starting from information on single-trace
protected operators, which are the only ones contributing in this regime [101, 102]. Our
hope is that Bootstrability could be the way to extend these beautiful results to the full
finite λ region.

It is also an interesting direction for the future to extend these techniques to other
integrable gauge theories. A natural setup would be the one of the Wilson line defect
CFTs living in ABJM theory defined in [103, 104], recently studied from the Bootstrap
approach in [105]. For this setup, the cusp is also intensively studied in [106, 107] and
the Bremsstrahlung function is known exactly [104, 108–110] (see also [111]), although
an integrability formulation is still lacking. The QSC for the spectrum of local operators
was found for this theory in [112, 113] (for its numerical solution see [114]). Finding its
deformation capturing the defect CFT would be very interesting and would open the way
to applying the methods presented here. The AdS3/CFT2 duality for which a QSC was
recently proposed in [115, 116] is also a fascinating laboratory to develop Bootstrability in
the context of 2D CFTs.

Finally, the fishnet limit of N=4 SYM [117] and ABJM [118] theories are also very in-
teresting playgrounds for combining integrability and bootstrap techniques, which present
additional challenges due to the non-unitarity. We should mention that the Fishnet theo-
ries are a very promising setting to understand correlation functions analytically as shown
in many recent works [119–126]. The QSC is also under control in this limit [127–130] (for
the open spin chain case, relevant for the fishnet limit of the present setup, see [131]), and
for their simplicity the Fishnet theories appear to be the perfect laboratory to understand
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the expected connection between QSC and correlators. There has been progress in this
direction [16, 20] (for other limits see e.g. [14, 38, 44]) but a full solution is still missing.
Having non-perturbative data obtained with the help of bootstrap methods could be im-
portant to inform these efforts. Moreover, perhaps the study of these limits will reveal new
ways in which integrability and bootstrap should be fused at a more fundamental level to
study AdS/CFT-related theories.
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A Details on the curvature function from the QSC

We collect some details in the determination of the Curvature function from integrabil-
ity [55]. The kernels appearing in (2.8) are given by

K0(u) = ∂u log Γ(iu+ 1)
Γ(−iu+ 1) , (A.1)

K−φ(u) = e−2φu
[
−ie−2iφΦ(e−2iφ, 1, 1− iu)− ie+2iφΦ(e+2iφ, 1, 1 + iu)

]
, (A.2)

K+φ(u) = e+2φu
[
−ie+2iφΦ(e+2iφ, 1, 1− iu)− ie−2iφΦ(e−2iφ, 1, 1 + iu)

]
, (A.3)

where Φ is the Hurwitz-Lerch transcendent function17 defined through the following infi-
nite sum

Φ(z, s, a) =
∞∑
k=0

zk

(a+ k)s . (A.4)

The remainder of the integrand of (2.8) is organised in the following functions

D+(x,y) = iS+(y)e2gφ(y− 1
y

)

g3Iφ1 e
2gφ(x− 1

x
)

(
Iφ2 xS+(y)

(Iφ1 )2(x2−1)
− 2S+(y)

gIφ1
− 2S+(x)e4gφ(x− 1

x
)

gIφ1
− 2(x+y)(1−xy)

(x2−1)(y2−1)

)
,

D0(x,y) = 2iS+(y)
g3Iφ1

(
S+(x)
gIφ1

− xIφ2 S+(x)
(Iφ1 )2(x2−1)

− 2x2

(x+1/x)(x2−1)

)
, (A.5)

D−(x,y) = iIφ2

g3(Iφ1 )3

x(S+(x))2e2gφ(x− 1
x

)

(x2−1)e2gφ(y− 1
y

)
.

17In Wolfram Mathematica it is the function HurwitzLerchPhi.
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These are functions of x, y, related to ux, uy by the Zhukovsky map

x+ 1
x

= ux
g
, |x| ≥ 1 , (A.6)

(analogous for y, uy), which resolves the cut [−2g, 2g] around which the integrals in (2.8)
run. The other objects appearing in (A.5) are the deformed Bessel functions

Iφn = 1
2In

4πg

√
1− φ2

π2

[(√π + φ

π − φ

)n
− (−1)n

(√
π − φ
π + φ

)n]
, (A.7)

with In being the modified Bessel function, and the following sum

S+(x) ≡
∞∑
n=1

I+φ
n x−n. (A.8)

In the φ→ 0 limit, (2.8) reduces to the Curvature function defined in (2.12) where the
kernel K0 is given in (A.1) and the function F is

F [x, y] = −8i sinh (2πux)uxuyx2S0(y)
I1(4gπ)2 (A.9)

+S0(y)2
[ 8ixyI2(4gπ)uxuy
gπ (x2 − 1) I1(4gπ)3 −

8ixyI2(4gπ)uxuy
gπ (y2 − 1) I1(4gπ)3 + 32ixyuxuy

I1(4gπ)2

]
+ sinh2 (2πuy)

[ 4ixyI2(4gπ)uxuy
gπ (x2 − 1) I1(4gπ)3 + 16ixyuxuy

I1(4gπ)2

]
+ sinh (2πuy)

[
4ixuxuyy2

(x2 − 1) I1(4gπ) −
8ix sinh (2πu)uxuyy

I1(4gπ)2 − 8iuxuyS1(x)y
gI1(4gπ)2

− 16ixuxuy
(y2 − 1) I1(4gπ) +

(
− 8ixyI2(4gπ)uxuy
gπ (x2 − 1) I1(4gπ)3 −

32ixyuxuy
I1(4gπ)2

)
S0(y)

]
+S1(y)

[ 8ixyuxuy
g (x2 − 1) I1(4gπ) −

8ixyuxuy
g (y2 − 1) I1(4gπ)

]
+S0(x)

[
S0(y)

(
16iuxuy
I1(4gπ)2 −

16iy2uxuy
I1(4gπ)2

)
− 4ixI2(4gπ)uxuyS1(y)
g2π (x2 − 1) I1(4gπ)3

]

+S0(y)
[

8ixuxuyy2

(x2 − 1) I1(4gπ) + 8ixuxuy
I1(4gπ) −

8ixuxuy
(x2 − 1) I1(4gπ) + 32ixuxuy

(y2 − 1) I1(4gπ)

+S1(x)
(
− 4ixI2(4gπ)uxuy
g2π (x2 − 1) I1(4gπ)3 −

16ixuxuy
gI1(4gπ)2

)
+S1(y)

( 4ixI2(4gπ)uxuy
g2π (x2 − 1) I1(4gπ)3 + 16ixuxuy

gI1(4gπ)2

)]
,

where

S0(x) =
∞∑
n=1

I2n+1(4πg)
x2n+1 , S1(x) =

∞∑
n=1

2nI2n(4πg)
πx2n . (A.10)
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B Four-point function with generic polarisations

The 4-point function was for any combination of operators from the B1 multiplet in [37],
using a superspace formalism. By superconformal symmetry, all such correlators depend
on the same reduced function of the cross ratio f(x), entering the bootstrap problem of
section 2.2.2. In the case of scalar primaries with generic polarisations, we have explicitly

〈〈Φi1
⊥(x1)Φi2

⊥(x2)Φi3
⊥(x3)Φi4

⊥(x4)〉〉 = Gi1i2i3i4(x)
x2

12x
2
34

, (B.1)

with x = x12x34/(x13x24). Depending on polarisations, the amplitude can be split in three
contributions,

Gi1i2i3i4(x) = δi1,i2δi3,i4G1(x) + δi1i3δi2i4G2(x) + δi1i4δi2,i3G3(x) , (B.2)

which are related to f(x) as

G1(x) =
(2
x
− 1

)
f(x) + (x− 1)f ′(x) , (B.3)

G2(x) = Fx2 − (x− 1)f ′(x)x− f(x) , (B.4)
G3(x) = f(x)− xf ′(x) . (B.5)

For homogeneous polarisation one recovers G(x) used in section 2.2.2, as

G(x) = G1(x) +G2(x) +G3(x). (B.6)

C Rewriting the integral constraints

Consider the second constraint (3.2) first. Using the crossing equation, it can be rewrit-
ten as

Constraint 2:
∫ 1

2

0
dx
δf(x) (2x− 1)

x2 = C
4 B2 + F− 3, (C.1)

which is convenient since on the interval x ∈ (0, 1
2) the OPE decomposition (2.25) converges

very fast and can be safely exchanged with the integration. Plugging in δf = ∑
nC

2
nf∆n +

fI + C2
BPSfB2 − ftree, we can now rewrite (C.1) as∑

∆n

C2
n Int2 [ f∆n ] + RHS2 = 0, (C.2)

where Int2 is an integral operator defined as

Int2 [F (x)] ≡
∫ 1

2

0
dx
F (x) (2x− 1)

x2 , (C.3)

and where RHS2 is defined by RHS2 ≡ Int2
[
fI + C2

BPS fB2 − ftree
]
− C

4 B2 − F + 3. Plugging
in the values of the blocks, we find it explicitly:

RHS2 = 1− F
6 + (2− F) log(2) + 1− C

4 B2 . (C.4)
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We can recast (3.1) in a similar form. Using the identity (5.2), the constraint can be
written as

Constraint 1: 1 +
∫ 1

2

0
δG(x) log (x(1− x))

x2 dx = 3C− B
8 B2 . (C.5)

Given identity (2.23), we see that δG(x)/x2 is a total derivative, so that we can integrate
by parts. For this, it is useful to notice that, due to crossing, f(1

2) = 0. Plugging in the
OPE expansion of f , integrating by parts the pieces corresponding to the long blocks and
performing the remaining integrals, we can massage the constraint to the form:

Constraint 1:
∑
∆n

C2
n Int1 [f∆n ] + RHS1 = 0, (C.6)

where we defined the integral operator

Int1 [F (x)] ≡ −
∫ 1

2

0
(x− 1− x2)F (x)

x2 ∂x log (x(1− x)) dx, (C.7)

and the explicit term RHS1 is obtained as

RHS1 ≡ 1− 3C− B
8 B2 − (x− 1− x2)fI(x) + C2

BPSfB2(x)
x2 log (x(1− x))

∣∣∣∣∣
x= 1

2

+
∫ 1

2

0
∂x

(
(F− 2)x+ (x− 1− x2)fI(x) + C2

BPSfB2(x)− ftree(x)
x2

)
log (x(1− x)) dx,

(C.8)

which evaluates explicitly to

RHS1 = B− 3C
8B2 +

(
7 log(2)− 41

8

)
(F− 1) + log(2). (C.9)

D Spectral data

In this appendix we present some analytical and numerical data for the ten states in our
spectrum. This data is also shared in a Mathematica notebook attached to this paper.

D.1 Perturbative

Here we present analytical weak coupling data for the first 10 states. States are labelled
in the order they appear as g → 0 .

∆1 = 1 + 4g2 − 16g4

+
[
128− 56π4

45

]
g6 +

[272
135π

6 + 128
3 π2 − 64

3 π
2ζ3 + 128ζ3 − 160ζ5 − 1280

]
g8

+
[
− 7328

2835π
8 − 64

2835π
6 − 896

45 π
4 − 2560

3 π2 + 64
3 π

4ζ3 + 512
3 π2ζ3 + 448

3 π2ζ5

− 384 (ζ3)2 − 1024ζ3 − 640ζ5 + 2688ζ7 + 14336
]
g10 +O

(
g12
)
,

(D.1)
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from [40]. Solving the same QSC equations, for excited states we find

∆2 = 2 +
[
5−
√

5
]
g2 − 2

[
9− 4

√
5
]
g4

+
[
185− 437√

5
+ 2

3
(
13− 5

√
5
)
π2 + 14

45
(
3
√

5− 5
)
π4
]
g6 +O

(
g8
)
,

(D.2)

∆3 = 2 +
[
5 +
√

5
]
g2 − 2

[
9 + 4

√
5
]
g4

+ 1
45

[
9
(
925 + 437

√
5
)

+ 30
(
13 + 5

√
5
)
π2 − 14

(
5 + 3

√
5
)
π4
]
g6 +O

(
g8
)
,

(D.3)

∆4 = 3 + p1 g
2 + q3 g

4 +O
(
g6
)
, (D.4)

∆5 = 3 + p2 g
2 + q2 g

4 +O
(
g6
)
, (D.5)

∆6 = 3 + 1
3

[
23−

√
37
]
g2 − 2

10989

[
138824− 21943

√
37
]
g4 +O

(
g6
)
, (D.6)

∆7 = 3 + 9g2 − 69
2 g

4 +
[501

2 − 7π2

2

]
g6 +O

(
g8
)
, (D.7)

∆8 = 3 + 1
3

[
23 +

√
37
]
g2 − 2

10989

[
138824 + 21943

√
37
]
g4 +O

(
g6
)
, (D.8)

∆9 = 3 + p3 g
2 + q1 g

4 +O
(
g6
)
, (D.9)

∆10 = 4 + r1 g
2 +O(g4) , (D.10)

The coefficients pi and qj for the states ∆4, ∆5 and ∆6 are respectively, solutions of the
algebraic equations

p3
i − 19 p2

i + 96 pi − 128 = 0 , with p1 < p2 < p3 . (D.11)

and
781 q3

j + 59143 q2
j + 1008864 qj + 12200 = 0 , with q1 < q2 < q3 . (D.12)

Finally, the coefficient r1 in ∆10 is the lowest magnitude solution of

r10
k − 88 r9

k + 3388 r8
k − 74980 r7

k + 1053428 r6
k − 9783816 r5

k + 60570976 r4
k

−245427424 r3
k + 618124224 r2

k − 864113152 rk + 500028928 = 0 .
(D.13)

Indeed, other solutions rk are one-loop anomalous dimensions of higher states with ∆0 = 4.
One-loop anomalous dimensions for ∆2, ∆3, ∆4, ∆5, ∆7, ∆9 and ∆10 can also be extracted
from diagonalising the mixing matrix/spin-chain Hamiltonian in [132].

D.2 Numerical

In tables 1-10 we present numerical values, with at least 12 significant digits, for ∆i,
1 ≤ i ≤ 10 obtained with the QSC. States are labelled in the order they appear as g → 0 .
Note that at different values of g, the ordering of the states could change and one should
keep this in mind while using these data for NCB applications like in section 4. The
complete set of data is provided in the notebook supplementing this paper.
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g ∆ g ∆ g ∆ g ∆
0.2 1.136002453 1.2 1.716822613 2.2 1.834303271 3.2 1.882963221
0.4 1.358591986 1.4 1.751935390 2.4 1.847018106 3.4 1.889459116
0.6 1.509952145 1.6 1.779330126 2.6 1.857923582 3.6 1.895272465
0.8 1.605510910 1.8 1.801292632 2.8 1.867379766 3.8 1.900505392
1.0 1.670227842 2.0 1.819289288 3.0 1.875657233 4.0 1.905240630

Table 1. ∆1 taken from [40].

g ∆ g ∆ g ∆ g ∆
0.2 2.111484971 1.2 3.244972034 2.2 3.548950040 3.2 3.678681415
0.4 2.419585353 1.4 3.334493736 2.4 3.582628334 3.4 3.696173111
0.6 2.740095285 1.6 3.405114865 2.6 3.611638194 3.6 3.711861467
0.8 2.968232142 1.8 3.462235845 2.8 3.636885730 3.8 3.726011360
1.0 3.127846278 2.0 3.509381656 3.0 3.659057111 4.0 3.738838260

Table 2. ∆2, only this state and ∆1 were used to obtain the results of [24].

g ∆ g ∆ g ∆ g ∆
0.2 2.241489897 1.2 3.318405927 2.2 3.577014843 3.2 3.693284686
0.4 2.637745222 1.4 3.392795505 2.4 3.606820906 3.4 3.709271389
0.6 2.914439582 1.6 3.452459836 2.6 3.632703586 3.6 3.723675243
0.8 3.095254939 1.8 3.501413234 2.8 3.655390386 3.8 3.736720187
1.0 3.222893829 2.0 3.542317830 3.0 3.675439099 4.0 3.748589811

Table 3. ∆3.

g ∆ g ∆ g ∆ g ∆
0.2 3.085668899 1.2 4.611262730 2.2 5.154254766 3.2 5.392449421
0.4 3.354401576 1.4 4.769123097 2.4 5.215698984 3.4 5.424879036
0.6 3.762820692 1.6 4.894817892 2.6 5.268844551 3.6 5.454029130
0.8 4.133185001 1.8 4.997280771 2.8 5.315263664 3.8 5.480372469
1.0 4.407035545 2.0 5.082408648 3.0 5.356155220 4.0 5.504295213

Table 4. ∆4.

g ∆ g ∆ g ∆ g ∆
0.2 3.179538060 1.2 4.730691980 2.2 5.202154921 3.2 5.417927790
0.4 3.591435315 1.4 4.865213974 2.4 5.257226150 3.4 5.447799149
0.6 4.017590943 1.6 4.973723374 2.6 5.305182235 3.6 5.474756134
0.8 4.332109863 1.8 5.063185037 2.8 5.347321142 3.8 5.499205454
1.0 4.559164233 2.0 5.138250140 3.0 5.384642229 4.0 5.521481452

Table 5. ∆5.
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g ∆ g ∆ g ∆ g ∆
0.2 3.210615426 1.2 4.710076359 2.2 5.190012398 3.2 5.410803027
0.4 3.640914338 1.4 4.846040453 2.4 5.246398949 3.4 5.441316835
0.6 4.025590582 1.6 4.956452208 2.6 5.295490975 3.6 5.468836295
0.8 4.317896637 1.8 5.047804538 2.8 5.338610706 3.8 5.493780214
1.0 4.538908388 2.0 5.124591891 3.0 5.376780526 4.0 5.516492991

Table 6. ∆6.

g ∆ g ∆ g ∆ g ∆
0.2 3.315020835 1.2 5.376484671 2.2 5.972956517 3.2 6.248917413
0.4 3.941060112 1.4 5.545686923 2.4 6.043229749 3.4 6.287246836
0.6 4.490146402 1.6 5.682758918 2.6 6.104515476 3.6 6.321860864
0.8 4.879729434 1.8 5.796153401 2.8 6.158435062 3.8 6.353274253
1.0 5.161911422 2.0 5.891557969 3.0 6.206241201 4.0 6.381910882

Table 7. ∆7.

g ∆ g ∆ g ∆ g ∆
0.2 3.323455425 1.2 4.848038537 2.2 5.251786153 3.2 5.444974771
0.4 3.867435619 1.4 4.961086152 2.4 5.300520446 3.4 5.472212501
0.6 4.259504217 1.6 5.053416701 2.6 5.343270686 3.6 5.496900789
0.8 4.519240721 1.8 5.130417567 2.8 5.381082718 3.8 5.519382197
1.0 4.705712531 2.0 5.195697383 3.0 5.414769846 4.0 5.539940361

Table 8. ∆8.

g ∆ g ∆ g ∆ g ∆
0.2 3.406279873 1.2 5.951763518 2.2 6.704379301 3.2 7.053178455
0.4 4.185347283 1.4 6.164782791 2.4 6.793212920 3.4 7.101604295
0.6 4.852983460 1.6 6.337711381 2.6 6.870682871 3.6 7.145329080
0.8 5.331457258 1.8 6.480927012 2.8 6.938835086 3.8 7.185004502
1.0 5.682681998 2.0 6.601489711 3.0 6.999252357 4.0 7.221167257

Table 9. ∆9.

g ∆ g ∆ g ∆ g ∆
0.2 4.069718669 1.2 5.836379947 2.2 6.659463686 3.2 7.029223098
0.4 4.285598558 1.4 6.073247869 2.4 6.754278507 3.4 7.080032639
0.6 4.668075698 1.6 6.263152913 2.6 6.836601572 3.6 7.125801571
0.8 5.135128838 1.8 6.418930018 2.8 6.908748136 3.8 7.167243334
1.0 5.532468509 2.0 6.549077966 3.0 6.972493691 4.0 7.204942895

Table 10. ∆10.
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E Numerical bounds for OPE coefficients

The data obtained with the numerical bootstrap are listed in tables 11-13. The format
is 1

2

(
Ci lower + C2

i upper

)
± 1

2
(
Ci upper − C2

i lower
)
. The results are obtained as explained

in section 4, with the input from the spectrum of the first 10 states, exploiting the two
integrated correlator constraints and with Nder = 140. These results can be extracted from
the Mathematica notebook attached to this paper.

g C2
1 g C2

1

0.2 0.065679029± 6.95 10−7 2.2 0.34963125312± 1.45 10−9

0.4 0.16838882± 1.29 10−6 2.4 0.353696925390± 9.93 10−10

0.6 0.233041731± 4.49 10−7 2.6 0.357157434333± 7.00 10−10

0.8 0.270286735± 1.32 10−7 2.8 0.360138240651± 5.08 10−10

1.0 0.2940148737± 4.88 10−8 3.0 0.362732415360± 3.78 10−10

1.2 0.3104333079± 2.16 10−8 3.2 0.365010449531± 2.87 10−10

1.4 0.3224668639± 1.08 10−8 3.4 0.367026704055± 2.23 10−10

1.6 0.33166329164± 5.97 10−9 3.6 0.368823769320± 1.75 10−10

1.8 0.33891847883± 3.53 10−9 3.8 0.370435484280± 1.40 10−10

2.0 0.34478716132± 2.21 10−9 4.0 0.371889072242± 1.14 10−10

Table 11. Bounds for the OPE coefficient C2
1 .

g C2
2 g C2

2

0.2 0.09452± 7.25 10−3 2.2 0.0311296± 6.02 10−5

0.4 0.06925± 2.80 10−3 2.4 0.0305818± 4.90 10−5

0.6 0.05246± 1.47 10−3 2.6 0.0301230± 4.06 10−5

0.8 0.044285± 7.18 10−4 2.8 0.0297329± 3.42 10−5

1.0 0.039788± 4.10 10−4 3.0 0.0293973± 2.92 10−5

1.2 0.036979± 2.62 10−4 3.2 0.0291054± 2.52 10−5

1.4 0.035063± 1.79 10−4 3.4 0.0288492± 2.20 10−5

1.6 0.033675± 1.30 10−4 3.6 0.0286224± 1.94 10−5

1.8 0.0326214± 9.75 10−5 3.8 0.0284203± 1.73 10−5

2.0 0.0317952± 7.56 10−5 4.0 0.0282390± 1.55 10−5

Table 12. Bounds for the OPE coefficient C2
2 .
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g C2
3 g C2

3

0.2 0.1101± 1.27 10−2 2.2 0.1361104± 6.60 10−5

0.4 0.13196± 7.16 10−3 2.4 0.1349397± 5.30 10−5

0.6 0.14546± 2.99 10−3 2.6 0.1339028± 4.34 10−5

0.8 0.14798± 1.17 10−3 2.8 0.1329800± 3.63 10−5

1.0 0.146757± 5.82 10−4 3.0 0.1321546± 3.07 10−5

1.2 0.144696± 3.40 10−4 3.2 0.1314126± 2.64 10−5

1.4 0.142594± 2.20 10−4 3.4 0.1307425± 2.30 10−5

1.6 0.140664± 1.52 10−4 3.6 0.1301347± 2.02 10−5

1.8 0.138948± 1.11 10−4 3.8 0.1295811± 1.79 10−5

2.0 0.1374382± 8.44 10−5 4.0 0.1290748± 1.60 10−5

Table 13. Bounds for the OPE coefficient C2
3 .
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