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Abstract 

A new procedure for the determination of Al, Ba, Ca, Fe, K, Mg, Na and Sr in snow samples by 

inductively coupled plasma optical emission spectrometry (ICP-OES) has been developed. The 

analytes were 100-fold preconcentrated by sample volume reduction and quantified by ICP-OES 

using the heated torch-integrated sample introduction system (hTISIS). After multivariate 

optimization of the hTISIS/ICP-OES operating parameters for maximum sensitivity and plasma 

robustness, fit-for-purpose performances were achieved, requiring only 20 mL of sample (as 

water equivalent). The analytical recovery was quantitative (except for Ba at low concentration, 

≈80%) and the precision of the procedure was better than 5%. The limits of detection (Al: 0.10 ng 

g-1; Ba: 0.013 ng g-1; Ca: 0.52 ng g-1; Fe: 0.13 ng g-1; K: 0.38 ng g-1; Mg: 0.04 ng g-1; Na: 0.39 ng 

g-1; Sr: 0.003 ng g-1) were suitable for the analysis of Antarctic snow, with some limitation for 

Ba. The accuracy and uncertainty of the method were assessed by the analysis of the certified 

reference water NIST SRM 1640a. The application of the analytical method to sixty snow 

samples collected at Dome C, on the East Antarctic Plateau, provided self-consistent results, in 

good agreement with literature data. 
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1. Introduction 

 

Antarctic snow and ice are unique archives for past environmental conditions, providing direct 

and highly resolved records of atmospheric parameters and their variability through time.1,2 

However, a more accurate interpretation of these glaciochemical records still requires a better 

understanding of the factors that control the snow chemistry, including the atmospheric transport 

of aerosols, precipitation processes and post-depositional effects.3,4 In this context, the chemical 

analysis of snow samples plays a central role, due to the relevant information that can be obtained 

by using various elemental proxies, such as those derived from the quantification of the alkaline 

and alkaline-earth elements, aluminum and iron. For example, sodium is a reliable sea-spray 

marker,5,6 whereas aluminum and barium are useful indicators of the continental crustal 

contribution.7,8 Iron determination in Antarctic snow is also of great importance, both as a marker 

of the mineral dust and to elucidate the impact of iron fertilization on the carbon dioxide 

sequestration in the Southern Ocean.9,10,11 

These elements are present in the Antarctic snow and ice at very low concentration levels, 

typically at or below ng g-1, thus requiring analytical methods with high sensitivity and precision. 

Besides, the applied analytical protocols have to assure ultra-clean conditions, from the sampling 

to the instrumental analysis, with a strict control and evaluation of any possible source of 

contamination. Finally, in order to obtain an adequate vertical resolution for the study of the 

temporal variation of the chemical parameters, the amount of sample for the analysis should be as 

low as possible. 

The determination of major ions in Antarctic snow is usually carried out by ion 

chromatography.12,13,14 However, this technique is basically limited to Na+, K+, Ca2+ and Mg2+ 

and, whenever the study requires the determination of other major elements (e.g. Al, Ba, Fe), 

additional instrumental techniques have to be applied, such as inductively coupled plasma optical 

emission spectrometry (ICP-OES)6,15,16,17 and inductively coupled plasma mass spectrometry 

(ICP-MS).7,18,19 

In this work, we developed a new method based on ICP-OES to carry out the simultaneous 

determination of Al, Ba, Ca, Fe, K, Mg, Na and Sr in Antarctic snow samples, requiring just 20 

mL (as water-equivalent, corresponding to ≈50 mL of snow) of each sample. The method 

combines a simple and clean pre-concentration procedure with the use of a total-consumption 

sample introduction system which allows the ICP-OES analysis to be completed while 

consuming less than 200 µL of pre-concentrates and the attaining of high sensitivity and 
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precision. After the multivariate optimization of the operating conditions, the method was fully 

characterised in terms of precision and accuracy, sensitivity, analytical recovery and limits of 

detection, and finally applied to sixty snow samples from the Antarctic plateau. It is demonstrated 

that ICP-OES performances can be improved to a level that allows to face even this demanding 

application, providing a new analytical tool for the environmental studies in the polar regions. 

 

2. Experimental 
 

2.1. Instrumentation 

 

The Thermo-Fisher Scientific (Waltham, MA, USA) iCAP 6000 ICP-OES Duo instrument 

was used, selecting the axial plasma view for any wavelength to achieve the best sensitivity and 

detection limits. The instrumental and operating conditions are summarised in Table 1. 

The sample introduction system was the so-called heated torch-integrated sample introduction 

system (hTISIS),20,21,22 consisting of a single-pass spray chamber, with a lateral port to introduce 

a sheathing gas stream in a location close to the aerosol production point. A Teflon adapter was 

used to fit a PFA-ST micronebulizer by Elemental Scientific (Omaha, NE, USA) to the chamber 

base, and the cavity was directly jointed with the quartz injector of the plasma torch. The 

chamber was electrically heated at 150 °C by means of a wounded heating tape connected to a 

DC power supply. For comparison purposes, a Glass Expansion (Melbourne, Australia) Cinnabar 

spray chamber with a 20-mL inner volume was also used. 

 

2.2. Reagents and materials 

 

Ultrapure water was supplied by the four-column ion-exchange system Milli-Q fed by the 

reverse osmosis system Elix 3, both from Millipore (Burlington, MA, USA). Ultrapure-grade 

Normatom® 67% nitric acid from VWR International (Radnor, PA, USA) and TraceSELECT® 

Ultra 49% hydrofluoric acid from Honeywell Fluka (Charlotte, NC, USA) were used for sample 

preparation. 1000 mg L−1 single-element standard solutions were obtained from Fluka and Merck 

(Darmstadt, Germania), and properly diluted to the final concentration (see Table S1 (Appendix)) 

with Milli-Q water. 

 

2.3. Samples 
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A continuous series of snow samples was obtained in 2017 at Dome C, East Antarctic Plateau, 

from the wall of a 4-m-deep pit, corresponding to the period 1971-2017. Samples were collected 

in 50-mL pre-cleaned polypropylene tubes and stored at -20 °C until analysis. Details on the 

sampling site, the collection procedure and the sample dating have been previously reported.23 

For method validation, the standard reference material SRM 1640a from the National Institute 

of Standards & Technology (NIST, Gaithersburg, MD, USA) was used. 

 

2.4. Pre-concentration procedure 

 

The pre-concentration of snow samples was carried according to a procedure previously 

developed for the ICP-MS determination of trace elements24 and lead isotopic ratios.25 Briefly, 

the samples were allowed to melt in their closed tubes and weighed to determine the exact mass 

(≈20 g). Subsequently, the samples were acidified at 0.5% (v/w) with HNO3 and HF, left closed 

for 24 h, and refrozen. Then, the samples were freeze-dried and redissolved in 200 µL of 0.05% 

HNO3, providing a pre-concentration factor of ≈100 (accurately computed for each sample). 

Procedural blanks and standard solutions for the recovery tests were concomitantly prepared 

exactly as the snow samples, using 20 mL of Milli-Q water. 

 

2.5. Multivariate experiments and data processing 

The combined effect of the operating conditions on the analytical signals was investigated by 

an experimental design-based approach,26 applying a faced central composite design (see Table 

S2 (Appendix)). In each condition, the emission intensities at 32 wavelengths (Table 1) were 

measured for the standard solution 3 (see Table S1 (Appendix)). To minimize the influence of 

systematic trends (e.g. instrumental drift), the experiments were performed randomly. Runs 25-28 

(replicates at the center point) were performed regularly throughout the sequence of analysis to 

give the estimate of the experimental variance, necessary to evaluate the significance of the 

models’ coefficients. After a judicious selection of the detector sub-arrays for appropriate peak 

and background measurements, raw data were exported and processed using the open-source 

software R,27 with the additional package CAT.28 Principal Component Analysis (PCA) was 

performed using the same software tools, after autoscaling of data.  
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Plasma robustness was evaluated by the Mg 280.270 nm (ionic line) to Mg 285.213 nm 

(atomic line) intensity ratio (MgR).29 Values were corrected for differences in response due to the 

use of an echelle grating, by applying a factor of 1.4 (empirically determined by ratioing the 

background emission at the wavelengths corresponding to the atomic and ionic lines). 

 

3. Results and discussion 

 

3.1. Optimization of the operating conditions 

Due to the low analytical concentration expected in the Antarctic snow samples, the first step 

of the method development was the optimization of the ICP-OES operating conditions to achieve 

the best sensitivity and sufficient plasma robustness. The combined effect of RF power (P), 

nebulizer pressure (NP), sheathing gas flow rate (SG) and sample uptake rate (UR) on the 

analytical signals was studied by applying a central composite design, as described above. The 

obtained responses (emission intensities at the wavelengths listed in Table 1), were firstly 

analyzed by applying a PCA to the data matrix formed by the 28 experiments (see Table S2 

(Appendix)) and the 32 responses, finding that the 94% of the total variance of data is explained 

by the first PC (PC1). Therefore, the score of the experiments on this PC was considered as a new 

response, being a linear combination of the 32 original ones. This transformation significantly 

simplified the following regression analysis, since only two models had to be studied: PC1 (to 

collectively consider all the analytical signals) and MgR (for plasma robustness). 

The coefficients of the models and their significance are reported in Table S3 (Appendix) and 

S4 (Appendix), and representative response surfaces are shown in Figure 1. It can be observed 

that an increase in the RF power led to an improvement of sensitivity (Figure 1a,b), likely due to 

the enhanced plasma excitation conditions, as highlighted by a concomitant increase in MgR 

(Figure 1d,e). The effect on sensitivity was higher at high sample uptake rates (Figure 1b,e), 

when the solvent load increased, thus requiring more energy from the plasma source. The 

sensitivity also increased by decreasing the nebulizer pressure and sheathing gas flow rate, with a 

strong interaction between these parameters (Figure 1c). This trend can be explained considering 

that the decrease in the nebulizer gas flow rate reduces the droplet velocity inside the chamber 

and, hence, the impacts against the cavity walls. In addition, by reducing the nebulizer and 

sheathing gas flow rates, the sample residence time within the plasma source increases. 
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Accordingly, MgR values also increased by decreasing the gas flow rates (Figure 1f), indicating 

more robust plasma conditions. 

By analysing the response surfaces, the following optimal conditions were selected: maximum 

RF power (1350 W), lowest values of nebulizer pressure (0.15 MPa) and sheathing gas flow rate 

(0.1 L min-1) and a sample uptake rate of 50 µL min-1. In fact, the increase of the uptake rate led 

to an increase of sensitivity (Fig. 1b) but to a decrease of MgR values (Fig. 1e). Consequently, a 

compromise value had to be chosen in order to match high emission intensities and sufficient 

plasma robustness (MgR=9.5±0.4). Finally, the models were validated by replicated analysis of 

standard 3 under the optimal conditions. The prediction errors were -1% and 6% for PC1 and 

MgR, respectively, and the models were hence considered fit-to-purpose. 

 

3.2. Instrumental performances 

The performances of ICP-OES measurements under the optimal conditions are gathered in 

Table 2. The concentration ranges were selected according to the expected concentration in the 

Antarctic snow samples as reported by previous investigations (e.g. Refs 8,17), considering a pre-

concentration factor of 100 due to the sample preparation procedure. Within each concentration 

range, the signal intensity varied linearly, at any wavelengths. The sensitivity, computed as the 

slope of the calibration curve, resulted about 2 times better than that obtained using a 

conventional sample introduction system, working at the same sample uptake rate. The 

instrumental precision was better than 5% (usually better than 2%), except for the Sr 346.446 nm 

emission line, which was not used for the analysis of the samples because of its low sensitivity. 

Similarly, it was decided to remove few other emission lines (highlighted in italic in Table 1). 

The signal variation during a 3-h analytical session ranged from 2.1 to 5.3%. 

 

3.3. Pre-concentration procedure: analytical recovery, precision and limits of detection 

Despite the optimization of the instrumental parameters and the use of a high-efficiency 

sample introduction system, the achieved sensitivity was inadequate for the direct analysis of 

Antarctic snow samples, thus requiring the application of a sample pre-concentration step. In 

previous studies, a simple and clean procedure has been developed and successfully applied for 

the determination of trace elements17,24 and lead isotopic ratios23,25,30 in Antarctic snow samples. 

The procedure is based on solvent removal by freeze-drying and it allows a pre-concentration 

factor of ≈100 to be achieved by reducing the sample volume from ≈20.0 to 0.2 mL. The first 
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volume corresponds to the water obtained by melting the snow collected into 50-mL 

polypropylene tubes, which enables the sampling from snow pits with high vertical resolution (≈3 

cm). The final volume of 200 µL is the minimum amount necessary to reconstitute the sample 

after the freeze-drying step and to perform the multi-element ICP-OES analysis using the low-

sample consumption hTISIS system. 

In order to validate the procedure for the analytes considered in this work, a number of 

procedural blanks and standard solutions were prepared exactly as the snow samples and 

analyzed by ICP-OES. The results are reported in Table 3. A quantitative recovery can be 

observed for all the analytes (except for Ba at low concentration, ≈80%), with a good agreement 

among the results at the various wavelengths. The analytical precision was always better than 

5%. Finally, the detection limits computed by the analysis of ten procedural blanks according to 

the 3σ-criterion proved to be adequate for the analysis of Antarctic snow samples, with some 

limitation for barium, as discussed below. 

 

3.4. Accuracy and uncertainty estimation 

 

The accuracy of the analytical method was finally verified by using the certified natural water 

SRM 1640a, supplied by NIST. In order to match the certified analytical concentrations with the 

real ones, the standard was 20-fold diluted for the determination of Al, Fe, K, Mg, Na and 

2000-fold diluted for the determination of Ba, Ca and Sr. Then, 20-mg aliquots were freeze-dried, 

re-dissolved in 200 µL of 0.05% nitric acid solution and analyzed by ICP-OES. 

The results are reported in Table 4. The uncertainty associated to each value is the expanded 

uncertainty about the mean calculated following the GUM guideline.31 In particular, the 

uncertainty sources in the final concentration values are related to the instrumental precision of 

the analysis of both sample and blank solutions, the uncertainties of the regression parameters, 

and errors in the sample mass (determined by differential weighting before and after the freeze-

drying procedure) and in the final volume of nitric acid for sample redissolution. Instrumental 

precision was determined by the replicates of each measurement, whereas the uncertainties in 

mass and volume values were empirically estimated by replicating each measurement 30 times 

and computing the standard deviation of the obtained values. The errors in the slope and intercept 

of the calibration curve were determined according to the ordinary least squares statistics. Finally, 

the single uncertainty components were combined according to the random error propagation 
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laws and the combined uncertainty was finally multiplied by the coverage factor of 2 to give the 

expanded uncertainty. 

It can be seen that the method provided accurate results, with differences between found and 

certified values lower than 8.5% and precision better than 2.4% (relative combined uncertainty, 

n=5), in agreement with the recovery tests. 

 

3.5. Application to Antarctic snow samples 

 

The developed method was finally applied to sixty snow pit samples collected at Dome C, on 

the East Antarctic Plateau,23 and the results are collectively displayed in Figure 2. While a 

thorough discussion of these data in the context of the environmental studies is out of the scope 

of this paper, the results attained were briefly analyzed to assess the applicability of the proposed 

method to the analysis of Antarctic snow samples. 

Firstly, it was observed that the limits of detection were adequate for the analytical task, 

except for barium that was detected only in 25% of the samples. However, higher barium 

concentration can be found in Antarctic snow (e.g. 0.062-22 ng g-1 in snow near South Pole19), 

and the proposed method could also be suitable for this trace element in specific investigations. 

Furthermore, the analytical data here obtained are in good agreement with values reported in 

many previous studies in Antarctica, as summarized in Table S5 (Appendix). Finally, a simple 

correlation analysis revealed a significant correlation (p < 0.01) between Fe and Al, as well as 

among the alkaline and alkaline-earth elements, as expected by the typical prevalent sources of 

these elements (crustal and marine, respectively). 

 

4. Conclusions 

The accurate determination of Al, Ca, Fe, K, Mg, Na and Sr in Antarctic snow samples can be 

achieved by combining a simple and clean pre-concentration procedure with ICP-OES equipped 

with hTISIS. The developed method has fit-for-purpose performances and it requires only 20 mL 

of sample (as water equivalent), permitting a good sampling resolution. The method could also be 

suitable for Ba determination, provided that its concentration is higher than ≈0.02 ng g-1.  

Compared to ICP-MS, the proposed method has the advantage of an easier control of the 

spectral interferences and the use of a cheaper instrumentation. Of course, ICP-MS remains the 

analytical technique of choice whenever the study includes other trace elements, typically 

occurring below the ng g-1 concentration level. The method could also be considered as an 
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interesting alternative to ion chromatography, which is limited to the determination of Na+, K+, 

Ca2+ and Mg2+ ions. 
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Table 1. ICP-OES instrumental and operating parameters.  

 

Note: (*) corresponding to a flow rate of 0.5 L min-1 (#) values in nm. Lines in italic were considered for method 

development but not used for the analysis of samples. 

Parameter Setting 

RF Power studied: 950-1350 W; optimal: 1350 W 

Plasma gas flow rate 12 L min-1 

Auxiliary gas flow rate 0.5 L min-1 

Nebulizer PFA-ST Micro-concentric 

Spray chamber single pass, heated at 150 °C 

Nebulizer gas pressure studied: 0.15-0.35 MPa; optimal: 0.15 MPa (*) 

Sheathing gas flow rate studied: 0.1-0.3 L min-1; optimal: 0.1 L min-1 

Sample uptake rate studied: 20-60 L min-1; optimal: 50 L min-1 

Injector tube diameter 2.0 mm 

Integration time Low WL range: 15 s; High WL range: 5 s  

Replicates 4 

Wavelengths (#) Al (237.312; 308.215; 309.271; 394.401; 396.152) 

Ba (230.424; 233.527; 455.403; 493.409) 

Ca (315.887; 317.933; 393.366; 396.847; 422.673) 

Fe (238.204; 239.562; 240.488; 259.837; 259.940) 

K (766.490; 769.896) 

Mg (279.553; 280.270; 285.213; 383.230; 383.829) 

Na (589.592) 

Sr (215.284; 216.596; 346.446; 407.771; 421.552) 
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Table 2. Instrumental performances. 

Emission line 

(nm) 

Range 

(ng mL-1) 

Slope 

(cps ng-1mL) 

Improv. 

factor (*) 
R2 

Instrumental 

precision (#) 

Signal 

stability (§) 

Al 237.312 0-500 0.72 2.4 0.998 0.8-2.9 3.3 

Al 308.215 0-500 3.40 2.0 1.000 0.5-1.6 2.8 

Al 309.271 0-500 5.96 1.9 1.000 0.3-0.8 2.6 

Al 394.401 0-500 3.53 2.0 1.000 0.5-1.7 4.2 

Al 396.152 0-500 14.8 1.8 1.000 0.3-1.7 3.7 

Ba 230.424 0-10 17.5 2.0 1.000 0.7-2.1 3.6 

Ba 233.527 0-10 19.8 2.1 1.000 0.8-2.1 2.5 

Ba 455.403 0-10 834 2.0 1.000 0.3-1.4 2.9 

Ba 493.409 0-10 438 2.1 1.000 0.4-1.9 2.6 

Ca 315.887 0-1000 17.3 2.1 1.000 0.3-1.2 3.0 

Ca 317.933 0-1000 22.5 1.7 1.000 0.4-1.1 3.3 

Ca 393.366 0-1000 2330 1.9 1.000 0.5-1.2 2.8 

Ca 396.847 0-1000 1390 1.9 1.000 0.4-1.4 3.1 

Ca 422.673 0-1000 66.2 2.0 1.000 0.4-1.4 4.7 

Fe 238.204 0-200 20.5 2.1 1.000 0.4-1.1 2.4 

Fe 239.562 0-200 17.8 2.2 1.000 0.2-1.5 3.1 

Fe 240.488 0-200 5.78 2.1 1.000 0.5-1.6 3.5 

Fe 259.837 0-200 7.40 2.0 1.000 0.5-1.0 3.3 

Fe 259.940 0-200 26.9 2.1 1.000 0.2-1.6 3.6 

K 766.490 0-1000 31.1 1.3 0.999 0.4-1.2 5.1 

K 769.896 0-1000 15.0 1.5 0.999 0.3-1.3 5.3 

Mg 279.553 0-1000 837 2.1 1.000 0.4-2.0 2.1 

Mg 280.270 0-1000 353 2.6 1.000 0.3-1.3 2.1 

Mg 285.213 0-1000 52.3 2.0 1.000 0.3-1.0 2.8 

Mg 383.230 0-1000 3.71 1.8 1.000 0.6-1.1 3.2 

Mg 383.829 0-1000 6.78 2.1 1.000 0.3-1.5 4.2 

Na 589.592 0-10000 94.7 1.7 1.000 0.6-2.0 4.6 

Sr 215.284 0-10 5.99 2.1 1.000 1.3-5.3 3.3 

Sr 216.596 0-10 9.27 2.2 1.000 0.7-3.0 3.1 

Sr 346.446 0-10 14.2 1.7 0.996 3.9-8.5 2.4 

Sr 407.771 0-10 1350 2.1 1.000 0.4-1.4 3.5 

Sr 421.552 0-10 914 1.9 1.000 0.2-1.0 2.4 

 

Notes: (*) compared to PFA / Cinnabar spray chamber (NP=0.27 MPa). (#) Min-max %RSD 

values of ten replicated analyses of Standard 3 (see Table S1 (Appendix)). (§) Signal variation for 

ten replicated analyses of Standard 3 during a 3-h analytical session. 
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Table 3. Recovery, precision, procedural blank and limits of detection of the analytical procedure  

 

 

Emission line 

(nm) 

Recovery (%) (*) 
%RSD(#) 

Blank(§) 

(ng g-1) 

LOD(§) 

(ng g-1) Low conc High conc 

Al 308.215 112±3 103±6 4.2 1.11 0.11 

Al 309.271 103±2 100±7 4.8 1.39 0.41 

Al 394.401 108±5 102±6 4.8 1.13 0.15 

Al 396.152 109±3 102±6 4.3 1.13 0.10 

Ba 230.424 81±5 97±2 3.7 0.011 0.015 

Ba 233.527 82±2 95±2 2.2 0.011 0.013 

Ba 455.403 83±2 94±1 1.9 0.011 0.013 

Ca 315.887 101±3 101±4 3.6 0.76 0.52 

Ca 317.933 100±3 101±4 3.3 0.74 0.52 

Ca 393.366 99±2 102±2 2.3 0.76 0.53 

Ca 396.847 99±3 96±3 3.0 0.75 0.54 

Ca 422.673 99±3 102±4 3.7 0.76 0.52 

Fe 238.204 103±6 100±3 4.7 0.08 0.13 

Fe 239.562 102±6 99±4 4.6 0.09 0.13 

Fe 259.940 102±6 99±4 4.6 0.08 0.13 

K 766.490 92±1 107±1 1.1 0.11 0.38 

K 769.896 92±1 108±1 1.2 0.09 0.41 

Mg 279.553 101±1 95±1 1.0 0.21 0.04 

Mg 280.270 101±1 95±1 1.2 0.21 0.04 

Mg 285.213 101±1 97±1 1.3 0.21 0.04 

Na 589.592 96±2 102±1 1.5 0.28 0.39 

Sr 216.596 100±3 98±1 2.2 0.001 0.004 

Sr 407.771 100±1 97±1 0.8 0.001 0.003 

Sr 421.552 100±1 97±1 0.9 0.002 0.003 

 

Notes: (*) evaluated by triplicate analysis of 100-fold diluted standard 2 (low concentration) and 

standard 3 (high concentration); (#) pooled standard deviation (n=6); (§) mean value and three 

times the standard deviation of ten procedural blanks. 
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Table 4. Analysis of the certified reference water NIST SRM 1640a (*) 

 

 

Analyte 
Certified (#) 

(ng g-1) 

Found 

(ng g-1) 

Al 2.63±0.09 2.81±0.08 

Ba 0.0753±0.0004 0.069±0.002 

Ca 2.785±0.008 2.87±0.07 

Fe 1.83±0.09 1.71±0.03 

K 28.8±0.1 28.2±0.5 

Mg 52.5±0.2 52.7±1.3 

Na 156±2 160±3 

Sr 0.0625±0.0004 0.060±0.003 

 

 

Notes: (*) The uncertainty associated to each value is the expanded uncertainty about the mean 

calculated according to the GUM guideline, at 95 % level of confidence.  (#) After 20-fold dilution 

Al, Fe, K, Mg, Na and 2000-fold dilution for Ba, Ca and Sr. 
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                 (d)                                                                (e)                                                                    (f) 

 

 

Figure 1. Combined effect of operating parameters on (a-c) sensitivity (score on PC1, see 3.1 for explanation) and (d-f) plasma robustness 

(Mg II 280.270 nm to Mg I 285.213 nm intensity ratio). P=RF power; NP=Nebulizer gas pressure; SG= Sheathing gas flow rate; UR=Sample 

uptake rate. In each graph, the two remaining variables are set at their center value. 
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Figure 2. Major element concentrations in snow pit samples collected at Dome C. Boxes include data between 1st and 3rd quartile, divided by 

the median. Whiskers are 2.5th and 97.5th percentiles. 
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