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a b s t r a c t

Long non-coding RNAs (lncRNAs) regulate gene expression through different molecular mechanisms, in
cluding DNA binding via the formation of RNA:DNA:DNA triple helices (TPXs). Despite the increasing 
amount of experimental evidence, TPXs investigation remains challenging. Here we present 3plex, a soft
ware able to predict TPX interactions in silico. Given an RNA sequence and a set of DNA sequences, 3plex 
integrates 1) Hoogsteen pairing rules that describe the biochemical interactions between RNA and DNA 
nucleotides, 2) RNA secondary structure prediction and 3) determination of the TPX thermal stability de
rived from a collection of TPX experimental evidences. We systematically collected and uniformly re- 
analysed published experimental lncRNA binding sites on human and mouse genomes. We used these data 
to evaluate 3plex performance and showed that its specific features allow a reliable identification of TPX 
interactions. We compared 3plex with the other available software and obtained comparable or even better 
accuracy at a fraction of the computation time. Interestingly, by inspecting collected data with 3plex we 
found that TPXs tend to be shorter and more degenerated than previously expected and that the majority of 
analysed lncRNAs can directly bind to the genome by TPX formation. Those results suggest that an im
portant fraction of lncRNAs can exert its biological function through this mechanism. The software is 
available at https://github.com/molinerisLab/3plex.

© 2023 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and 
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative

commons.org/licenses/by-nc-nd/4.0/).

1. Introduction

LncRNAs are a class of RNA molecules longer than 200 nucleo
tides, mainly transcribed by the RNA polymerase II and often spliced 
and polyadenylated. They can fold in peculiar structures and may 
show highly specific tissue and development expression levels. 
Notably, many lncRNAs have been shown to regulate gene expres
sion both transcriptionally and post-transcriptionally by interacting 
with proteins, other RNA molecules or with the DNA [1,2].

One of the molecular mechanisms that enables lncRNAs to bind 
specific DNA sequences in cis or in trans is the formation of 
RNA:DNA:DNA triple helices (TPXs). These structures are formed by 
an RNA molecule that, laying on the DNA major groove, establishes 
hydrogen bonds with DNA purine nucleotides already paired in the 
double helix. Those RNA-DNA hydrogen bonds do not follow the 
usual Watson-Crick laws, but the Hoogsteen rules [3,4]. The bound 
portion of the lncRNA is named Triplex Forming Oligonucleotide 
(TFO) and the cognate portion in the DNA molecule is named Triplex 
Target Site (TTS). The RNA molecule can be directed in parallel or 
antiparallel orientation with respect to the bound DNA strand. These 
configurations require different RNA nucleotide compositions: RNA 
pyrimidine motifs (C and U) can form only parallel Hoogsteen tri
plexes, RNA purine motifs (G and A) exclusively antiparallel mean
while mixed motifs (composed of G and U), can form triplexes in 
both the orientations [3,4].

Some lncRNAs are known to regulate gene expression of specific 
target genes through binding to specific TTS in their DNA regulatory 
regions, acting analogously to transcription factors (TFs). For 
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example, the murine lncRNA EPR binds on Arrdc3 promoter, thus 
activating its expression and modulating the epithelial to me
senchymal transition [5]. Similarly, LncSmad7 binds and recruits 
p300 to enhancer regions in trans, triggering their acetylation and 
transcriptional activation of their target genes, controlling the ex
pression of key stemness regulators [6]. Other noteworthy examples 
can be found in recent reviews [7,8].

In order to investigate these lncRNA:DNA interactions at 
genome-wide level, several experimental methods have been de
veloped. The first one was the Chromatin Isolation by RNA pur
ification (ChIRP) technique [9], which isolates the genomic regions 
bound by a specific RNA using biotinylated oligonucleotides on 
cross-linked nuclei. The purified DNA is then sequenced using a next 
generation sequencing system. A few variants of this method exist: 
ChOP-seq [10], CHART-seq [11] and RAP-seq [12]. We can define this 
group of methodologies as “one-to-all”, in contrast with the “all-to- 
all’’ experimental techniques which enable the identification of all 
the RNA transcripts interactions with the chromatin exploiting 
proximity ligation: MARGI [13], GRID-seq [14], RADICL-seq [15], 
RedC [16], RedChIP [17] and CHAR-seq [18]. Of particular interest for 
TPX investigation is the RADICL-seq technique, which provides a 
non-protein mediated (NPM) RNA:DNA interactions dataset. In fact, 
it is worth to note that none of the other mentioned all-to-all 
techniques are able to discriminate between TPX and other 
RNA:DNA interactions (e.g. protein mediated binding or R-loops 
[19]). Nevertheless, all-to-all methods present different limitations, 
mostly related to the low expression levels of the lncRNAs and to the 
complexity of the experimental procedures. Indeed, most of the 
detected contacts involve nascent transcripts or highly expressed 
lncRNAs. For instance, Li et al. reported that lncRNAs constituted 
only the 10% of RADICL-seq isolated transcripts, the majority of them 
having a modest DNA interaction count (median around 10). More
over, most of the trans interactions were lost because of the ex
perimental complexity (0.6% in NPM dataset) [15]. A similar 
behaviour is observed in RedC data, where the RNA showed the 
highest interaction frequency in the vicinity of the gene and then 
along the same chromosome [16]. Apart from one-to-all and all-to- 
all techniques, Sentürk Cetin et al. developed a method that retrieves 
RNA and DNA sequences specifically involved in TPX structures. 
However, this technique does not permit the identification of direct 
RNA:DNA pairs [20].

From the computational point of view, a few bioinformatic 
software have been developed to predict the ability of a lncRNA to 
form TPXs identifying TFO and TTS couples. The first published TPX 
prediction tool was Triplexator [21], whose algorithm is based on the 
set of canonical Hoogsteen pairing rules to find all the TFOs, TTSs and 
their TPX matches. Triplex Domain Finder (TDF) is one of the most 
used TPX prediction tools and is based on the same logic of Tri
plexator, with a further statistical evaluation of the TPX forming 
potential of the RNA [22]. Another approach is implemented in 
LongTarget [23] and its recently improved version fasim-LongTarget 
[24]. Those tools aim to search for genome-wide TPX interactions 
considering non-canonical Hoogsteen rules and implement an esti
mate of the TPX stability based on denaturation experiments and 
frequency of observed nucleotides in TPXs. More recently, two 
methods that take advantage of machine learning algorithms have 
been developed. TriplexFPP uses the feature extracted from a con
volutional neural network (CNN) trained with experimental TPX 
data to predict if a RNA sequence can form TPXs [25]. TriplexAligner 
instead uses probabilistic nucleotide pairing models learned by ex
pectation-maximisation from training experimental TPX data [26]. 
Warwick et al. recently reviewed these computational methods [27].

Despite the effort in the development of prediction algorithms, 
TPX investigation remains challenging. We particularly investigated 
the following aspects: 1) What is the typical length of a TPX? 2) Can 
a TPX stability estimate improve the prediction? 3) Can we increase 

the prediction accuracy by integrating the RNA secondary structure 
information?

An important parameter that affects the performance of TPX 
prediction software is the minimum number of nucleotides involved 
in the binding. For instance, this parameter is set by default at 16 in 
the most used approaches (Triplexator and TDF). LongTarget and 
fasim-LongTarget focus on long TPXs in general and consider a de
fault minimal length of 20. Two are the principal reasons to focus on 
long TPXs: 1) the identification of small TPXs is computationally 
demanding, 2) longer sequences are required for a stronger and 
more specific match. For these reasons, shorter TPXs have been so 
far mainly neglected in this type of analysis. As an example, Jalaly 
et al. [17] performed a genomic survey of potential TPXs in the 
human genome by using a cut-off of 35 for the TPX length. Yet, a 
rigorous discussion on TPX minimum length is required in order to 
improve the understanding of this molecular interaction and its 
biological role. Indeed, different investigations of TF binding have 
shown that transient binding to low-affinity sequences plays an 
important role [28,29] and in principle the same could be true for 
TPX-forming lncRNAs. Some recent observations made by Mat
veishina at al. point in this direction [30].

Another key aspect of predictive algorithms is the choice of a 
proper method to score the results. Triplexator and TDF rank the 
identified TPXs by counting the number of nucleotides involved in 
the interaction (matches). Triplexator additionally computes the TPX 
potential of a DNA region, considering all the possible TPXs it can 
form given an RNA sequence. TDF instead performs randomisation 
tests to associate a p-value to each set of overlapping TFOs. 
LongTarget takes advantage of in vitro studies of TPX structures (e.g. 
thermal stability derived from denaturation experiments and fre
quency of observed nucleotides in TPXs) summarised in [23]. Lastly, 
TriplexAligner scores the TPXs by computing the E-value of the se
quence alignment produced with the codes learned by expectation- 
maximization on training data. Here, we evaluated different scoring 
strategies and we observed a better performance using stability 
derived measures compared to those based on simple match counts.

Many lncRNAs fold in peculiar secondary RNA structures invol
ving hydrogen bonds between its nucleotides [31]. Theoretically an 
RNA region can only form Hoogsteen hydrogen bonds in a TPX 
structure if its nucleotides are not already bound in Watson-Crick 
double strand [32], it is reasonable to expect that TPXs could origi
nate from single-stranded RNA regions only. Indeed, the validated 
TFOs of the human lncRNA MEG3 correspond mainly to unpaired 
RNA regions, as identified in the experimentally determined sec
ondary structure model [33]. Moreover, a previous work suggests 
that RNA secondary structure can improve the TPX prediction spe
cificity [30]. Despite this evidence, there is no TPX prediction soft
ware that integrates RNA structure.

Here we present 3plex, a TPX prediction software developed by 
integrating Hoogseten pairing rules as implemented in Triplexator, 
computational evaluation of thermal stability derived from 
LongTarget and RNA secondary structure prediction.

2. Methods

2.1. Collection of high throughput RNA:DNA interaction data

We collected high-throughput RNA:DNA interaction data pri
marily through manual mining of literature published from 2011 
(when the first ChIRP-seq was published) to 2022. Gene Expression 
Omnibus (GEO) [34], PubMed and European Nucleotide Archive 
(ENA) [35] databases were queried using as keywords each “one-to- 
all” experimental techniques that map RNA-binding sites at the 
whole genome level including: ChIRP-seq [9], ChOP-seq [10], CHART- 
seq [11] and RAP-seq [12]. RNA molecules were uniformly annotated 
using GENCODE version 32 and M25 gene symbols [36] and the 
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lncRNA sequences were retrieved from the same database. When 
more than one transcript per gene is reported we selected the 
longest one. As the lncRNA lncSmad7 transcript is not present in 
GENCODE, we took the sequence from the original publication [6]. 
We excluded from the analysis experiments without available raw 
data or with unclear annotation of the replicates. Xist has been ex
cluded because the experimental data for this lncRNA were limited 
to the X chromosome [12]. The data related to some recent papers 
have not been analysed because they were published after the data 
collection was completed [37,38].

2.2. Data uniformation and replicate handling

We downloaded raw fastq files from GEO or ENA and analysed 
them using the ENCODE ChIP-seq pipeline (https://www.encode
project.org/chip-seq/transcription_factor/ version v1.6.1) [39]. The 
experimental designs were different across the collected data. The 
majority of the experiments used a couple of even/odd sets of probes 
that we defined as replicate 1 and 2 in the ENCODE pipeline. When 
more then one even/odd set of probes were available, peak calling 
was applied to each even/odd set considered as replicate 1 and re
plicate 2 and then the intersection of the called peaks is the final set 
of peaks.

In the ENCODE pipeline, after SPP [40] peak calling with low 
stringency, replicates are handled by defining overlapping peaks or 
by measuring the Irreproducible Discovery Rate (IDR) [41]. Both 
these methods can be applied to true replicates only (conservative 
procedure) or considering the pseudoreplicates obtained by sub
sampling pooled replicates (optimal procedure). The optimal set is 
more sensitive, in particular when one of the replicates has sub
stantially lower data quality than the other. We additionally filtered 
the Overlap set by considering only those peaks having a SPP q-value 
below 0.05. We defined all these replicate handling procedures as 
“peak filtering methods”. Apart from IDR (conservative and optimal) 
and Overlap (conservative and optimal) peaks sets, we created a 
selection of the top 1000 peaks (Top1000) obtained as follows: 1) 
preliminary selection of IDR conservative peaks, 2) if the number of 
selected peaks is below 1000, inclusion of the best IDR optimal 
peaks, not overlapping with IDR conservative ones, 3) if the number 
of selected peaks is still below 1000, addition of the best Overlap 
conservative peaks that do not overlap with any of the IDR peaks.

ENCODE guidelines suggest to evaluate the reproducibility of the 
data by computing: 

• N1: Replicate 1 self-consistent peaks (comparing two pseudor
eplicates generated by subsampling Rep1 reads)

• N2: Replicate 2 self-consistent peaks (comparing two pseudor
eplicates generated by subsampling Rep2 reads)

• Nt: True Replicate consistent peaks (comparing true replicates 
Rep1 vs Rep2)

• Np: Pooled-pseudoreplicate consistent peaks (comparing two 
pseudoreplicates generated by subsampling pooled reads from 
Rep1 and Rep2)

• Self-consistency Ratio: max(N1,N2) / min(N1,N2)

• Rescue Ratio: max(Np,Nt) / min(Np,Nt)

Then the reproducibility test returns “ideal” if Self-consistency 
Ratio >  2 and Rescue Ratio >  2, “acceptable” if one of the two ratios 
is <  2, “concerning” if both the ratios are <  2.

2.3. 3plex scoring method based on thermal stability

Given a TPX found by running Triplexator algorithm, a triplet is 
defined as a group of two Watson-Crick interacting nucleotides in 
the dsDNA and one Hoogsteen interacting nucleotide in the 
ssRNA. 3plex implements a new scoring method based on 

experimentally in vitro determined triplets stability data derived 
from He et al. [23] (Supplementary Table 5). We defined the 
Normalised stability as the length normalised sum of thermal 
stability of all the TPXs predicted on the entire considered DNA 
sequence. In particular, we used bedtools merge [42] to avoid 
overestimation of stability. Since different TPXs can overlap, for 
each set of overlapping TPXs we considered only the one with 
maximal stability. Hence, we selected the maximal stability value 
among all merged TTSs for each dsDNA and we divided it by the 
dsDNA length. This scoring method undercounts the stability for 
each dsDNA, indeed the contribution to the stability of some 
dsDNA portion is discarded because of partial overlap. Using ex
perimentally determined binding sites of 7 TPX-validated 
lncRNAs, we compared the performance of this scoring in terms of 
AUC with an alternative that overcounts the stability by ignoring 
overlaps. We found that the undercounting performs similarly or 
slightly better than the overcounting.

2.4. RNA secondary structure prediction

RNAplfold from the ViennaRNA package [43] used with -u option 
measures the probability that stretches of n sequential nucleotides 
on the RNA sequence are unpaired, which is useful for predicting 
possible binding sites. Given an RNA sequence, we associated to each 
nucleotide the probability that a window of length 8 centred on that 
position is single stranded. Subsequently, we masked nucleotides 
from the RNA sequence which report a probability value lower than 
a certain cut-off. The selected cut-offs enable masking the 10%, the 
20% or the 50% of the sequence (ss10, ss20, ss50). The unmasked 
sequence is defined as ss0.

2.5. Positive and negative regions selection for 3plex parameter 
evaluation

Positive regions are peaks identified with the 5 different peak 
filtering methods available as described in Section 3.2. If more than 
one even/odd set were provided, the intersection of the called peaks 
is considered.

Negative regions are randomly selected from the genome main
taining the same length distribution of the positive ones using 
bedtools shuffle. Positive regions, genome gaps and ENCODE blacklist 
regions are excluded from the selection. When the Top1000 peaks 
were considered as positive regions, peaks found in other datasets 
(e.g. IDR optimal) for the same lncRNA were excluded from the 
random selection.

We obtained ROC curves and AUC values for different scoring 
methods using pROC package version 1.17.0.1 [44]. We compared 
different AUC using roc.test of the same package (two sided Delong’s 
test). One sided Mann-Whitney test was performed using the R 
function wilcox.test in order to test the significance of the difference 
between the scores of the positive and negative regions. Benjamini- 
Hochberg correction on p-values was computed using the R function 
p.adjust setting method to “BH”.

2.6. Linear models for parameters relevance evaluation

To evaluate the relevance of parameters in the TPX prediction, we 
explored the following parameter space: 

• Peak filtering method, described in Section 3.2, with possible 
values: 
o IDR conservative
o IDR optimal
o Overlap conservative, filtered at q <  0.05
o Top1000 as described in Section 3.2
o The set of peaks provided by the authors of the experiment
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• ssRNA, a factorial variable indicating the specific lncRNA

• the number of peaks for the given lncRNA and peak filtering 
method

• single strandedness, as described in Section 3.4, with possible 
values: 
o ss0
o ss10
o ss20
o ss50

• the minimal length of TPX to be considered, with possible values: 
o 16
o 12
o 10
o 8

• the minimal error rate allowed in a TPX, with possible values: 
o 10%
o 20%

• the maximum number of consecutive errors allowed in TPX, with 
possible values: 
o 1
o 3

• the minimal guanine rate allowed in TTS, with possible values: 
o 10%
o 40%
o 70%

• repeat filter, indicating if low complexity regions in ssRNA should 
be masked or not

• the TPX scoring method as described in Sections 3.3 and 4.2.3, 
with possible values: 
o Triplexator potential
o Normalised stability
o Triplexator best score
o Best stability

We considered 2 different models.
The first model aims to specifically investigate the effect of the 

minimal TPX length parameter on TPX prediction performance. The 
parameters already discussed in Matveishina et al. [30] were fixed at 
the value suggested by the authors (namely: minimal length=10, 
error rate=20%, guanine rate=40%), meanwhile the others para
meters were kept at default level. For this specific investigation, we 
excluded 3plex specific parameters (thermal stability scoring 
methods and secondary structure). We computed AUC for the 7 TPX- 
validated lncRNAs for each combination of peak filtering methods 
and minimal TPX length taking into consideration the Triplexator 
potential score. These AUC values are represented in Fig. 2, panel 
“minimal length”. Subsequently, we fitted a linear model (lm func
tion on R) to study the dependency of AUC on different parameters 
controlling for the ssRNA as covariate (formula: AUC ∼ peak filtering 
method + ssRNA + n peaks + minimal length) model. Moreover, we 
fitted an analogous nested model with the same formula but ex
cluding the minimal length parameter. By doing this, we could 
evaluate the difference in performance between the two models 
(ANOVA function of R) obtaining a p-value Panoval <  2.2e-16. Since 
the different observations are not independent, the analytically es
timated Panova considers inflated degrees of freedom and is not re
liable. To obtain a statistically correct estimation of the difference in 
performance between the full and nested model, we performed a 
randomisation test. We computed 10000 permutations of the AUC 
versus parameter association and fitted the full and nested model on 
randomised data as before. Noticeably, randomised data maintained 

the correlation structure of real data and only the association be
tween the AUC and the independent variables was lost. For each 
permutation we computed the p-value Panova_random comparing full 
and nested models. To measure the relevance of the minimal length 
parameter, we counted the number of permutations resulting in 
Panova_random <  =Panova. Since we did not obtain any random p-value 
less than the real one, we can say that the minimal length parameter 
is relevant and we can estimate its probability as less than 1e-4.

Subsequently, we considered the full parameter space of 3plex 
(formula: AUC ∼ peak filtering method + ssRNA + n peaks + single 
strandedness + minimal length + error rate + guanine rate + repeat 
filter + consecutive errors + scoring method), still focusing on the 7 
lncRNAs having experimental evidence of functional TPX. To reduce 
the computational time we considered only the values 8 and 10 for 
the minimal length. These AUC values are represented in Fig. 2 (all 
panels but “minimal length”). We performed a permutation test as 
previously explained for each parameter and we obtained a rando
mised p-value lower than 1e-4 for all of them except for minimal 
length (p-value < 1e-3) and consecutive error (not significant).

To efficiently explore the parameter space considered we lever
aged the Paramspace functionality of snakemake [45].

2.7. Positive and negative regions selection for 3plex comparison with 
other TPX prediction software

For TPX software comparison, we considered as a positive dataset 
the Top1000 peaks set for the 7 TPX-validated lncRNAs (see 
Methods). We set the parameters of 3plex, TriplexAligner and fasim- 
LongTarget to default. We associated each peak with the following 
scores: Best stability for 3plex, best -log10E for TriplexAligner and 
best MeanStability for fasim-LongTarget. If no interaction was pre
dicted with a DNA sequence, we assigned the score 0. Several 
TriplexAligner interactions scored infinite, in those cases we con
verted the value to 1000 for the AUC computation. In order to 
compare the performance of the TPX prediction tools, we generated 
two different analysis strategies:

1) In the first strategy, we ran the software on a random selection 
of genomic regions that maintains the same length distribution of 
the positive ones by using bedtools shuffle. We excluded all the po
sitive regions, genome gaps and ENCODE blacklist regions. We re
peated the negative region sampling 1000 times in order to estimate 
the AUC standard deviation.

2) In the second strategy, the negative control cases were gen
erated by running the TPX software on the positive dataset and 
shuffling the transcripts with fasta-shuffle-letters from the MEME 
suite with -kmer 1 [46].

2.8. TF binding sites prediction evaluation

A set of TFs for binding sites prediction evaluation was selected 
from Jayaram et al. [47] in the human K562 cell line (CTCF, E2F1, 
GATA2, IRF1, MAX, NFYA, TAL1, YY1). We downloaded the ChIP-seq 
IDR conservative thresholded peaks from the ENCODE database as 
true positive binding sites. Hence, we selected genomic random 
regions as negative controls, maintaining the same length distribu
tion of the positive ones using bedtools shuffle as for lncRNAs binding 
sites. We downloaded the PWM models of binding sites for those TFs 
from JASPAR [48] (respectively MA0139, MA0024, MA0036, MA0050, 
MA0058, MA0060, MA0091, MA0095) and used FIMO [49] from the 
MEME suite [46] with standard parameters in order to associate a 
score to each genomic region. The obtained values were employed to 
evaluate the performance of the TFs binding sites predictor using 
ROC and AUC values, computed with the pROC r package [44] as for 
lncRNAs binding sites.
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2.9. TriplexFPP

We ran TriplexFPP [25] as described by the authors (https://gi
thub.com/yuuuuzhang/TriplexFPP). We used the lncRNAs sequences 
as input and executed the “triplex lncRNA prediction” section in 
TriplexFPP.ipynb.

2.10. Computation time testing

The tests were performed on a dedicated physical cluster com
puting node, equipped with AMD EPYC 7313 processor with 16 cores, 
250 GB of RAM and NVMe storage. Triplexatror and 3plex have the 
capability of using many computing cores per single process, but for 
this test we fixed them to 1. We used as input two ssRNA sequences, 
the shorter (TERC transcript, 541 nucleotides) and longer (NEAT1 
transcript, 22743 nucleotides) among the TPX-validated lncRNAs, 
thus we ran 10 times each software with the short sequence and 10 
time with the long one. Input DNA sequences were the Top1000 
peaks for both ssRNA plus the negative random controls built as 
described in the section 3.7.

To evaluate the computation cost of 3plex specific features we 
run Triplexator using two settings, 1) default parameters and 2) the 
optimal parameters setting we described in section 4.2.7 (excluding 
the 3plex specific parameters) that is the default setting for 3plex. In 
the second case Triplexator is slower for two principal reason 1) 
lower minimal length require many more putative TPXs to be eval
uated, 2) the combination of error-rate and minimum length does 
not allow for efficient filtering with q-grams (in this case Triplexator 
is forced to use brute-force approach).

The Fig. 6 represents average wall-clock times, standard devia
tions are always <  5% and not represented.

3. Results

3.1. 3plex implementation

We developed 3plex, a software for the RNA:DNA:DNA TPXs 
prediction. 3plex is built on top of Triplexator, which is the fastest and 
most used tool in the field [21]. We further integrated TPX evaluation 
methods based on thermal stability derived by LongTarget [23] and 
RNA secondary structure prediction with the ViennaRNA 
package (Fig. 1).

The input of the 3plex algorithm is a single stranded RNA se
quence (ssRNA) and a set of double stranded DNA sequences 
(dsDNAs). The output consists of 1) all possible TPXs that satisfy a set 
of constraints derived from Triplexator with an associated thermal 
stability evaluation, and 2) a score for each dsDNA that predicts the 
capability of a ssRNA to bind to it.

3.2. 3plex performance evaluation

In order to evaluate the performance of 3plex, we collected the 
experimentally determined lncRNA:DNA binding events at genomic 
level in humans and mice resulting in approximately 800 GB of data 
(see Methods). We uniformly re-analysed the available data by 
employing the ENCODE ChIP-seq pipeline. Among the lncRNAs for 
which the DNA binding sites have been determined, we identified 7 
(in human: TERC, NEAT1, HOTAIR, MEG3, ANRIL; in mouse: Meg3, 
lncSmad7) for which the TPX binding mechanism have been ex
perimentally validated and we called them TPX-validated lncRNAs 
(Supplementary Table 1). For these 7 TPX-validated lncRNAs that are 
known to form TPXs, we expected a good fraction of RNA binding 
sites with high predicted TPX scores. Consequently, we could use 
those experimentally identified lncRNA binding sites as a benchmark 
to evaluate the goodness of TPX prediction approaches.

3.2.1. Minimal TPX length
In order to investigate the influence of the minimal TPX length on 

the prediction, we started by comparing the Triplexator default 
minimal TPX length of 16 with shorter lengths (12, 10 and 8). Indeed, 
previously reported cases of TPX interactions between lncRNAs and 
genomic regions showed that even few nucleotides are sufficient to 
establish a functional recognition (see Introduction). To carry out 
this analysis, we fixed the previously investigated Triplexator para
meters to the values suggested by Matveishina et al. [30] and we 
excluded 3plex specific parameters (thermal stability and secondary 
structure). We computed the AUC for each minimal TPX length and 
then we compared a multivariate linear model that investigates the 
dependency of the AUC on different parameters (minimal TPX 
length, number of peaks, peak filtering method and different ssRNA) 
with a similar nested model where the dependency on minimal TPX 
length is removed. We observed a significant influence of this 
parameter (p-value < 1e-04, permutation test), in particular the best 
minimal TPX length values were 8 and 10 (equally). The default cut- 
off of 16 resulted to be the worst, producing an average reduction in 
AUC of 0.1, meanwhile 12 gave an intermediate performance (Fig. 2).

Considering the obtained results on the minimal TPX length we 
fixed that parameter to 8 or 10 and we further investigated 3plex 
parameter space by introducing other parameters in the linear 
model (single strandedness cut-off, minimal error rate, guanine rate, 
repeat filter, maximal number of consecutive error, scoring method). 
Again, we compared the dependency of the AUC from these para
meters with a similar nested model where the dependency from 
minimal TPX length is removed. We obtained a moderate, but sig
nificant preference for a value of 8 over 10 (average AUC difference of 
0.005 p-value < 9e-4, permutation test).

Noteworthy, 8 is below the minimum available threshold of 
Triplexator. Therefore, in order to allow for a more accurate TPX 
prediction, we modified the source code of Triplexator to permit the 
identification of small TFOs and TTSs.

Our observations highlight the fact that typical TPXs are shorter 
than previously expected. We evaluated the minimal TPX length of 6 
in a subsample of the parameter space and did not obtain any fur
ther improvement (Supplementary Figure 1).

3.2.2. Error rate and number of consecutive errors
With the same strategy used to evaluate the relevance of the 

minimal TPX length, we also evaluated the relevance of the error 
rate. In this context, an error is a non-proper pairing in the TTS and 
TFO that forms a TPX, as well as deviation from the rules that se
quences forming TSSs and TFOs should satisfy. The linear model 
shows that this parameter is relevant (p-value < 1e-4 permutation 
test). Setting the error rate to 20% resulted in an increase of average 
AUC of 0.02 compared to 10%. Moreover, we tested if the number of 
consecutive errors was relevant and we observed no significant 
differences in average AUC, allowing for just 1 or up to 3 consecutive 
errors.

These data suggest that TPXs are generally relatively small and 
degenerated. This observation could be surprising, since it seems 
that such models account for too little information to be biologically 
relevant. Actually, these binding models do not differ much from 
many famous TF binding models considering their typical length and 
degeneration (see Discussion). We quantified this consideration by 
comparing ROC curves describing the prediction of RNA binding sites 
and those describing the prediction of TF binding sites (Fig. 3).

3.2.3. Effect of the thermal stability computation
3plex implements a thermal stability evaluation of the predicted 

TPXs similar to the one developed in LongTarget [11]. In particular, 
given a couple of ssRNA and a dsDNA sequences, 3plex finds all the 
TPXs that satisfy the constraints as in Triplexator, then reports the 
best and the average stability over all the identified TPXs. To evaluate 
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the probability that a ssRNA may form a TPXon a given dsDNA se
quence, we compared 4 alternative TPX scoring methods: 

1. The Best stability (the stability score of the more stable among 
the predicted TPXs).

2. The Normalised stability (the length normalised average thermal 
stability of the predicted TPXs).

3. The Triplexator best score (the highest Tripelxator score among 
predicted TPXs, where the score is computed as the TPX length 
minus errors, such as mismatches or nucleotides not suitable for 
the TFO and TTS model).

4. The Triplexator potential (the commonly used TPX potential re
turned by Triplexator, that is the length normalised number of 
TPXs [21].

The Triplexator best score and the Best stability score collectively 
correspond to “maximum metrics” as they summarise numerous 
small predicted TPXs with the highest scoring one. Instead, the 
Triplexator potential and the Normalised stability take into account 
the contribution of all the TPXs in a certain DNA sequence.

We considered a full multivariate linear model including all 
studied parameters as covariates (peak filtering method, single 
strandedness cut-off, minimal error rate, guanine rate, repeat filter, 

maximal number of consecutive error, scoring method) and eval
uated the effect of the TPX scoring method by comparing the full 
model with a similar nested model where the dependency from TPX 
scoring method is removed. We found that the AUC depends on this 
parameter (p-value < 1e-4, permutation test). In particular, the Best 
stability method outperformed the other scoring functions and 
produced an increase in average AUC of 0.01 if compared with the 
usual Triplexator potential (Fig. 2).

Considering each lncRNA individually, the parameter sets that 
produced the best AUC required a stability based scoring method 
(Best stability or Normalised stability) for 4 out of 7 lncRNAs. By 
changing the scoring method while maintaining all the other para
meters fixed, we found that there was a statistically significant re
duction in AUC when the scoring method was not based on stability 
(Triplexator best score or Triplexator potential). On the contrary, 3 
lncRNAs showed the best AUC with Triplexator best score or 
Triplexator potential. It should be noted that in these cases the dif
ference in AUC with respect to the one computed using a stability 
based scoring method is not significant (see Supplementary Table 2).

3.2.4. Peak filtering method
The use of different peak filtering methods (see Section 3.2) is 

one of the covariates included in the multivariate model. By 

Fig. 1. 3plex analysis workflow. 3plex is a TPX prediction software that integrates methods from Triplexator, RNAplfold and LongTarget. Triplexator algorithm scans a couple of 
ssRNA and dsDNA sequences considering the Hoogsteen hydrogen bonding set of rules, and a score computed from a collection of in vitro denaturation experiments is assigned to 
each TPX. RNAplfold secondary structure prediction can be used in order to mask ssRNA regions. 3plex outputs the list of all the possible TPXs, TFOs and TTSs and calculates a TPX 
bound potential of the target regions.
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comparing the full model with the corresponding nested one and 
excluding this parameter, we found that it is relevant for the AUC (p- 
value < 1e-4, permutation test). Interestingly, we observed that the 
RNA binding sites redefined using the ENCODE pipeline showed on 
average higher AUC value than the sets of peaks provided by the 
authors. The best method was the IDR conservative one, producing 
an increase in average AUC of 0.09 compared with published peaks 
sets. Only 2 out of 7 lncRNA considered in this analysis had a defined 
set of IDR conservative peaks, while the other 5 showed insufficient 
reproducibility among replicates to apply this method. Anyway, we 
controlled for different lncRNAs as covariate in our model. Moreover, 
considering IDR optimal peaks that are available for 5 out of 7 
lncRNA, we still obtained a significant increase in average AUC of 
0.015 (Fig. 2).

These results highlight the importance of a uniform and standard 
practice of RNA:DNA interaction data. Indeed, the peaks derived 
from custom analysis by the authors of single papers (available for 6 
out of the 7 lncRNAs) showed the worst performance.

3.2.5. RNA secondary structure
In 3plex we implemented a parameter that determines the im

portance of secondary structure in the prediction of TPX by masking 
the RNA sequence according to the probability of base pairing (see 
Methods).

Among the available tools implemented in the ViennaRNA 
package [43], we focused on RNAplfold because theoretically a TPX 
interaction requires the stretch of nucleotides on the RNA transcript 
not to be involved in any further hydrogen bonds. RNAplfold speci
fically computes the probability that a stretch of consecutive nu
cleotides is unpaired in order to predict possible binding sites. 
Additionally, Matveishina et al. reported an improvement in TPX 
prediction accuracy for some lncRNAs by masking RNA regions ac
cording to this tool’s predictions [30].

Fig. 2. Impact of various parameters in TPX prediction accuracy. 3plex prediction performance is expressed as AUC values obtained by comparing TPX scores of experimentally 
determined RNA binding sites with randomised negative genomic regions. Every tested parameter combination produces an AUC value for each specific lncRNA. For all the levels 
of the investigated parameters, the average AUC is represented as a blue dot, error bars represent standard deviation.

Fig. 3. ROC curves showing the performance of TPX prediction applied to lncRNAs 
compared with the performance of DNA binding sites prediction applied to TFs. 
The coloured continuous lines are the ROC curves obtained by applying 3plex to each 
lncRNA with experimental evidence of functional TPX. 3plex parameters combination 
is the one that produced the best AUC value (see Supplementary Table 2). The grey 
dashed line represents the performance of a random classifier. The grey dotted line 
illustrates the average ROC curve computed from the performance evaluation of FIMO 
TFs binding sites predictions. The dark grey shade represents the standard deviation 
of ROC curves for TFs, the light grey shade boundaries correspond to the worst and 
best TF ROC curves. AUC values of TPX prediction are reported in the figure legend.
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By testing different extents of sequence masking (0%, 10%, 20% or 
50%), we found that 3 out of 7 TPX-validated lncRNAs (MEG3 in 
human and Meg3 and lncSmad7 in mouse) had an improvement in 
the AUC using secondary structure filtering (Supplementary Table 2). 
Thus these 3 lncRNAs may preferentially harbour the TFOs in regions 
likely to be single stranded, while the others may have the TFOs in 
regions predicted to be in a double strand conformation.

These observations suggest that RNA secondary structure has an 
impact on TPX prediction that may be further investigated and 3plex 
allows the users to consider this information in the investigation of 
lncRNAs TPXs.

3.2.6. Other parameters
According to constraints due to Hoogsteen hydrogen bonding 

rules, a minimum guanine rate in the TTS should be required in TPX 
prediction. Our analysis showed that this parameter is relevant (p- 
value < 1e-4, permutation test) and in general a minimum rate of 
40% is preferable with respect to 70% or 10%, producing an increase 
in average AUC of 0.06 compared to the baseline 10%.

The possibility of filtering out the dsDNA repetitive elements 
from the TPX search is implemented in Triplexator. The choice of this 
parameter significantly impacts the AUC in general (p-value < 1e-4, 
permutation test) and it is remarkable that avoiding filtering im
proves the TPXprediction.

3.2.7. Default parameter settings
Taken together, our 3plex parameter space exploration resulted in 

a combination of optimal default settings we suggest using for TPX 
investigation. In particular, we recommend setting minimum TPX 
length 8, minimum error rate 20%, minimum guanine rate 40%, 
number of consecutive errors 1, repeat filter off, single strandedness 
0 and Best stability as scoring metrics. 3plex runs with this combi
nation of parameters as default, returning all the scoring metrics.

3.3. 3plex comparison with other TPX prediction software

In the previous section we showed that 3plex improves the TPX 
prediction accuracy with respect to Triplexator. Afterwards, we 
compared 3plex with the other available TPX prediction software, 
TriplexAligner [26] and fasim-LongTarget [24]. We excluded TDF from 
this evaluation since its algorithm is built on the same logic of Tri
plexator. In order to compare the different methods, we chose to set 
the parameters to default for all the software. In particular, we 
considered maximum metrics for TPX interaction scoring (Triplex
Aligner: -log10E; fasim-LongTarget: best meanStability; 3plex: Best 
stability). We selected the Top1000 RNA:DNA interaction peaks for 
the 7 TPX-validated lncRNAs as a positive dataset and randomised 
genomic regions as a negative dataset (see Methods). In this strategy, 
we found that 3plex outperforms the other software. We further
more confirmed these results by performing a resampling procedure 
and obtaining the following AUC: TriplexAligner: 0.519  ±  0.004; 
fasim-LongTarget: 0.595  ±  0.004; 3plex: 0.660  ±  0.002 (Fig. 4 A). We 
noticed that the AUC value of TriplexAligner in our strategy was 
considerably different with respect to the one reported by the au
thors. We reasoned that this discrepancy may be related to differ
ences in our approaches. (Fig. 5).

Firstly, we considered TPX-validated lncRNAs from both 
human and mouse with an associated experimental one-to-all 
RNA:DNA interaction dataset. Warwick et al., instead, tested nu
clear expressed RNAs whose genomic interaction was detected 
through RADICL-seq or Red-C techniques. One-to-all techniques 
typically result in thousands of peaks for a given RNA, while all- 
to-all RNA:DNA interaction techniques report a median of 10 in
teractions for a given RNA (see Introduction). Notably, these 
techniques are highly susceptible to the level of expression of 

different lncRNAs, indeed few outlier lncRNAs account for a large 
fraction of the total interactions found. On the contrary, the 
Top1000 peaks set used in our testing strategy avoids biases to
wards highly expressed lncRNAs. Other differences between one- 
to-all and all-to-all techniques are discussed in the Introduction. 
For these reasons, we decided to focus on one-to-all data which 
are more robust, balanced and therefore still to be considered as 
the gold standard for the identification of RNA:DNA interactions.

Secondly, the randomization procedure used to generate negative 
controls differs: we chose to use random genomic regions as nega
tive controls, while Warwick et al. shuffled the RNA sequences. 
Accordingly, we set up another testing strategy, similar to the one 
used by TriplexAligner authors. We defined the negative controls by 
RNA transcripts shuffling and ran the TPX prediction tools on the 
Top1000 peaks set of the TPX-validated lncRNAs. In this testing 
strategy the AUC of all the software increased and TriplexAligner 
resulted in the best performance (Fig. 4).

We reasoned that the first testing strategy was more stringent, as 
suggested by the lower AUC values reported for all the tested TPX 
prediction tools. This observation can be explained by the fact that 
negative random regions preserve properties of genomic sequences 
that can be lost in the sequence shuffling procedure. We developed 
3plex to specifically discriminate true lncRNAs binding sites from 
random genomic regions, notably, the first testing strategy directly 
and more strictly evaluated this ability and 3plex outperformed the 
other tools in this case.

In terms of computation time 3plex is slightly slower than 
Triplexator but greatly outperforms TriplexAliner and fasim- 
Longtarget (even avoiding the available internal parallelization 
available in 3plex and not in TriplexAligner and fasim-Longtarget), 
retaining a comparable or superior accuracy (Fig. 6).

3.4. Evidence of TPX potential for other lncRNAs

From our RNA:DNA interaction data collection, we considered the 
remaining 20 human and murine lncRNAs with no experimental 
evidence of functional TPX mechanism of action. For two of them, 
the capability of forming TPXs in silico was tested by the authors 
(AC087482.1, Eprn) [5,50], while for Tug1 the TPX mechanism of 
binding was only speculated [51].

We wondered for how many lncRNAs we could observe statistical 
evidence supporting a mechanism of DNA binding involving TPX 
formation, therefore we used 3plex to predict TPXs on the available 
binding sites. We considered those sites as positive controls and 
created a randomised selection of genomic regions as negative 
control (see Methods), that we used to investigate the same para
meter space as before.

Interestingly, we found 3 lncRNAs having an AUC above 0.8 
(AK156552.1, HAND2-AS1, MALAT1), 4 lncRNAs above 0.7 (AL109615.3, 
7SK, 1200007C13Rik, CPEB2-DT) and 6 lncRNAs above 0.6 (Rn7sk, 
AC087482.1, Tug1, Eprn, AC018781.1, 1200007C13Rik@NDL, SRA1, 
MIR503HG, Bloodlinc). All the mentioned AUC values had a corre
sponding highly significant p-value, even considering the high 
number of tests due to the parameter space exploration (FDR < e-10, 
Mann-Whitney test with Benjamini-Hochberg correction), sug
gesting that they may directly bind the DNA forming TPX structures 
(Fig. 4, supplementary table 3).

We compared these results with scores produced by TriplexFPP 
[25]. TriplexFPP uses a machine learning approach to face a dif
ferent problem with respect to 3plex: the classification of lncRNAs 
that are (or are not) prone to bind the DNA through TPX formation. 
For this reason, it cannot be used to predict where a specific 
lncRNA binds on the genome which is the specific purpose of 
3plex. Nevertheless, in this section we evaluated the capability of a 
lncRNA to form TPXs in general, thus we found it useful to 
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compare 3plex results with those obtained by running TriplexFPP. 
Unfortunately, we did not find a good agreement between the two 
predictions. Out of 23 evaluated lncRNAs, only two were predicted 
to be TPX forming by TriplexFPP (HOTAIR and MIR503HG, see 
Supplementary Table 4). Notably, numerous lncRNAs experimen
tally known to form TPXs were not correctly identified by Tri
plexFPP, including CDKN2B-AS1, lncSmad7, MEG3, NEAT1 and TERC. 
Our evaluation required experimental binding data for each 
lncRNA considered, and then data were interpreted according to a 
model of TPX formation. This approach is more powerful yet more 
demanding with respect to the machine learning approach of 
TriplexFPP, that does not require experimental binding data. A 
possible explanation for the poor agreement of the two predic
tions could be related to the training and testing datasets of Tri
plexFPP that are strictly related to HELA cells, while our collection 
of RNA:DNA interactions spans various cell lines and tissues.

4. Discussion

Numerous papers published in the last ten years have pointed 
out the RNA:DNA:DNA TPX interaction as one of the mechanisms 
that enable lncRNAs to specifically regulate gene expression. In order 
to investigate the functional role of a lncRNA it is necessary to be 
able to predict its putative TPX interactions. Various algorithms al
ready exist for the identification and ranking of TPXs given an RNA 
and a DNA sequence. Nevertheless, this computational task remains 
challenging. Here, we presented 3plex, a software for RNA:DNA:DNA 
TPX interaction prediction. We applied 3plex to a collection of ex
perimentally determined RNA binding sites in order to test the re
levance of the available parameters and to compare 3plex accuracy 
with respect to the other algorithms.

Interestingly, we showed that lncRNAs tend to form TPXs that are 
short (around 8–10 nucleotides) and degenerate (around 10%−20% of 

Fig. 4. 3plex performance comparison with TriplexAligner and fasim-LongTarget. (A) ROC curves produced from the performance evaluation of the TPX prediction tools in the 
genomic region shuffling strategy. (B) ROC curves produced from the performance evaluation of the TPX prediction in the transcript shuffling strategy. The legends report the AUC 
computed for each software.

Fig. 5. AUC values of all the analysed lncRNAs. The AUC values are reported from the best parameter set for each lncRNA (see Supplementary Table 3). Darker bars highlight 
lncRNAs with experimental TPX evidence. If data from different tissues are available for a single lncRNA, the label reports the name of the lncRNA and the specific tissue separated 
by the symbol @ .
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errors). This observation could be surprising, since it may be argued 
that such models account for too poor information to be biologically 
relevant. Notably, TPXs typical length and degeneration do not differ 
much from the classical DNA binding sites of many important TFs. 
This is reflected by the comparison of ROC curves describing the 
prediction of RNA binding sites and those describing the prediction 
of TF binding sites (Fig. 4). Indeed, the information content of a ty
pical TF binding site is paradoxically low when compared to the 
complex regulatory programs they orchestrate in eukaryotic gene 
regulation [52]. These observations suggest that lncRNAs (as well as 
TFs) may not work alone, reinforcing the common idea that eu
karyotic gene regulation is a complex process involving cooperation 
and competition of many different molecules. Another interesting 
possibility is that multiple short TPXs close to each other in the same 
genomic region act cooperatively to enhance the specificity of the 
binding, a phenomenon actually observed in the X chromosome 
inactivation by Xist [53].

Moreover, Modal et al. showed, with in vitro biochemical ex
periments, that TXPs as small as 12 nucleotides can be functional 
[10], and in a previous work we experimentally validated functional 
specificity of some short TPXs formed by lncSmad7 in vivo [6]. In 
2020 Matveishina et al. considered the experimentally validated 
binding sites of 4 lncRNA to elaborate a practical guidance in 
genome-wide RNA:DNA TPX prediction. Consistent with our ob
servations, they found that the lowest available cut-off in Triplexator 
minimal TPX length produced the best prediction [30]. We con
firmed these findings on a wider dataset and for even smaller 
lengths.

It should be noted that in a recent in vitro study Kunkler et al. 
suggested that a longer minimal length should be used in TPX pre
diction [54]. Our results do not contradict these findings in vitro but 
suggest that despite low stability short TPX could be relevant in vivo 
by possibly relying on cooperative effects. Additionally, the high 
error rate tolerance we observed in TPX predictions may be ex
plained by non-canonical Hoogsteen bonds the authors proved to be 

relevant in the same paper. Those non-canonical pairing are not yet 
considered by 3plex, suggesting that there is room for improvement 
in the algorithm.

Recently, Matveishina et al. verified that RNA secondary structure 
can improve the TPX prediction specificity for some lncRNAs [30]. 
Starting from this observation, we implemented the first TPX pre
diction software that integrates the RNA secondary structure in
formation. By comparing 3plex predictions with gold standard 
experimental RNA:DNA binding data, we confirmed the relevance of 
the RNA folding on a wider set of lncRNAs. Importantly, we observed 
that masking the paired nucleotides in RNA secondary structure 
improved the TPX prediction only on a subset of the investigated 
lncRNAs. This suggests that TFOs can reside in RNA regions likely to 
be in a double strand conformation. Further studies would be re
quired to identify possible secondary structure characteristics of 
these lncRNAs. Moreover, it is to be considered that the RNA sec
ondary structure is highly dynamic. This implies that nucleotides 
predicted to be paired when considering the RNA sequence alone 
can be in an unpaired state in particular cellular contexts. It may also 
be reasonable that the unbound portion of a TFO initiates the TPX 
binding, thus triggering the conformational changes in the lncRNA 
necessary for a stable interaction with the DNA. Lastly, RNA sec
ondary structure predictions present accuracy limitations that may 
be improved by integrating experimental information such as SHAPE 
data [55]. Unfortunately, experimentally determined structures are 
scarce on lncRNAs because of their typical low expression level.

Testing and comparing prediction software is a complex and 
delicate matter in general, as the choice of data and methodologies 
can greatly influence the outcome. To compare 3plex with 
TriplexAligner and fasim-LongTarget, we devised two testing strate
gies. In the first one we designed negative controls by selecting 
random regions in the genome, in the second one we shuffled the 
sequences as done in the TriplexAligner paper. The best performing 
tool resulted in 3plex for the first one but in TriplexAligner for the 
second one. We showed that the first strategy is more stringent as 
the performance of all thested software decreased, moreover in this 
case the AUC of 3plex does not drop considerably. Because of these 
observations, we consider that 3plex could be more robust than 
TriplexAligner even if the accuracy of the two is roughly comparable. 
We hence encourage the researchers to experiment with both 
of them.

In terms of computation time, 3plex is slightly slower than 
Triplexator but greatly outperforms TriplexAliner and fasim- 
Longtarget, retaining a comparable or superior accuracy.

Finally, we investigated the TPX potential of 20 lncRNAs not 
previously reported to bind DNA using this mechanism but having 
publicly available DNA binding sites. We found a strong evidence of 
TPX formation for 3 lncRNAs (AK156552.1, HAND2-AS1, MALAT1), a 
good evidence for other 4 lncRNAs (AL109615.3, 7SK, 1200007C13Rik, 
CPEB2-DT), and a moderate evidence for other 8 (Rn7sk, AC087482.1, 
Tug1, Eprn, AC018781.1, SRA1, MIR503HG, Bloodlinc). These results 
suggest that DNA binding through TPX formation could be a wide
spread mechanism adopted by lncRNAs. This idea was previously 
reported in literature [56,57] using purely computational methods. 
Our RNA:DNA binding sites collection allowed the first large-scale 
evaluation of this hypothesis leveraging high-throughput experi
mental data.
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