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The work carried out in this thesis was part of three National Institute of
Nuclear Physics (INFN) projects called: Modeling and Verification for Ion
beam Treatment planning (MoVe-IT)1, Superconducting Ion Gantry (SIG),
and Flash Radiotherapy with hIgh Dose-rate particle beAms (FRIDA)2.
Within the MoVe-IT project, two prototypes of silicon sensors were devel-
oped. The first one is a proton counter to be used as an online monitor of
the fluence rate of clinical proton beams (Vignati et al., 2017; Sacchi et al.,
2020; Fausti et al., 2021) and the second is a device able to measure the beam
energy using Time-of-Flight technique (Marti Villarreal et al., 2021; Vignati
et al., 2020a). The sensors used in these two prototypes represent an evolu-
tion of the n-on-p planar silicon sensor where a thin (1 micrometer) p+ gain
layer is implanted under the n++ cathode. As a result of the doping pro-
file, characterized by a large doping concentration at the n++/p+ junction, a
local increase of the electric field up to 300 kV/cm in this region creates a con-
trolled moderate electron/hole avalanche multiplication without a complete
breakdown. This effect leads to a proportional signal enhancement with a
noise level similar to that of a traditional silicon sensor of the same geometry.
In 2020, we designed several sensors with diverse characteristics tailored to
the needs of the two devices developed. The production is called MoVe-IT-
2020. They are segmented into strips to reduce the particle rate per channel
and minimize the signal pile-up. Chapter 2 describes the laboratory char-
acterization of all the sensors used in this thesis. Additionally, the signals
obtained in a preliminary test with proton beams at the National Centre for
Oncological Hadrontherapy (CNAO, Pavia, Italy) are presented, using a sen-
sor with a large area from the MoVe-IT-2020 production. In chapter 3, the
results of the telescope system proposed by the University of Turin and the
National Institute of Nuclear Physics (Turin Section) in two Italian particle
therapy centers are presented and discussed.
Developments similar to the MoVe-IT project for clinical carbon ion beams
are in progress within the SIG project. Chapter 4 reports the measurements
of individual carbon ions in the CNAO clinical beam with 60 µm thick silicon
sensors.
Within the FRIDA project, the University and INFN of Turin are studying
thin silicon sensors, recently designed and produced for single particle track-
ing in proton therapy, for electron beam monitoring in high dose-rate regimes.
Chapter 5 describes the results of testing thin silicon sensors at Ultra-High

1https://www.tifpa.infn.it/projects/move-it/
2https://web.infn.it/FRIDA/index.php/en/
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dose rate (UHDR). In addition, the partial results of the first attempt to up-
grade the LINAC (Elekta SL 25 MV) installed in the Physics Department of
the University of Turin, dedicated entirely to research, is presented, which
will allow in the near future experiments to study the FLASH effect.
During my PhD, I wrote the following papers: Marti Villarreal et al., 2021;
Villarreal et al., 2023; Villarreal et al., 2022, which reported the same results
presented in this thesis. The content of chapter 2 has been described in Villar-
real et al., 2023; Villarreal et al., 2022 and a summary of the content of chapter
3 has been published in Marti Villarreal et al., 2021. Additionally, my work
along my PhD contributed also to the following papers: Vignati et al., 2020c;
Vignati et al., 2020a; Vignati et al., 2022b; Croci et al., 2023; Mohammadian-
Behbahani et al., 2022; Giordanengo et al., 2022; Pennazio et al., 2022; Vignati
et al., 2022a; Vignati et al., 2020b.
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Chapter 1

Introduction

1.1 Radiotherapy with charged particle beams

In 2020, according to GLOBOCAN 2020 (Sung et al., 2021), an estimated 19.3
million new cancer cases occurred worldwide. Furthermore, among the data
taken in 57 from 183 countries in 2019, cancer is the leading cause of death
before the age of 70, as shown in Fig. 1.1, and is responsible for one in six
deaths.

FIGURE 1.1: National Ranking of Cancer as a Cause of Death at
Ages < 70 Years in 2019. The numbers of countries represented
in each ranking group are included in the legend. Figure taken

from (Sung et al., 2021).

Nowadays, conventional treatment approaches such as surgery, chemother-
apy, and radiotherapy are used to treat cancer. At the same time, recent ad-
vances have been made to improve the patient’s outcome, which includes
stem cell therapy, targeted therapy, ablation therapy, nanoparticles, natural
antioxidants, radionics, chemodynamic therapy, sonodynamic therapy, and
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ferroptosis-based therapy (Debela et al., 2021).
However, still, more than 50% of patients with diagnosed cancer undergo ra-
diation therapy, typically combined with other treatment modalities such as
surgery and chemotherapy. Radiotherapy encompasses all the methodolo-
gies that use radiation for therapeutic purposes and mainly focuses on can-
cer treatment and can be divided into two branches: External beam radiation
therapy (EBRT) and Brachytherapy. Within EBRT, we can find: superficial X-
ray (also known as Orthovoltage), megavoltage electron and photon beams
(produced with electron linear accelerators) radiotherapy, gamma-ray ther-
apy, hadrontherapy (protons, ions), and intraoperative radiotherapy.
When it is used radiotherapy to treat tumors, exists a therapeutic window
in which the dose delivered to the patients has to be enough to provide high
Tumor Control Probability (TCP ≥ 0.5) with a moderate Normal Tissue Com-
plications Probability (NTCP ≤ 0.05). Progress in radiotherapy has always
been related to improved dose distribution, which is well-linked to the per-
formance of accelerators, beam delivery, and treatment planning systems. At
first, it was thanks to increasing the energy of the photons until reaching the
megavoltage range that improved the patients’ survival rate. Although ra-
diotherapy with photons has continuously increased, the physical limitation
of the photon beams makes it impossible to avoid a high dose contribution
in the region before/beyond the tumor, as shown in Fig. 1.2a. On the other
hand, the phenomenon of the Bragg peak in particle therapy is applied to
maximize the dose in the target and minimize the dose in healthy tissue (see
Fig. 1.2a and Fig. 1.2b). Therefore, particle therapy delivers radiation to tu-
mors and areas nearby, decreasing integral radiation dose to normal tissues
and theoretically avoiding collateral damage.
Worldwide, by the end of 2021, about 325000 patients have been treated with
Particle Therapy, mainly using protons (280000) and C-ions (42000) (PTCOG,
2021). Although the number of centers treating tumors with light ions (mainly
protons) has increased in the last decade, its growth is still low compared to
conventional radiotherapy, mainly due to its cost. For example, including
a cyclotron, multi-story gantries, and multiple treatment rooms, the average
cost of a proton facility ranges from 140 million and 200 million euro (Kryder,
2017).
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FIGURE 1.2: (a) Relative dose as a function of depth for X-rays
and protons. For the protons, the typical Spread-Out Bragg
Peak (SOBP) can be seen, which is obtained by a superposi-
tion of protons at different energies. Figure taken from (Mitin
and Zietman, 2014). (b) Relative Dose as a function of depth in
water for 18 MV photons, 135 MeV protons, and carbon ions of
254 MeV/u and 300 MeV/u. Figure taken from (Durante and

Paganetti, 2016).

1.1.1 FLASH Radiotherapy (FLASH-RT)

The so-called FLASH effect is a radiobiological effect that reduces the dam-
age to healthy tissue while maintaining the therapeutic efficacy on tumor tis-
sue obtained by drastically reducing the delivery time of the treatment dose,
for instance, the total irradiation time below 200 ms with a dose-rate higher
than 40 Gy/s (Vignati et al., 2020c). It is important to remark that today
a dose-rate of about 8 Gy/min in conventional radiotherapy is considered
high. These parameters indicate the order of magnitude in which the FLASH
effect was observed.
The FLASH effect has been verified experimentally in different centers world-
wide for diverse tissue such as the brain, lungs, skin, etc., mainly using low-
energy electrons beam (4-7 MeV) but also with protons and carbon ions. For
example, (Favaudon, 2014) reported one of the more notable experimental
studies on FLASH effect. The authors made an in-vitro study of lung tissue
in mice and confirmed that FLASH is effective against tumor cells but causes
minor damage to normal tissue. These results suggest that FLASH-RT may
be a viable option for treating lung tumors, although this will need to be
confirmed in human patients. Another study performed in mice (Montay-
Gruel et al., 2017) demonstrated that FLASH with mean dose rates above 100
Gy/s preserves mouse memory; instead, when used at 10 Gy at conventional
radiotherapy (0.1 G/s) the spatial memory is affected. The first study with
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FLASH-RT in a human was performed by (Bourhis et al., 2019). In that inves-
tigation, a 75-year-old patient with a multi-resistant cutaneous lymphoma
was treated with 15 Gy in 90 ms with 5.6 MeV electrons accelerated by a
LINAC, specifically designed for FLASH-RT with a favorable outcome for
both: normal skin and the tumor.
The multiple benefits of using FLASH-RT in the near future have been widely
pointed out. For instance, it would allow treating radioresistant tumors, in-
creasing the total dose without the associated surrounding tissue toxicity of
conventional radiotherapy. It would also treat tumors where the radiother-
apy already offers reasonable local control but without the side effect typical
of conventional radiotherapy.
Today, the implementation of FLASH-RT at the clinical level is not yet possi-
ble because the technology and equipment necessary to deliver the doses per
pulse to trigger the FLASH effect are still in the research and development
phase. Likewise, dosimetric protocols and radiobiological clinical studies
must be defined and tested. Therefore, the international community is fo-
cused on overcoming all the mentioned limitations, first by upgrading cur-
rent LINAC accelerators to run quantitative experiments with the aim of test-
ing new sensors for beam monitoring and dosimetry, conducting preclinical
studies and developing treatment planning systems.

1.2 Basic concepts of interaction and detection of

charged particles

1.2.1 Interaction of charged particles with matter

Interaction of heavy charge particle with matter

The particles with charge ze more massive than electrons are called “heavy”
charged particles (Patrignani, 2016). The main mechanism of interaction of
heavy charged particles (For example: protons, alpha particles, light ions,
etc) with atoms in an absorbing medium is through Coulomb forces between
their positive charge and the negative charge of orbiting electrons. Although
these particles can directly or indirectly interact with the nuclei, these inter-
actions are not significant.
After entering any material, charged particles simultaneously interact with
many electrons in their respective track. Electrons in the vicinity of the path
of the positively charged particle feel the attractive Coulomb force, as soon
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as it approaches. Depending on how close the encounter is, the interaction
between the projectile (charged particle) and the orbiting electron can either
excite the electrons (i.e., move them to a higher energy shell within the atom)
or eject them. Since energy must be conserved, the energy transferred to the
electron is given by the projectile’s velocity loss. The maximum energy that
can be transferred in this type of interaction to the electron of mass (m0) by
the charged particle of mass (m) and kinetic energy (E) in a simple collision
is 4Em0/m, which is a tiny fraction of its total energy. The primary charged
particle gradually loses its energy in many small interactions with the elec-
trons during its passage through the medium until it is completely stopped.
The trajectory of the projectile, except when its energy is small (almost before
stopping), is in a straight line since it only deflected small angles in its inter-
actions with the electrons of the medium. Thus, heavy charged particles are
characterized by a defined range in a given absorbent material, representing
the distance beyond which no particle will penetrate.
Other interaction needs to be considered, particularly in the close encoun-
ters between the projectile and the electrons of the medium, resulting in fast
electrons from the ionization process. These energetic electrons (also called
δ-rays) can ionize or excite other atoms in the material, and for thinner ab-
sorbers they can escape from the medium. Therefore, the deposited energy
will be lower than the lost energy for the incoming particle (Leroy and Ran-
coita, 2011). This phenomenon must be taken into account in the detectors
used in this thesis due to their thickness.
The linear stopping power (S) for charged particles in a given medium is
defined as the differential of the mean energy lost (dE) by the charged parti-
cle within a material divided by the differential of the path traveled (dx), as
shown below:

S = −dE
dx

(1.1)

where, − dE
dx is called the rate of energy loss, and it is well described by the

Bethe-Bloch formula, which for an incoming particle of mass mp, velocity
equal to v = βc, charge number: z and, thus, charge ze, can be written as
follows (Leroy and Rancoita, 2011):

−dE
dx

=
2πnz2e4

mev2 (ln[
2mev2Wm

I2(1 − β2)
]− 2β2 − δ − U) (1.2)
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where:
me: is the electron mass
n: is the number of electrons per cm3 of the traversed material
I: is the mean excitation energy of the atoms of the material
Wm: is the maximum energy transfer from the incident particle to atomic
electrons
δ: is the density effect correction factor1

U: is the shells effect correction factor2

β: is the ratio of v to c
c: is the speed of light
The number of electrons per cm3 of the traversal material is obtained by the
next expression:

n =
ZρNA

A
(1.3)

where:
ρ: is the density of the target
NA: is the Avogadro constant
Z: is the atomic number
A: is the relative atomic mass of the target

The maximum energy transfer (Wm) from the incident particle to atomic elec-
trons is obtained using the two-body scattering (Leroy and Rancoita, 2011) in
which the target particle is almost at rest, and it is given by:

Wm = 2mec2β2γ2[1 + (
me

m
)2 + 2γ

me

m
]−1 (1.4)

where:
m: is mass of the incident particle
γ: is the Lorentz factor

For incoming particles such as proton and carbon ions, in which the masses

1It is because the electrons farther from the projectile path are shielded from the full
strength of the electric field by the electrons close to the particle. It makes a reduction in
the energy loss. Depends on the particle velocity and the density of the material, in which it
is greater for high velocities and material with higher densities.

2It is due to non-participation of inner shells electrons in the collision loss process and is
equal to 2(C

Z ). This terms is important and can not be neglected for charged particles with
energies lower than few MeV/u in which the particle velocity is near the velocity of the
atomic electrons.
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are much larger than the one of the electrons, the expression 1.4 can be rewrit-
ten as:

Wm = 2mec2β2γ2 (1.5)

Substituting equations 1.3 and 1.5 in 1.2, we obtain the following expression
for the energy-loss formula:

−dE
dx

=
4πZρNAz2e4

mev2A
(ln[

2mev2γ2

I
]− β2 − δ/2 − U/2) (1.6)

Equation 1.6 can conveniently be rewritten as follows, taking into account,
the classical electron radius re =

e2

mec2 ,

−dE
dx

=
4πNAmec2r2

e ρz2Z
Aβ2 (ln[

2mev2γ2

I
]− β2 − δ/2 − U/2) (1.7)

As can be seen, the Bethe Bloch formula shows a dependence proportional to
the electron density of the target (ZρNA

A ) and the square of particle charge (z),
for instance, z = 1 for protons. Additionally, 4πNAmec2r2

e is a constant equal
to 0.307 MeVcm2mol−1, thus, the Bethe-Bloch formula can be re-written as
follow:

−dE
dx

=
0.3071ρz2Z

Aβ2 (ln[
2mev2γ2

I
]− β2 − δ/2 − U/2)[MeV/cm] (1.8)

For instance, in Fig. 1.3 is shown a plot in log-log scale of the mass stopping
power MeVcm2/g for positive muons in copper as a function of βγ. The
equation 1.8 describes with an accuracy of a few percent the mean rate of
energy loss in the region between 0.1 ≲ βγ ≲ 1000 for intermediate-Z ma-
terials, the Bethe region of Fig. 1.3. In the Bethe region the dominant form
of energy losses for a charged heavy particle are collisions with atomic elec-
trons from the medium that transfer their energy in ionization and excitation
of these atoms. For low (non relativistic) energies, the energy loss rate shows
a dependence inversely proportional to the square of the incoming particle
velocity (1/β), therefore, decrease with increasing the velocity until about
v = 0.96c, where the minimum is reach, as shown also in Fig. 1.3.
By definition, a particle whose energy loss is at the minimum of the Bethe-
Bloch function is called a Minimum Ionization Particle (MIP), and is almost
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the same for all particles of the same charge. After this minimum, as the en-
ergy increases beyond this point, the term (1/β) becomes almost constant and
dE/dx rises again due to the logarithmic dependence. As can be observed,
the Bethe-Bloch formula is not applicable at very low energies β ≤ 0.05
(which is about 1 MeV for protons).
On the right-hand side of the plot in Fig. 1.3, it can be seen that the density ef-
fect term of the Bethe-Bloch formula becomes important for the high energy
range. Also, at sufficiently high energies, the radiative process becomes more
important than ionization for all charged particles. Additionally, the energy
losses due to bremsstrahlung which depend on the particle and is not simply
as a function of β, dominate by above a certain value, the so-called critical
energy. It is shown in Fig. 1.3 for muon as: Eµc, it is defined as the energy
at which radiative and ionization losses are equal. At very low energies, it is
shown the "Barkas effect" as -µ. This effect is due to at low energies, heavier
ions collect electron from the surrounding material thus rapidly decreasing
its ze f f (Leroy and Rancoita, 2011; Patrignani, 2016).

FIGURE 1.3: Mass stopping power for positive muons in cop-
per as a function of βγ = p/Mc over nine orders of magni-
tude in momentum. Solid curves indicate the total stopping
power. Vertical bands indicate boundaries between different
approximations. The short dotted lines labeled "µ−" illustrate

the “Barkas effect”. Picture taken from (Patrignani, 2016).

Fig. 1.4 shows the mass stopping power as a function of protons energy for
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different materials such as: Silicon,Titanium, Copper, Silver, and Lead. All
curves have a similar shape, showing that there is a tendency to decrease
the rate of energy loss with increasing atomic number (Si<Ti<Cu<Ag< Pb).
In silicon the minimum ionization occurs at 2500 MeV, which corresponds
to a mass stopping power of 1.661 MeVcm2/g, this means that the stopping
power is 3.87 MeV/cm for a MIP.

FIGURE 1.4: Mass stopping power as a function of protons
energy for different materials.

For the proton energy range used in this work: 62.6 MeV (4.9 MIP) to 230
MeV (2 MIP), which roughly corresponds to the conventional clinical range,
the stopping power in Si ranges from 19.12 MeV/cm to 7.74 MeV/cm, respec-
tively. In addition, the MIP crossing a silicon sensor produces, by ionization
(Most Probable Value) about 72 e − h/µm. In a sensor with an active thick-
ness of 45 µm, the expected charge for protons in the aforementioned energy
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range will vary from 2.57 fC to 1.04 fC. From the Eq. 1.8, it can be noted that
the energy losses depend not only on the atomic number of the absorbing
material (Z), but also on the charge of the projectile (z). Since this is a direct
square dependence, the energy loss for higher z ions increases substantially,
as can be seen for protons and carbon ions impinging on a silicon target at
the same speed (Fig. 1.5). In this case, the energy loss of carbon ions of 200
MeV/u is greater by a factor of 36 than that of protons with the same energy
per nucleon (see in Fig. 1.5 the data tip for 200 MeV/u). Taking that into
consideration, the typical clinical energy used for carbon ions for example at
National Centre for Oncological Hadrontherapy (CNAO, Pavia, Italy) is be-
tween 115.23 MeV/u and 398.84 MeV/u, which is equivalent to 114 MIP and
54 MIP, respectively. Therefore, the expected signal in a silicon sensor with
an active thickness of 45 µm, is between 28 fC and 60 fC for 398.84 MeV/u
and 115.23 MeV/u, respectively.

FIGURE 1.5: Mass stopping power as a function of energy for
carbon ion and proton impinging on a silicon target.

It is important to point out that the Bethe Bloch formula calculates the mean
amount of energy lost due to ionization and excitation per unit of distance,
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which are a statistical phenomena. For that cause, the energy loss (∆) given
by equation 1.8 fluctuates in each projectile interaction with the atomic elec-
trons. Accordingly, the energy loss by the incoming particle follows an en-
ergy distribution, the so-called energy-loss distribution or energy straggling
function, f (x, ∆), which is the solution of the integral transport equation.

∂ f (x, ∆)
∂x

=
∫ ∞

0
ω(ϵ)[ f (x, ∆ − ϵ)− f (x, ∆)]dϵ (1.9)

where:
ω(ϵ)dϵ : is the probability per unit path length of a collision transferring en-
ergy (ϵ) to an electron in the material.
Several authors solved equation 1.9 in which the most remarkable solutions
were found by Landau and Vavilov (Landau (Landau, 1944), Vavilov (Vav-
ilov, 1957)). Landau (Landau, 1944) solved the equation 1.9 by a method
based on Laplace transform using the free electron (Rutherford) cross section
(ω(ϵ) = ξ

x
1
ϵ2 ) for thin absorbers (ξ/Wm) << 1 (Wm → ∞), in which (ξ) is

express as:

ξ = 0.1535x
ρz2Z
Aβ2 (1.10)

For the case of silicon, the equation 1.10 can be rewritten as:

ξ =
1.78
β2 · 10−2keV/µm (1.11)

Therefore, the Landau distribution fL(x, ∆) as a solution of equation 1.9 is:

fL(x, ∆) =
ϕ(λ)

ξ
(1.12)

where ϕ(λ) is a function of the parameter λ, and is expressed as:

ϕ(λ) =
1
π

∫ ∞

0
e(−πu/2)cos[u(ln(u) + λ)]du (1.13)

with λ equal to

λ =
∆− < ∆ >

ξ
− β2 − ln(ξ/Wm)− 1 + CE (1.14)
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where:
CE is the euler constant.
fL(x, ∆) has a maximum for λ =-0.229 and a Full Width Half Maximum
(FWHM) equal to 4.02ξ. The maximum of the landau distribution is called
Most Probable Value (MPV) and it corresponds to the most probable energy
loss (ϵMPV). This distribution is asymmetric with not negligible tail due to
fast emitted δ − rays located to the right of ϵMPV .
The solution found by Vavilov fV(x, ∆) (Vavilov, 1957) for equation 1.9 which
tends to the Landau distribution for (ξ/Wm) ≤ 0.06 (the region where ∆ ≈ ξ)
was based on taking into account the spin of the incoming particle. For
that reason, for thin absorbers, the energy loss distribution is called Landau-
Vavilov distribution, and the notation usually used is fL,V(x, ∆) Then, for the
collision cross-section the following expression was used:

ω(ϵ) =
ξ

x
1
ϵ2 (1 −

β2ϵ

Wm
) (1.15)

In addition, the Landau solution for thick absorbers (ξ/Wm) >> 1), turns
into a Gaussian distribution. In the same way, the Vavilov distribution for
thick absorbers also becomes almost a Gaussian function:

fV(x, ∆) =
1√

2πWm
ξ (1 − β2

2 )
exp[− (∆− < ∆ >)2

2Wmξ(1 − β2

2 )
] (1.16)

with σV equal to

σV =

√
ξWm(1 −

β2

2
) (1.17)

The MPV for fL,V(x, ∆) can be calculated using the equation 1.14 as:

∆ =< ∆ > +ξ[λ + β2 + ln(ξ/Wm) + 1 − CE] (1.18)

Substituting the values of: λ = −0.229, CE = 0.577215 in equation 1.18 we
obtain:

∆ =< ∆ > +ξ[β2 + ln(ξ/Wm) + 0.194][MeV] (1.19)
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Finally, in thin absorbers, such as silicon detectors, for example, with a thick-
ness of a few hundred micrometers or less, deviations from the Landau-
Vavilov energy straggling distribution and the experimental data were ob-
served. The difference was attributed to the assumption that distant colli-
sions were neglected in the Landau-Vavilov theories for thin absorbers. The
solution for equation 1.19 was derived under the assumption that scattering
occurs on quasi-free electrons and follows the Rutherford collision proba-
bility, neglecting the electron binding energies. For that reason, fL,V was
improved by modifying the cross-section to consider the electron binding
energy, finally obtaining:

f (x, ∆) =
1√

2πδ2

∫ +∞

−∞
fL,V(x, ∆ − τ)e−

τ2
2δ2 dτ (1.20)

where δ2 is the variance of the Gaussian convolving distribution, and can be
calculated as:

δ2 =
8
3

ξ

x ∑
i=1

Ii fi ln
2mec2β2

Ii
(1.21)

where Ii is the effective ionization potential of the i − th shell and fi is the
fraction of electrons in that shell.
The equation 1.20, it is known as the Langaus distribution. It is the convo-
lution between the Landau and the Gaussian distribution in which the MPV
no longer corresponds to the maximum of the curve. This is because the
Landau function is asymmetric and, when it is convoluted with a symmetric
(Gaussian) function, the net result is a slight shift of the distribution peak to
a larger value (≈3 %). From now on, equation 1.20, when used, will refer as
the Langaus.
While the stopping power is a quantity representing the differential amount
of energy lost as a function of distance, the range of the particle describes
how far the particle goes using the continuous slowing down approximation
(CSDA), and it is obtained as follows:

RCSDA ≈
∫ Eki

0

dE
dE
dx

∝ E∼2 (1.22)

Where, Eki is the initial kinetic energy. The energy transferred to tissue by
a heavy charge particle (projectile) is inversely proportional to the incoming
particle velocity once loses its energy mainly by electromagnetic interactions
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with orbital electrons of atoms, as explained previously. Therefore, as the
projectile slows down, the energy transfer to the tissue per track length is
higher. This effect causes a maximum dose deposition at a certain depth in
tissue. It is known as the Bragg peak (see Fig. 1.6). For example, for a single
proton, this peak is very sharp. Instead for a proton beam, it is broadened
into a peak of typically a few millimeters width due to the statistical distri-
bution of the proton tracks. The depth and width of the Bragg peak are a
function of the beam energy and the material (tissue) heterogeneity in the
beam path. The peak depth can be influenced by changing the beam energy
and can thus be positioned within the target for each beam direction (Pa-
ganetti, 2018).

FIGURE 1.6: A schematic view of spread-out Bragg peaks
(SOBP) construction, showing the SOBP depth–dose distribu-
tion (solid line) and the component Bragg peaks (dashed lines).

Picture taken from (Paganetti, 2018).

The quantity of equation 1.22 is directly proportional to almost the square
of the incoming particle’s kinetic energy. It is a physical quantity widely
used in hadrontherapy that allows treating tumors at different depths. For
example, using the data from (Tommasino et al., 2017) for the range at 90%
(R90(g/cm2)) of the distal fall-off of the Bragg curve, shown that for the ef-
fective energy at the isocenter of 68.5, 72.4, 104.2, 136.1, 222.9, and 227.4 MeV,
the R90 is equal to 3.9, 4.3, 8.3, 13.3, 31.2, and 32.3, respectively. Therefore, the
beam’s energy needs to be precisely modulated and controlled to treat tu-
mors once its range depends upon its energy. A technique used for treating
tumors is by a superposition of many Bragg peaks with appropriate intensity
and locations, the so-called spread-out Bragg peaks (SOBP), as shown in Fig.
1.2a and Fig. 1.6. Two methods are widely extended to produce the SOBP.
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They are either by inserting materials in the beam path to modify the beam
energy or by modifying the energy coming from the accelerator.

Interaction of light charge particle with matter

In the case of light charged particles (electrons and positrons), the total stop-
ping power is customarily separated into two main components: the colli-
sion stopping power and the radiative stopping power, as shown in Eq. 1.23
(Cross et al., 1997). Electrons (also positrons) penetrating in matter primary
loss energy due to inelastic Coulomb collisions with bound atomic electrons
resulting in the excitation and ionization of orbital electrons, as mentioned
before for the heavy charged particles. Considering that the collision is be-
tween two identical particles, the maximum energy transfer in a single colli-
sion is the half of the entire kinetic energy. Therefore, for electrons the energy
transferred per collision can be large that’s why they are strongly deflected
from their original course and do not follow a straight path inside the mate-
rial (Patrignani, 2016).

dE
dx total

=
dE
dx collision

+
dE
dx radiative

(1.23)

The first term of equation 1.23 corresponds to the collision stopping power
and can be calculated using the theory developed by Møller (Møller, 1932;
Uehling, 1954). In the relativistic region, the equation can be written as fol-
lows (Patrignani, 2016):

−dE
dx collision

= K(ln[
mec2β2γ2(mec2(γ − 1)/2)

I2 ] + B) (1.24)

where: K = 4πNAmec2r2
e Z

2Aβ2 and B = (1 − β2)− 2γ−1
γ2 ln 2 + 1

8(
γ−1

γ )2 − δ

In addition to the collision-related energy loss, there is an energy loss due to
radiation emission (Bremsstrahlung) when the electron is accelerated in the
Coulomb field of a nucleus. The average energy loss due to radiation emis-
sion is given by the Bethe-Heitler formula (see Eq. 1.25,(Bethe and Heitler,
1934)) in the region between mc2 << E << 137mc2Z− 1

3 , showing that the
energy loss increases quadratically with increasing atomic number (Z):

−dE
dx radiative

=
NEZ2e4

137(mc2)2 (4 ln(
2E
mc2 )− 4/3) (1.25)
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where:
Z: is the atomic number of the target
N: is the number of atoms per cm3

From this equation, it can be noticed that the Bremsstrahlung yield is in-
versely proportional to the square of the particle’s mass (m), so for heavy
particles this effect is almost negligible for lower energies. The other conclu-
sion is that for relatively small energies, the loss is independent of the kinetic
energy of the incident electron, while for large energies, it increases propor-
tionally to (E). In the case of collision stopping power, the loss decreases
sharply for lower energy and begins to slowly increase with increasing en-
ergy. The behavior of both energy loss mechanisms can be appreciated in
Fig. 1.7, which shows the energy loss of electrons in silicon, where for en-
ergies greater than 48 MeV energy loss by radiation becomes the dominant
process. This value corresponds to the so-called critical energy defined as
the energy value at which collision energy loss equals Bremsstrahlung loss.
(Patrignani, 2016; Bethe and Heitler, 1934).

FIGURE 1.7: Mass stopping power as a function of energy for
electrons impinging on a silicon target.
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1.2.2 Basic principles of the semiconductor physics

This thesis focuses on testing thin silicon sensors for beam monitoring in par-
ticle and FLASH radiotherapy. Therefore, in this section, the basic physics of
the semiconductor sensor and the operating principles of the silicon detec-
tors will be presented, along with a brief introduction to the PiN and LGAD
sensors.
The insulators have a very low conductivity, on the order of 10−18 to 10−8

S/cm. The metals have a conductivity of more or less between 103 to 108.
Semiconductors are a class of materials with conductivity between metals
and insulators. They are divided into two classes: the elemental semicon-
ductors materials, which are located in group IV of the periodic table, such
as Carbon, Silicon, and Germanium, and the other class, the compound semi-
conductor materials, most of which are formed by a particular combination
of elements from group III and group V. Examples of compound semicon-
ductors are Gallium Arsenide, Gallium Phosphide, Aluminum Arsenide, and
others (Sze, 2008). It is essential to point out that compound semiconductors
can also be formed from combinations of elements of group II and group VI
but are less common. The conductivity of a semiconductor is generally sus-
ceptible to temperature, illumination, magnetic field, and minute amounts
of impurity atoms (doping) (Sze, 2008). This variability, upon several condi-
tions, makes a semiconductor one of the most important materials for elec-
tronic applications.
In the middle of the last century, Germanium was the major semiconductor
material. However, since early 1960, silicon started to substitute Germanium
as a semiconductor material in many applications due to economic consid-
erations, and due to the silicon exhibiting better properties at room temper-
ature. Consequently, silicon technology is by far the most advanced among
all semiconductor technologies worldwide.
Silicon has a diamond lattice arrangement characterized by an energy band
structure in which each atom has four electrons in the outer orbit, and each
atom shares these valence electrons with its four neighbors. More details
about the formation of energy band structure for a diamond lattice crystal
from N isolated atoms can be observed in Fig. 1.8. The x-axis refers to the
spacing between the atoms or lattice spacing, and E in the y-axis refers to
the Electron energy. In Figure 1.8 is not shown the core (n=1 and n=2) levels
once they are completely full and are tightly bound to the nucleus. As can
be appreciated, decreasing the lattice spacing makes the 3s and 3p subshells
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of the N silicon crystal interact and overlap to form bands that contain 8 N
states. At the equilibrium interatomic distance, which is in silicon 5.43 A, the
bands will again separate, with 4 N states in the lower (Valence) and upper
(Conduction) bands, respectively.

FIGURE 1.8: Formation of energy bands as a diamond lattice
crystal is formed by bringing isolated silicon atoms together.

Picture taken from (Sze, 2008).

At T=0 K, electrons are in the valence band (EV), therefore fully occupied,
and the conduction band (EC) is completely empty. The separation between
these two bands (EC − EV) is the bandgap energy (Eg) which is the width of
the so-called forbidden energy band. By increasing the temperature, there
is a certain probability that a fraction of the electrons from the valence band
are excited to the conduction band. In a semiconductor, the forbidden gap
is small enough that at room temperature, the fraction of thermally excited
electrons into the conduction band is not negligible. For insulator material,
the forbidden gap is large compared to semiconductor Eg > 5eV, then at
room temperature, the fraction of electrons that are thermally excited from
the valence band to the conduction band is tiny (Betta, 2019). In the other
hand, in the metals the valence and conduction band are in contact.
Silicon is largely used nowadays as a radiation detector. Given the small
energy gap, a small energy deposition can move electrons from the valence
band to the conduction band, leaving behind a positive charge vacancy, called
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hole. Under the influence of the electric field in the depletion region, the two
charge carriers (electron and hole) drift in different directions, inducing a sig-
nal in the readout electrode. Consequently, the passage of an ionizing particle
can be detected by collecting the charge carriers released by energy deposi-
tion in the silicon.
An intrinsic semiconductor, or pure semiconductor, contains negligible im-
purities. In thermal equilibrium, electrons in the conduction band only orig-
inate from thermal excitation from the valence band. For that reason, the
concentration of electrons and holes is equal. Therefore, the probability that
an electron occupies an energy states follows the Fermi-Dirac statistical dis-
tribution (Sze, 2008)

fe(E) =
1

e(E−EF)/kBT + 1
(1.26)

where: EF is energy of the Fermi level, kB is the Boltzmann’s constant, and
T is the temperature. The Fermi level is the energy at which the probability
of occupation by an electron is exactly 0.5. Assuming that the Fermi energy
is within the forbidden bandgap, and for electrons in the conduction band,
E > EC. Then, for the non-degenerate case (EC − EF >> kBT), consequently
(E − EF) >> kBT, the Eq. 1.26 reduces to the following:

fe(E) ≈ e
−(E−EF)

kBT (1.27)

The density of electrons in the conduction band at thermal equilibrium for
the non-degenerate case can be found by integrating Eq. 1.28 over the con-
duction band energy:

n0 =
∫ E∞

EC

(
4π(2m∗

n)
3/2

h3

√
E − EC)e

−(E−EF)
kBT dE (1.28)

where: EC is the energy at the bottom of the conduction band. The quan-
tity inside the parenthesis is the density of quantum states in the conduction
band, instead the outside terms are the Fermi-Dirac probability for the non-
degenerate case as shown in Eq. 1.27. The solution of Eq. 1.28 is:

n0 = (2(
2πm∗

nkBT
h2 )3/2e

−(EC−EF)
kBT (1.29)
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where: (2(2πm∗
nkBT

h2 )3/2 is the effective density of states in the conduction
band, and is normally refers as NC. The parameter m∗

n is the effective mass of
the electron. Usually, Eq. 1.29 is express as:

n0 = NCe
−(EC−EF)

kBT = nie
−(EF−EFi)

kBT (1.30)

In the same way, the density of holes in the valence band at thermal equilib-
rium for the non-degenerate case is given by:

p0 = NVe
−(EF−EV )

kBT = nie
−(EFi−EF)

kBT (1.31)

where: NV is called the effective density of states in the valence band.
For ideally pure semiconductors, the concentration of electrons in the con-
duction band is the same as the concentration of holes in the valence band,
then n0 = p0 = ni. In which ni is the intrinsic carrier concentration and
refers to either the intrinsic electron or hole concentration. The Fermi energy
level for the intrinsic semiconductor is called the intrinsic Fermi energy (EFi)

(Neamen, 2003). Therefore, applying equations 1.30 and 1.31 for the intrinsic
semiconductors, we obtain:

n0 = ni = NCe
−(EC−EFi)

kBT (1.32)

and

p0 = ni = NVe
−(EFi−EV )

kBT (1.33)

where: EV is the value of energy at the top of the valence band. By multiply-
ing Eq. 1.32 and 1.33, an important relation is obtained:

n2
i = NCNVe

−(EC−EV )
kBT (1.34)

where: EC − EV is the bandgap energy Eg, which for Silicon is equal to 1.12
eV, so the intrinsic concentration for this material at room temperature (300K)
is ni = 1.45x1010cm−3 (Spieler, 2005). The Fermi level position for intrinsic
semiconductor is obtained by equating the Eqs. 1.32 and 1.33:

EFi =
1
2
(EC + EV) +

3
4

kBTLn(
m∗

p

m∗
n
) (1.35)
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where: m∗
p is the effective mass of the hole. The Eq. 1.35 establish that the

Fermi level position is slightly below the center of the bandgap once the elec-
tron and hole effective masses are different. In silicon, the Fermi level is 12.8
meV below the midgap energy (560 meV).
In the extrinsic semiconductor, the conductivity is modified by adding a
small and controlled amount of impurity. When is added to the silicon lattice
a group V element, such as phosphorous (P), as a substitutional impurity,
four of the valence electrons will contribute to the covalent bonding with the
silicon atoms. The fifth valence electron, lightly bound to the impurity atom,
is left without a partner. Therefore is called a donor once it contributes an
excess of electrons to the lattice. The donor electron is bound to the P atom at
very low temperatures. However, the energy required to elevate the donor
electron into the conduction band (leaving behind a positively charged P ion)
is smaller than for the electrons involved in the covalent bonding. The elec-
tron in the conduction band can now move through the crystal generating a
current, while the positively charged ion is fixed in the crystal. The donor
impurity atoms add electrons to the conduction band without creating holes
in the valence band. The resulting material is referred to as an n-type semi-
conductor.
In the case of adding to the silicon lattice, a group III element, such as boron
(B), it provides bonds for all Si valence electrons but leaves one impurity va-
lence electron without a partner. Therefore, one covalent bonding position is
left empty and can be occupied by valence electrons, which need an energy
smaller than the necessary energy to be in the conduction band to fill the
vacant position. Therefore, the group III atom accepts an electron from the
valence band and is referred to as an acceptor. The acceptor atom can gener-
ate holes in the valence band without generating electrons in the conduction
band. This type of semiconductor is known as a p-type material.
In summary, if the position of the energy level of the donor/acceptor (ED/EA)

is very close to (EC/EV), then the donor/acceptor can be very easily ionized
at room temperature by the thermal energy.
For the case of n-type material in which the concentration of donor (ND)

added to the silicon lattice is larger compared to ni, the position of the Fermi
Energy level can be easily derived assuming the Boltzmann approximation
and using the Eq. 1.30.

EF = EC − kBTLn(
NC

ND
) (1.36)
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On the other hand, for the case of p-type material in which the concentration
of acceptor (NA) added to the silicon lattice is larger compared to ni, the posi-
tion of the Fermi Energy level can be easily derived assuming the Boltzmann
approximation and using the Eq. 1.31.

EF = EV + kBTLn(
NV

NA
) (1.37)

The charge transport mechanism in a semiconductor is governed by two phe-
nomena, diffusion and drift. The diffusion is given by a gradient in the car-
rier’s concentration. Instead, the drift is how the carriers react to an electric
field. Then, the drift current density for both, electron and holes, can be writ-
ten as:

Jdri f t = e(µnn + µp p)E (1.38)

where: µn and µp is the mobility for electron and holes, respectively. It is an
indicator of how well the carriers move into a semiconductor as a result of
the force of an electric field. The diffusion for both carriers is given by:

Jdi f f = e(Dn
∂n
∂x

− Dp
∂p
∂x

) (1.39)

where: Dn,p is the Einstein diffusion coefficients.
There are several golden rules that can be applied to the energy-band dia-
gram in order to understand whether the drift and diffusion current density
are equal or/and different from 0. For instance, rule number one states that
whenever exist a slope in the EC, EV , and EFi, then the drift current density is
different from 0. The second rule stipulates whenever is observed a gradient
in the energy band, for example, ∂(EF−EC)

∂x , ∂(EV−EF)
∂x different from 0, therefore

the diffusion current density is different from 0. Finally, if the Fermi level is
constant, then the total current density is 0, and viceversa, this establishes
the last golden rule.

p-n junction

A p-n junction is formed at the interface of a p- and an n-type region as shown
in Fig. 1.9a. Because the concentration of electrons in the n-region is greater
than in the p-region, there is a gradient in the carrier’s concentration. There-
fore, the electrons will diffuse into the p-region. Correspondingly, in the p-
region there is a concentration of holes greater than in the n-region, then the
holes will diffuse into the n-region. As electrons and holes diffuse across the
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junction, a space charge due to the ionized donor and acceptor atoms builds
up. The field due to this space charge is directed to impede the flow of elec-
trons and holes. The gradient concentration causes a continuous diffusion
current to flow, whereas the field due to the space charge drives a drift cur-
rent in the opposite direction. Equilibrium is attained when the two currents
are equal, i.e., the sum of the diffusion and drift currents is zero. The net hole
current density is expressed as follow:

Jp = −qeDp
∂p
∂x

+ qe pµpEp (1.40)

where: Dp is the diffusion constant for holes and Ep is the electric field in the
p-region. Using the Einstein relationship, which relates the mobility to the
diffusion constant and substituting the derivative of Eq. 1.31 in Eq. 1.40 and
since the force on a charge qe due to an electric field E is equal to the negative
gradient of the potential energy (Spieler, 2005):

qeE = −∂EC

∂x
= −∂EV

∂x
= −∂EFi

∂x
(1.41)

The three: EC, EV , and EFi only differ by a constant offset, and once only the
gradient is of interest, as observed in Eq. 1.41, it was used the intrinsic Fermi
level since it applies throughout the sample. Therefore, we obtain for the net
hole current, the following:

Jp = −qe p
Dp

kBT
dEF

dx
= µp p

dEF

dx
(1.42)

Similarly, for the net electron current:

Jn = −qen
Dn

kBT
dEF

dx
= −µnn

dEF

dx
(1.43)

Since each of the net hole and electron currents in equilibrium must be zero,
the derivative of the Fermi level in the previous equation is zero. In thermal
equilibrium the Fermi level must be constant throughout the junction region
as observed in Fig. 1.9b. As appreciated, on the p-side the Fermi level is near
to the valence band, and on the n-side it is near to the conduction band.
Considering that on the n-side, the dopant is only donors, and on the p-side,
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FIGURE 1.9: (a) Diffusion of electrons and holes across the junc-
tion forms a depletion zone with a resulting potential between
the p- and n-regions. (b) In a p-n junction at thermal equilib-
rium the valence and conduction bands bend so that the Fermi
level is constant throughout the device. (c) Applying forward
bias lowers the potential difference and increases the flow of
electrons and holes across the junction. (d) Reverse bias raises
the potential barrier, which reduces the electron and hole con-
centrations at the p-n junction and widens the depletion region.

Pictures adapted from (Spieler, 2005).
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only the dopant are acceptors, the difference in the respective Fermi levels is

∆EF = −kBTLn
NAND

n2
i

(1.44)

which correspond to an electric potential, the so called built-in voltage (Vbi):

∆VF = Vbi = ∆EF/qe = −kBT
qe

Ln
NAND

n2
i

(1.45)

The built-in voltage depends logarithmically on the doping level, where NA

and ND are the acceptor and donor concentrations, and ni is the intrinsic
carrier concentration. When a bias voltage (non-equilibrium conditions) with
a positive potential is applied to the p-region and a negative to the n-region,
the potential barrier is reduced (see Fig. 1.9c). This will cause an increase
in the flow of electrons and holes across the junction. This case is known
as forward bias. In the other case, the opposite polarity is applied in both
regions, causing an increase in the potential barrier and provoking the width
of the depletion region to grow. This case is known as reverse bias, as shown
in Fig. 1.9d.
The total current density in the p-n junction can be expressed as:

J = [
eDp pn0

Lp
−

qDnnp0

Ln
](e

eV
kBT − 1) (1.46)

Also the Eq. 1.46 can be defined like:

J = J0(e
eV

kBT − 1) (1.47)

where:
J0 = [

eDp pn0

Lp
−

qDnnp0

Ln
] (1.48)

and, knowing that:
e : is the elementary charge
Dp/Dn : is the diffusion coefficients of holes and electrons, respectively
Lp/Ln : are the diffusion length of holes and electrons, respectively
pn0 : is the thermal equilibrium minority carrier hole concentration in the n-
side
nn0 : is the thermal equilibrium minority carrier electrons concentration in
the p-side
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The equation 1.46 was obtained under the assumption that the depletion
region is transparent, which means that charges do not recombine or get
trapped within it (because the strong electric field is quickly drifting them
from one side to the other). Also was assumed that we are working with a
low injection regime, a complete ionization and an abrupt depletion layer.
Eq. 1.46, called Diode Law, represents the ideal current density-voltage in a
p-n junction. For forward bias voltage (V), the exponential term dominates
and the current increases rapidly with voltage. It can be noticed that when
the values of V become negative (reverse bias), the exponential term reaches

values close to zero. Once it is negligible (e
eV

kBT << 1) the reverse biased
current density becomes independent of the reverse-biased voltage and the
value of J reach −J0. This parameter is known as the reverse-saturation of
the current density. J can be multiplied by the area (A) of the device and
obtain the current (I) instead of its density:

I = I0(e
eV

kBT − 1) (1.49)

where: I0 is the reverse bias saturation current.
At very high reverse bias voltage, however, the device’s behavior differs from
the Diode law and enters in the multiplication region. In this condition, the
electric field is so high that a carrier entering the depletion region can gain
enough energy to generate other charge couples mainly by impact ionization.
It is known as junction breakdown and it is characterize by overexponential
increase of the current of the device.
For radiation detectors, as in the case of this thesis, it only uses the device in
reverse bias. Since the depletion region is a volume devoid of mobile carriers,
it forms a capacitor. The undepleted p- and n-regions are the electrodes, and
the depletion region is the dielectric. The electric field in the depletion region
will sweep mobile carriers to the electrodes, inducing a signal.

Operating principles of a silicon detector

The silicon sensor’s operating principle is depicted in Fig. 1.10. Basically, in
a planar n-on-p sensor, reverse biased by an external source, a large depleted
volume is created which is the sensitive part of the detector. The sensors used
in this research aim to detect charged particles such as protons, electrons, and
carbon ions. As explained in section 1.2.1, a charged particle creates electron-
hole (e-h) pairs along its path when it crosses the active area of the sensor.
The number of (e − h) created depends on the thickness of the sensor. In
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a conventional detector of 50 µm, protons of 62 MeV will generate approxi-
mately 1.8x104 e-h pairs, which corresponds to a charge of 2.85 fC.
Under the influence of the electric field, the electrons move towards the n++

electrode and the holes to the opposite contact, the p++, creating as fast they
start to move an induced current on the electrodes. The time that takes the
(e − h) pairs to be completely collected in their respective electrode depends
on the electric field inside the detector’s active area. For a PiN sensor with a
resistivity of 25 kΩcm, an active thickness of 50 µm, and a reverse bias volt-
age of 200 V, the electron and hole collection times are about 0.5 ns 0.75 ns,
respectively.
The signal induced can be calculated using Ramo-Shockley’s theorem (Shock-
ley, 1938; Ramo, 1939), which states that the current induced by charge carri-
ers is proportional to its electric charge, the drift velocity, and the weighting
field Ew, as shown in Eq. 1.50.

i(t) = −qv⃗E⃗w (1.50)

In the design of a detector, the drift velocity must be constant throughout the
active volume. The most straightforward method to obtain it is to have an
electric field high enough everywhere in the active volume of the sensor, al-
lowing the carriers always move with saturated drift velocity. Non-uniform
drift velocity induces variations in signal shape as a function of the hit posi-
tion, spoiling the overall time resolution.

FIGURE 1.10: Scheme of the basic operational principles of a
silicon detector. Picture taken from (Ferrero et al., 2021).

The weighting field, representing the capacitive coupling of a charge e to the
read-out electrode, should not vary along the electrode pitch, if this coupling
depended on the impinging particle position along the implant pitch, the
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signal shape would be different depending on the hit position, spoiling the
time resolution as well. In a detector segmented in strips, as in our case, the
signal will be unipolar on the collection electrode and bipolar on the others.
The reason for the bipolar signal shape is a consequence of the change in the
direction of the weighting field along the path from the read-out strip to the
farthest neighbor strip.
The current induced by the incident charged particle, which is at the end
an electrical signal, will be followed by the front-end electronics. The first
step of the front-end electronics is the pre-amplification stage, where trans-
impedance amplifiers are usually used to extract the current signal from the
detector and convert it to a voltage signal. It can be designed to pre-amplify
the signal, with the low contribution of noise and distortion, and provide an
input impedance such that the current signal can be extracted from the sen-
sor and used as an input for the other steps. After the first stage, additional
stages can be used to further amplify and shape the voltage signal to a level
that can be used in the discriminator to count the particle.
The gain of the avalanche process is defined as the ratio between the total
number of e − h pairs collected with/without multiplication, and it is usu-
ally about 10 in LGAD that are used for charge particle application. In a PiN
sensor, as shown in 1.11a, theoretically, one can increase the electric field to
a high value by simply applying a high external reverse bias voltage until
it reaches an electric field higher than 300 kV/cm, triggering the avalanche
process. This is not a viable solution once the detector is susceptible to a
breakdown due to a very high electric field on the device’s periphery (Fer-
rero et al., 2021). Conversely, in the LGAD design, the electric field value of
about 300 kV/cm is obtained in a very localized region by depleting an addi-
tional p+ doped layer implanted near the p-n junction. This additional layer,
which is implanted at a depth of about 0.5-2 µm, has an acceptor doping
concentration of about 1016 atoms/cm3 (Ferrero et al., 2021). When depleted,
that layer generates an electric field high enough to activate the avalanche
process. In this thesis, LGAD sensors were used for application with pro-
tons since the signal generated by a proton in the clinical energy range has a
small amplitude in a thin PiN detector, not allowing noise separation. There-
fore, those detectors are not suitable for counting and timing applications in
proton therapy.
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PiN and LGAD sensors

In this thesis, either was tested Low Gain Avalanche Detector (LGAD) and
PiN sensors. It is crucial to point out that the term PiN detector refers to
a structure composed by a sequence of p-doped/intrinsic/n-doped silicon.
Standard silicon sensors are often called PiN diode, PiN detector, or PiN sen-
sors, even though the bulk is not made of intrinsic silicon but is lightly doped
(Ferrero et al., 2021). A schematic of an n-in-p PiN and LGAD sensor is de-
picted in Fig. 1.11a. Charge multiplication by impact ionization happens for
the electrons and less extent the holes in silicon detectors when charge carri-
ers drift in a region with an electric field greater than 300 kV/cm (Sola et al.,
2019).

FIGURE 1.11: (a) A schematic view of: (left) an n-in-p PiN
diode. (right) a Low-Gain Avalanche Diode. The LGAD de-
sign is characterized by the presence of an additional p+ im-
plant underneath the pn junction. Picture taken from (Ferrero
et al., 2021). (b) Schematic of the Electric Field in depth in (left)
PiN diode (right) LGAD. The dashed lines for the position of
the electric field in each regions of both detectors do not match

its exact position, they are only illustrative.

For the cases of carbon applications in which the expected deposited charge
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in a PiN sensor is between 37 fC and 78 fC for 398.84-115 MeV/u, respec-
tively, in 60 µm of active thickness, a gain layer is not more necessary. For
that reason, a simple thin PiN detector was used in measurements related to
carbon ions. For FLASH applications, a PiN detector was also used because
the expected generated charge is sufficiently large to be detected for a single
PiN diode. For example, in a sensor with an active thickness of 100 µm with
a pixel area of 1 mm2, a 5 µs of pulses of 6-MeV electron beam with a dose
rate of 107 Gy/s will produce a charge of 2.2 µC (Vignati et al., 2020c).

1.3 Italian particle therapy centers involved in this

work

Currently, in Italy, there are three charged particle therapy facilities in opera-
tion:
◦ The CATANA (Centro di AdroTerapia Applicazioni Nucleari Avanzate)
proton therapy center located in Catania is equipped with a superconductive
cyclotron and it was the first Italian clinical facility to make use of energetic
(62 MeV) proton beams for the radioactive treatment of solid tumors. The
CATANA facility is based on a passive transport system of a 62 MeV pro-
ton beam. The proton maximal range, at the irradiation point, is about 3 cm,
ideal for the treatment of eye tumors (CATANA, 2023-02-25).
◦ The Trento Proton Therapy Center located in Trento is equipped with a cy-
clotron (IBA, Proteus 235). It has two treatment rooms for patients and one
for experimental use and research (PTC, 2023-02-25).
◦ The National Centre for Oncological Hadrontherapy located in Pavia is the
first hospital-based light ion therapy facility built in Italy. It is equipped with
an “in-house” built synchrotron and beam monitor (BM) systems, providing
actively scanned proton and carbon ion pencil beams (CNAO, 2023-02-25).
The following section summarizes the main characteristics of the two Particle
Therapy Centers (Trento, Pavia) where the detectors were tested.

1.3.1 Trento Proton Therapy Center (Cyclotron)

The Trento proton beam is provided by a cyclotron, which is a particle accel-
erator developed by E.O. Lawrence in the 30s at the University of California,
Berkeley (USA) (Lawrence, 1934). Basically, a cyclotron is a flat cylindrical
vacuum chamber separated into two hollow D-shaped sheet metal electrodes
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(called "Dees") by a small gap along its diameter (see Figure 1.12a). The Dees
are mounted with their adjacent diametrical edges between two electromag-
nets, which produce a uniform magnetic field normal to the Dees plane. At
the same time, a high-frequency alternating voltage is applied to these plates,
therefore, in the narrow gap between the "Dees" an oscillating electric field
is created. An emitted proton with an initial velocity (v0) is initially accel-
erated by the electric field when it crosses the gap between the Dees. Inside
the plate, the particles will follow a semicircular path, due to the influence
of the Lorentz force caused by the magnetic field, emerging again in the gap
region. The magnetic field is adjusted so that the time it takes to traverse
the semicircular path within the Dee is equal to the half period of the oscil-
lations. Accordingly, the electric field will have reversed its direction when
the protons return to the gap region. The protons will then receive a second
speed increase as they pass into the other Dee. Since the radius of the paths
is proportional to the speeds of the protons, the time it takes to travel a semi-
circular path is independent of their velocities. Therefore, if the protons use
precisely half a cycle P1/2 in the first semicircle, they will behave similarly in
all the successive ones and, therefore, will move in a spiral and in resonance
with the oscillating field until they reach the periphery of the accelerator. Its
final kinetic energy will be many times greater than its initial one, and will
be proportional to the voltage applied to the electrodes multiplied by the
number of times the proton has passed through the space between the Dees.
However, since the frequency depends on the mass of the proton ( qB

2πm ), it
will begin to decrease for higher energies as a consequence of the relativistic
effects that appear when protons are accelerated to energies higher than 20
MeV. For this energy, the speed of the proton becomes a considerable frac-
tion of the speed of light (0.2) and the mass of the proton increases by 2%
with respect to the rest mass. This unavoidable effect becomes worst with
the further increase of the proton energy. For instance, for 250 MeV, the ratio
between v/c is about 0.61; consequently, the mass increase is 1.27. In a ho-
mogeneous magnetic field, would imply that the frequency would drop with
energy. For example, with increasing energy (i.e., radius), the protons would
lose pace with the acceleration voltage and would no longer be accelerated.
The way some cyclotron producers, such as Varian and IBA, address this
physical limitation on the world’s most advanced cyclotron is by increasing
the magnetic field with the radius in the isochronous cyclotrons (Paganetti,
2018). Therefore, the relativistic proton increase of mass is compensated by
the lower magnetic field in the" valleys" in order to reduce the proton path
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and adjust to constant frequency.
The isochronous cyclotron installed by the IBA company (Ion Beam Applica-
tion, Belgium) at the Trento Proton Therapy Center (Italy) is the model IBA,
Proteus 235, as shown in Fig. 1.12b. It has a diameter of about 4.5 m with a
weight of 240 tons (IBA, 2023-02-25). It can accelerate protons to a maximum
energy of 228 MeV shortly after the cyclotron exit. A rotating degrader of dif-
ferent thicknesses and materials performs a coarse energy selection to reduce
the beam energy reaching a minimum value of 70 MeV with a beam intensity
at the extraction ranging between 1 and 320 nA (It is the charge collected by
an ionization chamber which can be positioned in the beam line shortly after
the cyclotron exit and before the energy selection system), modulated by a
50 percent duty-cycle square wave, with a 100 ms period. The flux measured
at the isocenter, integrated over the beam profile for 1 nA goes from 3.8x106

p/s for 70.2 MeV to 2.3x108 p/s for 228.2 MeV. These values can be scaled
accordingly up to 320 nA (Tommasino et al., 2017).

FIGURE 1.12: (a) Scheme of a typical cyclotron. Picture taken
from (Peach, Wilson, and Jones, 2011). (b) The isochronous cy-
clotron model Proteus 235 from the IBA company. Picture taken

from (Ridolfi, 2015).

1.3.2 National Centre for Oncological Hadrontherapy (Syn-

chrotron)

The first accelerator to break the 1 GeV barrier was the cosmotron, a pro-
ton synchrotron at Brookhaven National Laboratory (United States). The
cosmotron reached energies of 2.3 GeV in 1952 and later reached about 3
GeV. In the mid-1960s, two operating synchrotrons regularly accelerated pro-
tons to energies of about 40 GeV: the Alternating Gradient Synchrotron at
Brookhaven National Laboratory and a similar apparatus near Geneva, Switzer-
land, controlled by CERN, the European Organization for Nuclear Research.
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In the early 1980s, the two largest proton synchrotrons were a 500 GeV ap-
paratus at CERN and a similar one at the Fermi National Accelerator Labo-
ratory (Fermilab), located near Batavia in the United States. The capacity of
the latter, called a Tevatron, was increased to a potential limit of 1 TeV (one
teraelectronvolt, or TeV, equals one trillion volts) in 1983 by installing super-
conducting magnets, making it the most powerful accelerator in the world.
In 1989, the Large Electron-Positron Collider (LEP), a 27 km ring that can ac-
celerate electrons and positrons to an energy of 50 GeV, began operating at
CERN (Jayakumar, 2012).

FIGURE 1.13: Synchrotron installed at Loma Linda Medical
Center in California (United States). Picture taken from (LLUH,

2023-02-25).

The synchrotron is the newest and most powerful member of the family of
accelerators. It is formed by a tube in the form of a large ring through which
the particles move. The tube is surrounded by magnets that cause the parti-
cles to move through the center of the tube. The particles enter the tube after
being accelerated to several million electron volts by, typically, a LINAC (lin-
ear accelerator). In the ring, they are accelerated at one or more points each
time they describe a complete circle around the accelerator. The intensities
of the ring magnets are increased as the particles gain energy to keep them
in a constant orbit. Within a couple of seconds, the particles reach energies
greater than 1 GeV and are ejected, either for direct experimental analysis or
to launch at targets that produce various elementary particles when hit by
the accelerated particles. Therefore, the main difference with respect to the
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cyclotron is that in a synchrotron both the magnetic field and the electric field
frequency are varied. In a synchrotron, the particles are accelerated in cycles,
the so-called spills. First, the accelerator is filled with a certain number of
protons of several MeV. In the acceleration stage, the protons are accelerated
to the desired energy, typically between 60 to 250 MeV, and then slowly ex-
tracted into the beam line. Finally, the unused protons are decelerated and
dumped at low energy.
The first synchrotron to be used in a hospital-based proton therapy center
was at Loma Linda Medical Center in California (United States), which was
built by Fermilab and started its operation in 1992 (Paganetti, 2018). It is a
very compact accelerator with a diameter of about 610 cm (see Fig. 1.13). The
system accelerates protons to a minimum energy of 70 MeV in 0.25 s and to
a maximum energy of 250 MeV in 0.5 s.

FIGURE 1.14: Synchrotron installed at the National Centre for
Oncological Hadrontherapy (CNAO, Pavia, Italy).

Both synchrotrons and cyclotrons are being used for proton therapy, but for
heavy-ion therapy; the synchrotrons are currently the only machines in op-
eration in the world (Paganetti, 2018). Synchrotrons have several advantages
compared to their competitors (the cyclotron) for proton therapy. The first is



1.3. Italian particle therapy centers involved in this work 35

that the particles can be accelerated to the desired energy, with almost no ra-
dioactivity due to beam losses. Also, the lower energy proton beam has the
same intensity as the higher energy beam because there is no transmission
losses due to the degrader.
The synchrotron within a 1600 m2 bunker located in the National Centre for
Oncological Hadrontherapy (CNAO, Pavia, Italy) has a diameter of 25 m and
80 m of circumference ring, as shown in Fig. 1.14. The bunker is isolated from
the rest of the center by reinforced concrete with a thickness between 2 and
6 m (CNAO, 2023-02-25). An important characteristic of this center is that it
can accelerate protons and carbon ions. The commissioned energies for pro-
tons beam range between 62.73 to 228.57 MeV and for carbon ions between
115.23 to 398.84 MeV/u (Mirandola et al., 2015). The beam can be modulated
in four discrete level of beam intensity which are: 100%, 50%, 20%, and 10%
of Imax which is 3x109 and 6x107 for protons and carbon ions, respectively.

—————————————————————————————-
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Chapter 2

Characterization of thin sensors
designed for beam
monitoring

2.1 Introduction

The University and INFN of Turin are developing beam monitors for par-
ticle therapy based on segmented LGAD technology (Vignati et al., 2017;
Sacchi et al., 2020; Marti Villarreal et al., 2021; Vignati et al., 2020a). Nowa-
days, the monitoring of clinical beams employs, to a greater extent, gas-filled
ionization chambers, which offer several advantages in terms of robustness,
transparency to the beam, large sensitive area, and good radiation resistance.
However, the slow charge collection time and the sensitivity restricted to
thousands of particles limit their use in the forthcoming advanced deliv-
ery techniques, such as fast scanning modalities (Giordanengo and Palmans,
2018). Solid-state detectors could be an ideal alternative for the new gener-
ation of beam monitors because they feature a fast signal ( ns), good time
resolution (< 100 ps), and the sensitivity to detect single protons. However,
radiation damage and signal pile-up are serious concerns for their use on
high fluxes of therapeutic beams.
Among the solid-state detectors, the Ultra-Fast Silicon Detectors (UFSD) (Fer-
rero et al., 2021), based on the LGAD (Pellegrini et al., 2014) technology, were
selected, within the INFN MoVe-IT 1 project, to develop two prototypes. The
first one is a proton counter to be used as an online monitor of the fluence
rate of clinical proton beams (Vignati et al., 2017; Sacchi et al., 2020; Fausti et
al., 2021) and the second is a device able to measure the beam energy using
Time-of-Flight technique (Marti Villarreal et al., 2021; Vignati et al., 2020a).

1https://www.tifpa.infn.it/projects/move-it/
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The sensors used represents an evolution of the n-on-p planar silicon sen-
sor where a thin (1 micrometer) p+ gain layer is implanted under the n++

cathode, as explained in Chapter 1. As a result of the doping profile, char-
acterized by a large doping concentration at the n++/p+ junction, a local
increase of electrical field up to 300 kV/cm creates a controlled moderate
electron/hole avalanche multiplication without a complete breakdown. This
effect leads to a proportional signal enhancement with a noise level similar
to that of a traditional silicon sensor of the same geometry (Sadrozinski et al.,
2013; Ferrero et al., 2021; Sola et al., 2019).
In 2020 we designed several sensors with diverse characteristics tailored to
the needs of the two devices developed within the MoVe-IT project. The pro-
duction is called MoVe-IT-2020. They are segmented into strips to reduce the
particle rate per channel and minimize the signal pile-up. This chapter will
described the laboratory characterization of all the sensors used in this the-
sis. Also, briefly will be presented the signals obtained in a preliminary test
with proton beams at the National Centre for Oncological Hadrontherapy
(CNAO, Pavia, Italy) using a sensor with a large area from the MoVe-IT-2020
production.

2.2 Sensor design and production

For this production, the design of the sensors was based on previously op-
timized parameters, determined in the second production of UFSD at the
Fondazione Bruno Kessler (FBK, Trento, Italy) (Ferrero et al., 2017). In each
strip, a p+ gain layer was added by implanting boron below the n++ elec-
trode with a doping concentration of ∼ 1016/cm3 and a thickness of ∼ 1 µm.
This p+ layer generates an electric field large enough to activate charge mul-
tiplication (Sadrozinski et al., 2013). In the region between two neighboring
strips, two highly doped p-type implants (p-stops) are used to isolate the
two strips. In addition, the Junction Termination Extension (JTE, also called
n-deep) surrounds the gain layer of each strip, collects the e − h pairs gener-
ated in the inter-strip region, and controls the electric field at the strip edge
(Paternoster et al., 2021). Assuming ideal isolation, the inter-strip geometri-
cal distance of the two gain layers would correspond to a dead region from
which the released charges are not multiplied by crossing the gain layer.
The sensor dedicated to the counter prototype consists in a sensitive area of
2.6x2.6 cm2 (Fig. 2.1a) intended to cover the entire clinical beam spot at the
isocenter (for example, in the tratment rooms of CNAO, the proton beam
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FWHM ranges between 0.7 and 2.2 cm in the clinical energy range (Miran-
dola et al., 2015)). It is segmented into 146 strips (Fig. 2.1a) with a pitch of
180 µm, an inter-strip of 66 µm, and each strip has an active area of 114 x
26214 µm2 . For testing purposes, two strips (strips 1 and 2) were manufac-
tured without the gain layer implant and thus behaved like conventional PiN
diodes.

FIGURE 2.1: Layout of a sensor type A. (b) Layout of a sen-
sor type E. The arrows point to the optical windows present in
the sensor. The black-filled arrow indicates the optical window
used, which has 100x237 µm2. (c) Layaout of a sensor type T.

Eight big area sensors were positioned on each wafer (see Fig. 2.2), named
type A, where the additional subscript identifies the position of the sensor in
the wafer. They have identical geometry and underwent a similar process-
ing described above except for the sensor A3, where the gain layer was not
implanted in any strips.
Other four additional sensor geometries are also present (see Fig. 2.2). Sen-
sors B, E, and F, featuring different strip pitches and 1/3 of the surface area
of type A, were designed for laboratory testing. In particular, small apertures
on the strip metallization (optical windows), orthogonal to the LGAD strips
and extending over the inter-strip region, are present in the sensors type E
as shown in Fig. 2.1b. It allows injecting an infrared laser beam to study the
sensor response as a function of the position in the inter-strip region. The
smaller detectors labeled T (Fig. 2.1c) were designed for timing applications
(Marti Villarreal et al., 2021; Vignati et al., 2020a). They are segmented into
11 strips (10 with gain, 1 without gain), each one characterized by a sensitive
area of 2.2 mm2 (4 mm x 0.55 mm), an interstrip pith of 0.591 mm, and a inter-
strip distance of 51 µm. Is important to remark that in sensors T1, T8, and T10

the gain layer was not implanted in any strips.
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In this work, only sensors type A, T, and E were tested. The entire produc-
tion, performed at the FBK, includes 14 wafers subdivided into three groups
based on wafer substrate and gain implant dose, as summarized in Table 2.1.

FIGURE 2.2: Picture of a wafer, the capital letter A, B, T, E and
F indicate different sensor geometries.

The acceptor dopant used for the gain layer implant was boron, processed
with a low-diffusion thermal cycle and enriched with a dose of carbon in or-
der to maximize the radiation resistance (Ferrero et al., 2021; Sola et al., 2019).
It was shown that using this manufacturing process, 80 % of the active frac-
tion of the gain layer is preserved up to a fluence of 1.5x1015 neq/cm2 (Ferrero
et al., 2021), which corresponds approximately to one year of clinical proton
irradiation in a single treatment line (Vignati et al., 2020a).
Two different silicon substrates were used, both exploiting a low resistivity
silicon back handling support: epitaxial grown silicon layer (Epi) with a re-
sistivity larger than 200 Ωcm, with an active thickness of 45 µm, and a high
resistivity (>3000 Ωcm) glued silicon layer (Si-Si) with an active thickness
of 60 µm . Additionally, two doses of boron in the gain layer implant were
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Group Wafer n. Substrate Dose PGAIN (a.u) Thickness(µm)
I 1,2,14 Epi 0.96 45
II 3,4,5,6,7 Si-Si 0.96 60
III 8,9,10,11,12,13 Si-Si 0.98 60

TABLE 2.1: Summary of MoVe-IT 2020 FBK’s production. The
processing dose of the gain implant is expressed in arbitrary

units.

used, as shown in Table 2.1. More information about the fabrication of silicon
LGAD sensors are described in (Giacomini, 2021).

2.3 Laboratory characterization

Measurements were performed at the Physics Department of the University
of Turin (UNITO, 2023-02-26) and at FBK (FBK, 2023-02-26). The experimen-
tal setups used for the tests are described in the following subsections.

2.3.1 Static characterization (I-V curves)

The sensors were tested by measuring the leakage current in the strips and
the total leakage current flowing through the device as a function of the re-
verse bias voltage (I-V curves). The results were used to search for abnor-
mal behaviors both in individual channels and in the entire device under
test (DUT). For the sensor type A due to its big sensitive area and the large
number of strips two different experimental setups, based on a probe station
connected to a power device analyzer, were used for the measurements. The
first setup used a dedicated probe card, and the second one used a conduc-
tive polymer (elastomer). The main benefit of the first experimental setup is
the ability to measure the behavior of a single strip. However, the limited
number of needles on the probe card makes measurements time-consuming,
especially for large area sensors. Indeed, in the case of our large sensor it was
impossible to contact all strips and a large number of strips were left floating
during each measurement. This could result in an anomalous behavior in a
sensor, as explained by (Ferrero et al., 2021). On the other hand, the use of an
elastomer allows faster measurements, since it is possible to contact all the
strips at the same time, although sacrificing the information of a single strip,
which is the main drawback. For the sensor type T, only the setup explained
in subsection 2.3.1(a) was used. More details on both experimental setups
are given in the next subsection.
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(a) Switching matrix and probe card

The schematic setup shown in Fig. 2.3 was used to test each of the strips of
the sensor individually. It is based on a Power Device Analyzer (Keysight
B1505A) and a custom probe card designed and produced by Technoprobe2.
Two probe card were used. For testing the sensor type A, a probe card with
40 needles for contacting 40 neighboring strips and an additional needle for
grounding the inner Guard Ring (GR) was used. Instead for testing the sen-
sor type T, a probe card with 11 needles and 2 additional needles for ground-
ing the inner Guard Ring was used. In both cases, the sensor was placed
on top of the chuck, in electrical contact with it, and was held in position
through a vacuum pump. The chuck was connected to the Power Device
Analyzer through the High Level (-V) output of the High Voltage Source
Monitor Unit B1513C (HV-SMU). The Low Level (0 V) output of this mod-
ule was connected to the GR using the corresponding needle of the probe
card (see Fig. 2.3).

FIGURE 2.3: Schematic of the experimental setup that makes
use of a switching matrix and a custom probe card.

In this arrangement, the HV-SMU polarizes the sensor inversely, thus defin-
ing the working voltage of the sensor and measuring the total current flowing
on the backplane of the device. A compliance current (typically set to 100 µA
but in some cases increased to 400 µA for the sensor type A; instead for the
sensor type T, 50 µA was used) was set through the analyzer to prevent the

2https://www.technoprobe.com/
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over-exponential growth of the leakage current at large reverse polarization
voltages, thus protecting the DUT. A Keithley 7002 Switch System equipped
with four Keithley 7058 low current scanner cards was used to connect the
Medium Power Source Unit B1511B (MP-SMU) of the analyzer to the needles
of the probe card, allowing to automatically select the strip being measured
while grounding all the remaining. A program was configured to iteratively
measure the leakage current flowing in each strip through the MP-SMU unit
by varying the polarization voltage of the sensor in steps.
In this setup, 40 strips could be contacted simultaneously for sensor type A
(24 strips being measured and the remaining 16 strips being grounded). After
each measurement, the needles of the probe card were moved to the next 24
strips until all the 146 strips of the sensor were tested. A similar system was
used for the measurements carried out at FBK for sensor type A, although
using a probe card with 24 needles. For the sensor type T, the probe card
used can contact the 11 strips plus the GR at the same time.

(b) Conductive polymer

The second setup consists in a elastomer that allows measuring the sum of
the currents flowing in all strips and the GR at once. Referring to Fig. 2.4, a
thin elastomer strip was cut and positioned (a) on top of the sensor, covering
the strip contact pads and the GR. (b,c) A mask and a cap with the same de-
tector dimensions, designed using 3D AutoCAD3 2020, were created with a
3D printer (ORIGINAL PRUSA i3 MK3)4. The mask featured a small aper-
ture which, when the mask was positioned above the sensor, exposed the
upper surface of the elastomer. The cap was designed with an insert facing
the mask aperture, which was covered by a conductive copper tape. (d) The
cap was placed on top of the mask, letting the copper contact the elastomer,
and a crocodile clip was used to contact the conductive tape. (e) Finally, a
block of lead was put on the top of the cap in order to ensure good contact
between the conductive tape, the elastomer, the sensor strips, and the GR. In
this setup, the detector was biased through the chuck, similarly to the setup
described earlier, whereas the Low Level (0 V) output of the MP-SMU was
used to read the current flowing in the elastomer.

3https://www.autodesk.it/
4https://www.prusa3d.com/category/original-prusa-i3-mk3s/
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FIGURE 2.4: Steps of the experimental procedure for using the
elastomer. The white arrow indicates the elastomer positioned

on top of the sensor.

2.3.2 I-V curve analysis

The I-V measurement was performed by setting up the analyzer to automat-
ically increase the sensor’s reverse bias voltage in small steps and measuring
the sensor’s total current and the connected strip’s current for each voltage
value. For example, Fig 2.5a shows the I-V curves measured at room tem-
perature using the experimental setup described in 2.3.1a for the 144 LGAD
strips of sensor type A, and Fig. 2.5b the corresponding total current. Three
main regions can be distinguished in Fig. 2.5a with increasing the reverse
voltage. The region identified as (1) corresponds to the partial depletion of
the sensor. In region (2), the sensor is fully depleted, and the slow expo-
nential increase of the current is a consequence of the increase of the electric
field, which induces charge multiplication in the gain layer. In region (3), the
sudden over-exponential current increase indicates the onset of the sensor
breakdown. In this example, the sensor cannot be operated at reverse bias
voltages above 200 V, where the breakdown region starts.
An automatic algorithm, based on the numerical first derivative ∆I/∆V, after
smoothing the curves with a moving average5, was implemented in Matlab6

5https://it.mathworks.com/help/curvefit/smooth.html
6https://it.mathworks.com/
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FIGURE 2.5: Leakage current as a function of the reverse bias
voltage in each strip, where the three regions of the sensor: de-
pletion (1), full depletion (2) and breakdown (3) are indicated.
(b) Corresponding total leakage current of the sensor. The ver-
tical line corresponds to the maximum reverse bias voltage at
which the sensor can be operated and the black arrow indi-
cates the depletion voltage of the GR. These data refer to the

144 LGAD strips on sensor A2, wafer 3.

to extract from the I-V curves of Fig. 2.5 the parameters of interest. It is im-
portant to note that this method was also applied when measurements were
made with the experimental setup described in 2.3.1b.
The full depletion voltage (VFD) of a channel is defined as the bias voltage
measurement point after the first minimum of the second derivative of the
curve of Fig. 2.5a. A similar method is applied to determine the depletion
voltage of the GR (VGR) using the absolute value of the current shown in Fig.
2.5b and considering the second minimum of the second derivative. The res-
olution on these two quantities is given by the voltage step set up for the
measurements, typically 2 to 4 V.
The breakdown voltage (VBR) of the sensor is defined as the minimum of the
breakdown voltages determined using each of the curves of Fig. 2.5b sepa-
rately. First, the slow increase of the absolute value of the current I, after the
depletion voltage of the GR (the black arrow in Fig. 2.5b) is fitted recursively
with an exponential function by adding measurement points at increasing
voltage. This allows to identify the bias voltage above which the fit starts to
fail with a coefficient of determination R2 < 0.97, indicating the onset of the
over-exponential growth. Considering the measurements in this region, the
breakdown voltage is defined, according to (Bacchetta et al., 2001; Fernandez,
2021), either as the maximum voltage at which the quantity K(I,V)= ∆I/∆V
• V/I < 8 or the voltage at which the current I overcomes the compliance set
up in the analyzer, whichever occurs first.
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2.4 Static characterization (C-f and C-V curves)

Fig. 2.6 illustrates the experimental setup used to measure the capacitance-
frequency (C-f) and capacitance-voltage (C-V) curves. The sensor was placed
over the chuck, connected through the bias tee to the High Level (-V) output
of the HV-SMU unit of the analyzer, thus providing the reverse bias volt-
age through the backplane. The Low Level (0 V) output was applied to
the strip being measured using the manipulators of the probe station. The
additional Multi-Frequency Capacitance Measurement Unit Module B1520A
(MF-CMU) was used to generate an AC signal, which was fed into the DC
bias using a bias tee. Finally, the two adjacent strips and the GR were short
circuited to the ground using additional manipulators. This arrangement
allowed measuring the capacitance of the detector strip and studying its de-
pendence with respect to the reverse bias voltage and the frequency of the
AC signal, thus gaining insights on sensors characteristics, as explained in
the next section.

FIGURE 2.6: Schematic representation of the setup using the
manipulators to perform the C-f and C-V measurements.

2.4.1 C-V curve analysis

The C-V curve allows to determine separately the depletion voltage of the
gain layer (VGL) and the bulk of the sensor. Referring to the C-V curve of a
strip shown in Fig. 2.7a (dashed line), when increasing the reverse bias volt-
age the depletion starts from the n++/p+ junction. Due to the large doping
concentration of the gain layer, about 20 V are necessary to deplete it. Af-
ter the knee shown in the curve, the space charge region is extended to the
bulk and, due to its large resistivity, only few additional volts are necessary
to reach the full depletion of the sensor, where the dashed curve reaches a
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constant minimum. The depletion voltage of the bulk (VBU) can thus be ob-
tained as VBU = VFD −VGL. To locate the position of the knee, corresponding
to VGL, the first minimum of the numerical second derivative (D2) of the C-V
curve, shown in Fig. 2.7b, is used. Similarly, VFD is located by a) identifying
the point where second negative minimum in D2 occurs and b) starting from
this position and considering points at increasing voltage, finding the volt-
age of point where the first occurrence of the condition D2(i)xD2(i-1) <=0 is
met. It is important to remark that this method has a precision limited by the
step of 0.2 V used for the voltage sweep in the measurements.

FIGURE 2.7: (a) 1/C2 vs. reverse bias voltage (solid line and left
vertical axis); C vs. reverse bias voltage (dashed line and right
vertical axis). (b) Numerical second derivative of the C-V curve
vs. reverse bias voltage. The black circle represents the gain
layer depletion voltage. The full depletion voltage is shown as

a red square mark.

The 1/C2-V curve shown in Fig. 2.7a (solid line) allows to determine the ac-
ceptor doping concentration (N) as a function of the depth in the sensor (w)

which is given by ϵSi A2

C(V)
. The relation can be expressed as:

N(w) =
2

eϵSi A
∆V

∆(1/C2)
(2.1)

where:
A : is the sensor area
ϵSi: is the silicon permitivity
e : is the elementary charge

∆V
∆(1/C2)

: is the numerical derivative
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2.5 Measurements of the inter-strip dead region

An infrared picosecond laser7 with a wavelength of 1064 nm, correspond-
ing to an absorption depth of approximately 1 mm in silicon, was used to
reproduce the charge deposition of particles crossing the detector. The laser
light was split in two paths, 89.5 % of the yield going to a reference diode
to monitor the laser intensity and stability, and the remaining being focused
in a spot of about 16 µm diameter on the sensor surface. The amplitude of
the signal of the reference diode was calibrated in terms of MIP equivalent
signal in the sensor such that, by varying the laser intensity and monitoring
the reference diode, a known charge in a range from 2 to 6 MIPs was injected
into the sensor.

FIGURE 2.8: (a) Zoom of the layout of a sensor type E where
can be see the optical windows of 100x237 µm2. (b) Magnifica-

tion of the optical window used in this study.

A test sensor type E, which feature an optical windows of 100x237 µm2 as
shown in Fig. 2.1b (Black-filled arrow) and in Fig. 2.8, was glued on a pas-
sive PCB board to bias the sensor and extract the signal from two neighbor-
ing channels. Two low-noise current amplifiers (CIVIDEC C28, 40 dB gain
and 2 GHz bandwidth) were used to amplify the signals from the board and

7http://www.particulars.si/
8https://cividec.at/electronics-C2.html
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read them with a Lecroy Oscilloscope (Waverunner 9254M, 40 GSample/s)
triggered by the input signal used to activate the laser pulse. A xyz-stage
control with sub-µm precision was used to align the sensor vertically and to
perform a horizontal scan of the optical window with the laser spot. More de-
tails about the calibration curve of the reference diode and the experimental
setup, briefly described in this section, can be found in (Ferrero et al., 2021).

2.6 Results and Discussion

2.6.1 Acceptance tests before cutting of sensors type A

The I-V curves of the sensors type A of the entire production, consisting of
112 detectors and 16352 strips, were measured at the FBK company on each
wafer before cutting the sensors. The experimental setup was similar to the
one described in section 2.3.1(a), and the measurements were performed at
room temperature.

FIGURE 2.9: Current distribution at 160 V for good LGAD
strips from different wafers.

It was observed that the non-working strips draw a current higher than 0.5
µA at 160 V. A reference bias voltage of 160 V was chosen, as it allows the
saturation of the electrons drift velocity in thin LGAD detectors. Therefore,
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Group Wafer µ(µA) σ(µA) R2 U
I 1,2,14 1.3e-01 3.3e-02 0.95 1.62
II 3,4,5,6,7 1.2e-01 1.8e-02 0.99 1.30
III 9 3.3e-01 7.1e-02 0.85 1.46
III 8,10,11,12,13 1.5e-01 4.0e-02 0.97 1.55

TABLE 2.2: Parameters obtained from the Gaussian fit and the
ratio between the 90th and the 10th percentiles for the leakage
current at 160 V for good LGAD strips, grouped by wafers with

similar characteristics as shown in Table 2.1.

Sensors (with gain)
Group Total strips Good strips Good

strips
(%)

Total
sensors

Validated
Sensors

Validated
sensors
(%)

I 3066 3048 99.41 21 14 66.67
II 5110 4086 79.96 35 11 31.43
III 6132 5352 87.28 42 14 33.33
Total 14308 12486 87.27 98 39 39.80

Sensors (No gain)
Group Total strips Good strips Good

strips
(%)

Total
sensors

Validated
Sensors

Validated
sensors
(%)

I 438 436 99.54 3 2 66.67
II 730 728 99.73 5 4 80.00
III 876 876 100.00 6 6 100.00
Total 2044 2040 99.80 14 12 85.71

TABLE 2.3: Summary of the yield of the entire sensor produc-
tion.

a strip is marked as bad if the current at the reference voltage exceeds 0.5 µA
or if it cannot reach that value of reverse bias voltage. A sensor is validated
if all the strips fulfill that tolerance. The leakage currents distribution at 160
V for good LGAD strips is shown in Fig 2.9.
As can be seen, three different groups are observed, each of which corre-
sponds to different wafer characteristics (see Table 2.1). Only wafer 9 showed
a different behavior than the other wafers of Group III and was fitted sepa-
rately, resulting in a mean leakage current over two times larger than the
other similar wafers. A possible reason for this behavior is a different tem-
perature during the measurements, as the leakage current strongly depends
on the temperature. Further investigation, described in the following sec-
tions, was carried out in Group III to understand the difference.
The distributions of good LGAD strip of Fig. 2.9 were fitted with a Gaussian



2.6. Results and Discussion 51

separately for each group, and the corresponding Gaussian parameters (av-
erage and standard deviation) from the fit are reported in Table 2.2. In order
to evaluate the uniformity, the ratio (U) between the 90th and the 10th per-
centiles (90/10) was also included in the table. A value of U lower than 1.62
for all the cases was found, showing good uniformity.
Table 2.3 summarizes the percentage of good strips and validated sensors
for the whole production, separately for sensors with internal gain (LGAD)
and for the sensors A3 without gain (PiN). In total, the percentage of work-
ing strips is 87.3% (LGAD) and 99.8% (PiN) while the percentage of vali-
dated sensors is 39.80% (LGAD) and 85.71% (PiN). Additionally, wafer 4 and
wafer 12 each had 7 non-validated LGAD sensors, which worsened the per-
formance of the entire production. It is important to remark that the rela-
tively low yield of type “A” LGAD sensors is not completely unexpected
considering the large area and the large number of channels in each sensors.

2.6.2 Full Depletion Voltage, Breakdown Voltage and Accep-

tance tests after cutting of sensors type A

After cutting the wafers, the sensors were delivered to the Physics Depart-
ment of the University of Turin and the I-V measurements were repeated us-
ing the experimental setup and the methods described in section 2.3. Wafers
2, 4, and 12 were not analyzed after cutting. Fig. 2.10 a reports the full deple-
tion voltage for all the sensors selected. For the sensors of Group I it was cal-
culated as the average measured in each strip while for the sensors of Groups
II and III the analysis was performed on the cumulated current measured si-
multaneously in all the strips and the GR with the elastomer.
For all the measurements, the uncertainty is assumed to corresponds to the
voltage step of 4V (Group I, Wafer 1) and 2V (Group I, Wafer 14, Groups II
and III). The median values and the maximum deviations of VFD are 36+4

−8 V,
22+4

−0 V, and 24+0
−2 V for the sensors of Group I, Group II, and Group III re-

spectively. The small difference observed in VFD between sensors of groups
II and III is mainly due to the difference in the acceptor concentration in the
gain layer. The larger full depletion voltage for Group I originates from the
lower resistivity of the epitaxial substrate, which translates into additional
bias voltage needed to deplete the bulk than for the Si-Si wafer. This dif-
ference is confirmed by comparing the depletion voltage of PiN strips from
wafer 1 and wafer 5 using capacitance measurements as described in sec-
tion 2.4. It was found that 8 V are necessary to deplete a PiN strip from the
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FIGURE 2.10: (a) Full depletion voltage obtained from the I-V
curves. (b) Breakdown voltage in volts obtained from the I-V
curves. The column 3 (A3) refers to sensors without gain. The
asterisks refer to measurements taken with the probe card while

the unmarked ones to measurements with the elastomer.

wafer 1 (Epi) compared to 1 V for wafer 5 (Si-Si). The breakdown voltages
are shown in Fig. 2.10b. A mean value of 209 ± 10 V and 202 ± 13 V were
found for validated LGAD sensors of Group I and Group II, respectively,
using the probe card. Instead, in the measurements with the elastomer an
average value of 205 ± 17 V (Group II) and 214 ± 11 V (Group III) were ob-
tained. For seven sensors, VBR was measured with both the elastomer and
the probe card. The values found with the two methods are consistent, with
a larger value found using the elastomer in five of them, the difference being
of a few % except for sensor A6 of wafer 3 where the difference amounts to 15
%. It should be observed that, due to the limited number of strips grounded
during the measurements with the probe card, floating strips create a large
electric field between themselves and the surrounding strips, mainly at the
inversion layer/p-stop junction, producing an earlier breakdown (Ferrero et
al., 2021). Therefore, the values reported for Group I for the breakdown volt-
age of sensors “A” are underrated, and larger values are expected when all
the channels of these sensors will be properly connected to the front end elec-
tronics.
In order to verify the effect of the cutting of the sensors, the selection criteria
applied at FBK were applied again to a group of 16 sensors, randomly se-
lected among validated and non-validated. Out of 2336 strips, only the strip
number 82 of sensor A5, wafer 1, formerly classified as bad, passes the crite-
ria, thus confirming that the cut did not affect the yield of the production. To
further investigate, Fig. 2.11 compares the I-V curves of the strips 81, 82, and
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83 of this sensor measured at FBK and at UNITO, respectively before and af-
ter the cut. The slightly larger currents measured before the cut are probably
related to the different number of strips contacted by the probe cards (40 at
UNITO; 24 at FBK).

FIGURE 2.11: Leakage current vs. bias voltage for strips 81,
82, and 83 of sensor A5 of the wafer 1 measured at FBK and at

UNITO.

2.6.3 Breakdown Voltage and Acceptance tests after cutting

of sensors type T

The I-V measurements of sensors type T were performed at the University of
Turin after cutting the wafers. It was used the experimental setup described
in section 2.3.1a, using a probe card with 11 needles for contacting the 11
strips plus two additional needles to contact the Guard Ring. The break-
down voltage and the number of good strips for the LGAD sensor number 2,
3, 4, 5, 6, 7, 11, and 13 of wafers 1, 3, and 8 were measured.
As we can appreciate in Fig. 2.12a, the breakdown voltage was for wafers
1,3 and 8 for validated sensor higher than 250, 190, and 229 V, respectively.
Comparing the values of Fig. 2.12a with the breakdown voltage measured
for sensor type A, larger values were observed for sensor type T. A possible
explanation of this contrast is given for the different geometry of both types
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FIGURE 2.12: (a) Breakdown voltage in volts obtained from
the I-V curves. (b) Good strips, the total number of strips of
each sensor is 11. The asterix refer to a sensor in which the
breakdown were not archieved; Therefore, 300 V refers to the

maximum voltage set during the measurements at UNITO.

of sensors and the total number of strips. The breakdown voltage is mea-
sured on the backplane from each of the curves of Fig. 2.5b separately. Then,
it is expected that a detector with more strips will have more bad strips that
can worsen the breakdown voltage. Only one strip of 253 measured did not
reach 160 V (see Fig. 2.12b), then was labeled as a bad strip. Therefore, 99.6%
of the strips tested were good strip, representing the 96% of validated sen-
sors.

FIGURE 2.13: (a) Leakage current as a function of the reverse
bias voltage in each strip for a PiN sensor (Wafer 10, T1), where
two regions of the sensor are distinguished: (1) saturation cur-
rent of the Shockley equation and (2) junction breakdown or
breakdown voltage. The vertical line corresponds to the maxi-
mum reverse bias voltage at which the sensor can be operated.
(b) Good strips, the total number of strips of each sensor is 11.

As detailed previously, in each wafer, there are three sensors (T1, T8, and
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T10) type T, without the implantation of the gain layer in any of the 11 strips.
Those sensors are the ones produced for testing with carbon ions and for
FLASH-RT. It was selected a group of those detectors to measured the I-V
in each of the 11 strips in order to check the behavior of the entire sensor
before testing with carbon ions or/and for FLASH studies. A simple I-V of
a PiN sensor (Wafer 10, T1) is shown in Fig. 2.13a. Two different zones are
distinguished in Fig. 2.13a, the region 1, in which the leakage current after
the depletion of the sensor (in this case is necessary only 1 V to fully depleted
the sensor) oscillate around the saturation current of the Shockley equation,
as explained in Chapter 1. The value depends on doping concentration, dif-
fusion constant, and depletion width. Additionally, the reverse saturation
current is strongly affected by impurities and defects, which can increase it
by orders of magnitude. In region number 2, the internal electric field inside
of the detector is high enough that start an uncontrolled avalanche process
(breakdown). Only one strip of 187 measured did not reach 160 V (see Fig.
2.13b), then was labeled as a bad strip. Therefore, 99.5% of the strips tested
were good strip, representing the 94% of validated sensors.

FIGURE 2.14: (a) Leakage current as a function of the reverse
bias voltage in each LGAD strip of sensor 5-18 of wafer 4 (p-
gain dose: 0.96 (a.u), Carbon Dose: A (a.u), total thickness: 70
µm). (b) Leakage current as a function of the reverse bias volt-
age in each LGAD strip of sensor 5-18 of wafer 7 (p-gain dose:
0.98 (a.u), Carbon Dose: B(a.u), total thickness: 70 µm; In both
detectors the active thickness is 55 µm. These sensors belong to
the UFSD3 production. More details can easly found in (Ferrero

et al., 2021).

The results reported until now are from the sensor production MoVe-IT 2020.
In the following Chapters, some results will be presented in which it was
used two sensors from a previous production called UFSD3 (Ferrero et al.,
2021). In general, the sensor’s total thickness, considering the handle wafer,
is about 600 µm, which can produce some beam perturbation. Therefore,
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some sensors from the production UFSD3 were thinned to 70 µm to reduce
the multiple scattering effects. This total thickness allows a tiny beam pertur-
bation comparable to 250 µm water equivalent thickness when two sensors
are placed in a telescope mode. The I-V carried out using the experimental
setup described in section 2.3.1a in the two sensors used during this thesis is
shown in Fig. 2.14. The breakdown voltage measured was 340 V and 280 V
for sensors 5.18 of wafer 4 and wafer 7, respectively.

2.6.4 Capacitance measurements and evaluation of the accep-

tor doping profile of sensor type E

The measurements of the capacitance as a function of the bias voltage allows
to evaluate the acceptor doping profile of the sensor.

FIGURE 2.15: Capacitance vs. Frequency for wafer 5 and wafer
11 for strips with different dimension.

These measurements were performed using the setup and the methods de-
scribed in section 2.4 and the test sensors type E (see Fig. 2.1b and Fig. 2.2)
which contains strips of the same length as those in sensor type A but with
different widths. In order to select the optimal frequency for the capacitance
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Strip(Wafer) Metal dimension (µm2) Capacitance
fall-off (Fre-
quency (Hz))

5 (W11,W5) 160x26260 1080, 1070
17 (W11,W5) 340x26260 1747, 1629
24 (W11,W5) 520x26260 2154, 2009
37 (W11,W5) 700x26260 2310, 1873

TABLE 2.4: Dimension of the strips of the sensor type E together
with the value of the cut-off frequency. The two values of fre-
quency reported for the same strip correspond to the wafers 11

and 5.

measurements, a scan of the capacitance as a function of the frequency of the
AC signal was performed for four strips of different widths, as reported in
Table 2.4, for two sensors from wafers 5 and 11 partially depleted with a re-
verse bias voltage of 10 V. The results are shown in Fig. 2.15. The fall-off in
the capacitance with the frequency is due to the low-pass filter behavior of
the strip, which can be modeled as a series cells made of a capacitor for the
depleted region and a resistor for the strip metallization.
The cut-off frequency, defined as the minimum frequency when the numeri-
cal first derivative of the C-f curve is less than zero, is reported in Table 2.4 for
strips of different widths. It shows lower values for strips with smaller width,
as expected due to the increased resistance of the metal path where the AC
signal propagates. For the following measurements, the minimum frequency
value selectable in MF-CMU unit of 1 kHz was chosen, corresponding to the
plateau region of the C-f curve for all the strips except for the strip 5, with
the smallest width, which was not considered further, due to it was not pos-
sible to choose the proper frequency. Once the optimal frequency was fixed,
the capacitance was measured as a function of the reverse bias voltage for
strips: 17, 24, and 37. The results are shown in Fig. 2.16 for three wafers of
group II and four wafers of group III. Increasing the reverse bias voltage, a
slow drop in capacitance is seen which corresponds to the depletion of the
gain layer, followed by a fast depletion of the bulk and a constant capacitance
when the sensor is fully depleted. The capacitance is directly proportional to
the active area of the strip and this explains the three different families of
curves in Fig. 2.16, corresponding to the larger area (strips 37) in the upper
curves and the lower area (strips 17) in the lower curves. The full depletion
voltage and the bulk depletion voltage were determined using the procedure
described in 2.4.1 and the average values are reported in Table 2.5 separately
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for sensors of Group II and III. The VFD values determined with the I-V mea-
surements are also added for comparison, showing a good correspondence.
As expected, VFD for Group III is about 1 V larger than for Group II because
of the doping concentration of the gain layer being about 2% higher. The VBU

is similar for both groups because of the same resistivity of the bulk. From
the C-V curves, one can extract the acceptor doping concentration as a func-
tion of depth, as explained in (Sola et al., 2019). The results for strip 37 of
the test sensors are shown in Figure 2.17, showing a very good uniformity
between different wafers of the same group. The origin of the x-axis corre-
sponds to the n++/p+ junction where the depletion starts. The peaks, which
are found at a depth of 0.5-1 µm , represent the gain layer implanted below
the n++ electrode. The bulk is the nearly flat region and the sharp increase
in doping concentration on the right is the p++ electrode.

FIGURE 2.16: Capacitance vs. reverse bias voltage for dif-
ferent wafers and strips with different dimensions in semi-
logarithmic scale. The dashed lines represent the strips from
the wafers of Group II, while the solid lines are for Group III.

Interestingly, wafer 9 shows slightly deeper (0.03 µm) gain layer implant with
respect to the gain implant of wafers of the same group (8, 10, and 11). This
can explain the behavior observed before in Fig. 2.9, where the leakage cur-
rent for the wafer 9 was over 2 times larger than the wafers in the same group.
The shift in the peak depth may be due to a fluctuation of the implantation
energy or to a variation in the dose of the n++ electrode. This results in a
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Wafer Bulk depletion
voltage (V)

Full depletion
voltage from C-
V (I-V) curves

Group II 1.5 ± 0.3 22.4 ± 0.3
(22+4

−0)
Group III 1.6 ± 0.4 23.0 ± 0.4

(24+0
−2)

TABLE 2.5: Average bulk depletion and full depletion voltage
measured from the C-V curves. Results from I-V curves are

added for comparison.

slightly shallower and less doped layer, which produces a more significant
depleted distance increasing the gain and shifting the peak of the doping
curve deeper in the device.

2.6.5 Measurements of the inter-strip dead region of sensor

type E

The measurements were performed as described in section 2.5. An example
of signal amplitudes in two adjacent strips (arbitrarily named as "V" and "W")
as a function of the position of the laser spot is shown in Fig. 2.18a. The inter-
strip distance is defined as the distance between the 50% of the maximum
of two S-curves which interpolate the data. This quantity was measured for
three different bias voltages below the sensor breakdown and 4 different laser
intensities to reproduce the energy released by the proton beams with clinical
energies. The results are reported in Fig. 2.18b. The mean inter-strip distance,
equal to 80.8 µm, is 22% larger than the nominal distance between the gain
layers of the two strips (66 µm). This originates from the non-complete charge
collection in the transition region between the periphery of the gain layer and
the adjacent JTE implant (Paternoster et al., 2021). Finally, a small decrease
of the inter-strip distance with the increase of the laser intensity, 3 % at most,
was found for the three bias voltages used, as shown in Fig. 2.18b.

2.6.6 Beam test

A validated sensor from wafer 1 was tested with clinical proton beam at
CNAO (Pavia, Italy). The sensor was glued on a PCB designed for hous-
ing the digital front-end readout (Fausti et al., 2021). However, the board
allows acquiring the two analog signals from the strip 1 (PiN) and the strip
146 (LGAD), located at the opposite edges of the sensor at a distance of 2.6
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FIGURE 2.17: Doping concentration as a function of depth in
logarithmic scale. The insert, corresponding to a magnified por-
tion of the curve around the peaks, shows the tiny deviation of

the doping profile of wafer 9.

FIGURE 2.18: (a) Example of the normalized signal (in arbi-
trary units) for different laser position along the strip. (b) Mea-
sured inter-strip distance for different laser intensities, ranging

from 2 to 6 MIPs, and bias voltages.
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cm, thus allowing to perform studies of the signal shape. The sensor was
aligned to the beam and the two signals were fed to two independent low-
noise current amplifiers (CIVIDEC C2, 40 dB gain and 2 GHz bandwidth)
which outputs were acquired by a 5GS/s digitizer CAEN DT5742 9, featur-
ing 12 bits resolution with 1 ADC corresponding to 0.24 mV. Each acquisi-
tion event consisted in a waveform of 1024 samples for a total duration of
204.8 ns. A PC connected to the digitizer through a 80 MB/s optical link was
used to control the acquisition, collect the waveforms for the offline analysis
and generate an asynchronous software trigger when the previous event was
stored in memory.
The analog signal shape was studied for a nominal beam flux (although it
should be taken into account that the sensor was centered to the beam, but
the reported measurements are related to strips at the edge of the sensor)
with the lowest beam energy of 62.28 MeV provided by the facility. The rea-
son for this choice was to maximize the rate of protons hitting the two strips
by selecting the beam energy providing the maximum pencil beam FWHM,
2.2 cm in air at the isocenter (Mirandola et al., 2015)
Fig. 2.19a shows an example of the signal measured in the two strips by
62.28 MeV protons using a reverse bias voltage of the sensor of 180 V in a
time window of 410 ns, representing two waveforms acquired by the digi-
tizer. Sharp peaks with a signal duration of approximately 3 ns, well sepa-
rated from a constant baseline, can be observed in the LGAD strips, whereas
the peak separation is much less pronounced in the PiN strip. The peak am-
plitude distribution, after subtraction of the baseline, is shown in Fig. 2.19b
for the two strips. The good separation between signal and noise achieved
in the LGAD strip allows counting the protons by selecting the optimal sig-
nal threshold while for the strip without gain the signal cannot be efficiently
separated from the noise. The data for the LGAD strip was fitted using a
convolution between a Gaussian and Landau distribution (The langaus dis-
tribution, see Chapter 1). The Most Probable Value (MPV) obtained from the
fit is 379.5 ADC, corresponding to an amplitude of 91.08 mV. In addition, the
noise standard deviation was 22.9 ADC (5.50 mV), which implies a signal-to-
noise ratio of around 17.
Fig. 2.19b shows the results for 62.28 MeV protons with the highest possible
Linear energy transfer (LET) for the clinical scenario. Assuming Pencil Beam
Scanning (PBS) for 230 MeV, the signal’s amplitude is expected to be about 2.5
times lower than for 62.28 MeV. Therefore, if we observed Fig. 2.19b, when

9https://www.caen.it/products/dt5742/
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FIGURE 2.19: (a) Signals produced by 62.28 MeV protons in
45 thick strips silicon detector. (b) Number of peaks vs. peaks
amplitude for protons with an energy of 62.28 MeV and using

a reverse bias voltage of 180 V.

the MPV is 379.5 ADC (91.08 mV) for 62.28 MeV, the hypothetical MPV for
230 MeV is 153 ADC (36.72 mV). Accordingly, in the present configuration,
the MPV of the Landau distribution is superimposed on the noise, being pos-
sible to see only the tail of the Landau.
It is crucial to note that the reverse bias voltage used during the measure-
ments was 180 V, which allowed a sensor gain of approximately 6. The sensor
gain increases exponentially with reverse bias voltage. Therefore, by increas-
ing the reverse bias voltage (considering that "shot noise" does not worsen
the SNR), we can enhance the protons signals and thus discriminate them.
Finally, the sensor used during the beam test has the lowest gain of our pro-
duction; a shift in the MPV of the Landau distribution (Fig. 2.19b) to the right
is expected when testing a sensor, for example, from Group III.
As observed in Fig. 2.19b, with a thin PiN diode is not possible to detect
the protons properly due to the small amplitude of the signals. Therefore,
those detectors are not suitable for counting and timing applications in pro-
ton therapy. It is straightforward the benefits of using LGAD technology in
proton applications, which has improved in the last few years (Arcidiacono
et al., 2020). First, the signal is fast (order of fews ns) and large enough,
allowing single proton detection capabilities in the clinical range. Those sig-
nals permit obtaining a time resolution of tens of ps, consequently optimal
for energy measurement using ToF technique as reported by (Marti Villarreal
et al., 2021; Vignati et al., 2020a).
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Chapter 3

Direct energy measurements of
particle beams using ToF

3.1 Introduction

Nowadays, the accuracy of the extracted beam energy in proton therapy
treatments is guaranteed by safe checks of the accelerator settings and rou-
tine quality assurance measurements. However, none of the current tech-
nologies allows measuring the beam’s energy during treatment (Giordanengo
and Palmans, 2018). The energy of the beam determines the depth of pene-
tration in the tissue. Therefore, the benefit of a detector that can assess the
beam’s energy during irradiation is straightforward. This chapter will de-
scribe the telescope system proposed by the University of Turin and the Na-
tional Institute of Nuclear Physics (Turin Section)(Vignati et al., 2020a). It
exploits the high time resolution of the Ultra-Fast Silicon Detectors (UFSD)
technology to measure the energy of clinical proton beams in a few seconds
using a system made of a telescope configuration aligned with the beam at a
fixed distance. It is important to clarify that UFSD is a Low Gain Avalanche
Detector (LGAD) optimized to achieve excellent temporal resolution. There-
fore, in this thesis we refer to LGAD and UFSD as the same. The proposed
system has been tested in the Trento Proton Therapy Center (cyclotron) and
in the CNAO (synchrotron) and the results will be presented and discussed
as well.

3.2 Energy measurement using Time of Flight tech-

nique

The methodology used to measure the time of protons crossing the known
distance (x) in the air is described in detail in (Galeone, 2019; Vignati et
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al., 2020a), and summarized in this section. Fig. 3.1 shows the simplified
schematic of the telescope structure made by S1 and S2 with a thickness (t)
placed at a known distance (x).

FIGURE 3.1: Schematic representation of two UFSD sensors
(with thickness t) in a telescope configuration placed at a

known distance x. Pictures adapted from (Galeone, 2019).

The time of arrival (dt) of each proton in S1 and S2 is measured using con-
stant fraction discriminator (CFD) algorithm in order to reduced time walk
effect. This method set the arrival time in a fixed fraction of the maximum
signal amplitude, in our case it was used 80% to allow the time calculation
even in the case of pile-up signals. The basis of our approach is based on co-
incidence signals, which are the signals generated by the same proton when
passed through S1 and S2 as shown in Fig. 3.2. For example, to determine
a probable coincidence signal, a peak higher than a threshold (green dash-
line in Fig. 3.2) in S1 needs to be identified, consecutive to that a search time
window (yellow band in Fig. 3.2) is open for several nanoseconds in S2. All
the peaks higher than a predefined threshold within the search time win-
dow found in S2 are considered as a coincidence and its corresponding time
difference, obtained using CFD, is reported in a histogram. An example of
the histogram of the reported time difference of the identified coincidence
is depicted in Fig. 3.3 for the case of the proton beam at CNAO. Two dif-
ferent types of coincidences are appreciated in Fig. 3.3, and they are called:
true coincidence and false coincidence. The true coincidence follows a Gaus-
sian distribution and is generated by the same proton. This distribution is
overlapped with a practically flat distribution which represents false coinci-
dences and increases quadratically with the beam flux. The latter depends
on the beam temporal structure (continuous or bunched) and is caused by
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coincident signals which actually were not generated by the same proton. A
fit of the sum of two Gaussian distributions is performed to the histogram
(blue curve in Fig. 3.3), resulting in a Gaussian curve for the true coinci-
dences (green curve in Fig. 3.3) and a second Gaussian curve for the false
coincidences (purple curve in Fig. 3.3).

FIGURE 3.2: An example of an acquired waveform with the
digitizer when can be observed the coincidence signals with
their respective time difference using CFD. The green dashed
line is the threshold. The yellow band is the search time win-

dow.

Finally, a second fit is performed to the histogram using a single Gaussian
distribution to refine the final ∆tmean. It is applied only in the region near
to the mean value extracted from the previous fit within two standard devia-
tions of the true coincidence. All of this is performed after removing the com-
binatorial background (red curve in Fig. 3.3, using the previous fit. Therefore,
knowing the mean time difference between the coincidence signals, with the
procedure described before, the Time of Flight (ToF) of the protons for a spe-
cific energy is:

ToF = ∆tmean − to f f set (3.1)

Where: to f f set is the time offset given by the electronic chain. The time offset
is obtained by using a proper calibration (Vignati et al., 2020a). Because of the
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systematic errors of the experimental setup (mainly due to the uncertainty on
the distance between the sensors and the time offset given by the electronic
chain), a calibration procedure is required.

FIGURE 3.3: Example of ∆t distribution for a proton beam of
182.75 MeV and 40 cm between sensors.

To that aim, two methods were developed to calibrate the system. The first
one is based on a Chi-square minimization procedure (see Eq. 3.2, (Vignati et
al., 2020a)) and it was used to calibrate the system in the beam test performed
at Trento Proton Therapy Center (PTC), in terms of time offset and distance
between the sensors (free parameters), starting from a priori knowledge of
several values of beam energies and taking into account the energy loss in
the first sensor and in air.

χ2(to f f set, dj) = ∑
i

∑
j
(
(∆ti,j

mean − to f f set)− ToF(Ki, dj)

σi,j
)2 (3.2)

Where: the subscript i, j are the number of distances and energies used re-
spectively for the calibration and the variance σ2

i,j is given by the addition in

quadrature of the statistical error on ∆ti,j
mean and the uncertainty on ToF(Ki, dj).
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∆tmean,ij − to f f set is the measured ToF (see Eq. 3.1) and ToF(Ki, dj) is the ex-
pected time of flight, which is given by:

ToF(Ki, dj) =
(Ki + E0)dj

c
√
(Ki + E0)2 + E2

0

(3.3)

Where: dj, c, and E0 are the known distance between the two sensors S1

and S2, the speed of light in vacuum, and the proton mass energy at rest,
respectively. In Equation 3.3, Ki is the nominal beam kinetic energy which
is corrected for the energy loss in the first detector and in air. As can be
appreciated, the weakness of this method lies in a priori knowledge of the
nominal energy, and in the hypothetical use of this device as a commissioning
of a new proton therapy center, where nothing is known about the energy of
the beam is a problem its fidelity.
It is well known that the average proton velocity (v), in the traverse distance
x between the two detectors is given by:

vavg =
x

ToF
(3.4)

Thus, the protons average kinetic energy Kavg from which is obtained the
mean velocity vavg, is located in the middle point between both sensors (see
Fig. 3.1) under the assumption of constant air stopping power between them.
It is important to point out that the dependence between the velocity and ki-
netic energy is not linear. However, due to the energy lost by the proton it
is very small compared to the beam energy in the clinical range, the approx-
imation is very accurate in the clinical range (Galeone, 2019). In fact, it was
verified through Monte Carlo simulation that for the lowest energy used in
clinics (about 60 MeV, the extreme case), the energy lost in a 1-meter distance
between sensors is around 1 MeV. Then, Kavg is determined using the follow-
ing equation:

Kavg ≈ E0 × (
1√

1 − vavg
c

2
− 1) (3.5)

And K0 (see Fig. 3.1) which is the energy at the isocenter is obtained as:

K0 ≈ Kavg + (
S
ρ
)air · ρair ·

x
2
+ (

S
ρ
)Si · ρSi · t (3.6)

Where: ρair and ρsilicon are the densities of air and silicon, respectively, t is the
thickness of S1, x is the distance between S1 and S2. (S

ρ )Si is the mass stopping
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Material y A q
Silicon 0.9438 265.1 0.8669

Air 1.060 316.5 0.8847

TABLE 3.1: Values of the parameters of Eq. 3.7 for air and sili-
con estimated from the exponential fitting of empirical data.

power in silicon at the energy K1, which is expressed as Kavg + (S
ρ )air · ρair · x

2 .
The (S

ρ )air is the mass stopping power in air at the energy Kavg. It was used
the PSTAR1 dataset for determining (S

ρ )Si and (S
ρ )air.

FIGURE 3.4: Schematic representation of the mechanical sys-
tem where S2 may be placed at variable distances xi, ranging
from 300 to 950 mm, with respect to S1 (kept fixed at the isocen-
ter). The first distance x0 between sensors is affected by a signif-
icant uncertainty due to possible positioning errors and possi-
ble tilts of the different components while the relative displace-
ments along the longitudinal axis are measured with an optical

encoder. Picture taken from (Shakarami, 2021).

In addition, for obtaining the mass stopping power in air and silicon for all
the kinetic energies, the following empirical parametrization was employed:

(
S
ρ
) = y + A · K−q (3.7)

The values for y, A, and q used can be found in Table 3.1.
The second method developed to calibrate the system, which is under patent

1http://physics.nist.gov/PhysRefData/Star/Text/PSTAR.html



3.3. Materials & Methods 69

process (no further information can be disclosed) at the time of writing this
thesis, it is based in the relative displacement (∆di) of S2 with respect S1,
which is kept fixed at the isocenter as shown in Fig. 3.4. This method, called
self-calibration approach, is independent from any priori knowledge of the
values of nominal energy provided by the clinical facility. The latter method
was the one used in this thesis to calibrate the system in the beam test at
CNAO. Basically, the system used allows measures the position of S2 with
an uncertainty of 0.1 µm, thanks to an optical encoder. Consequently, the de-
veloped approach uses the ∆tmean extracted for different proton energies and
positioning of S2, therefore at different distances between the sensors. Then,
it finds the best values for the position of the first sensor (x0) and offset per-
forming a minimization of the square deviation between the calculated and
measured S2 positions, where calculated ones are obtained by multiplying
the average velocity and the ToF for a specific S2 position and the measured
ones are the S2 positions obtained by summing x0 to the specific relative dis-
placement.

3.3 Materials & Methods

3.3.1 Silicon sensors & acquisition electronic chain

FBK manufactured dedicated sensors for ToF measurements (Type T) (see
Fig. 2.1). The sensors tested at CNAO and PTC were the ones explained
in section 2.6.3, and the I-V curves carried out to test the correct working of
these sensors is shown in Fig. 2.14.
The selected sensors were wire-bonded to an 8-channel custom front-end
board (see Fig. 3.5) for the measurements performed at CNAO. As can be
seen, only strips 3 through 10 were limited to one of the eight channels of
the custom front-end board. Whereas, the first two strips and the last one
were grounded, because they were designed with an optical window for lab-
oratory tests with a picosecond infrared laser, so they were not used in this
study. From now on, to simplify the understanding of the results presented,
the bonded strips will be referenced with the numbers from 1 to 8, which do
not correspond to the actual numbering of the strips in the sensor.
The 8-channels of the custom front-end board are identical, each based on
two stages of amplification using two Heterojunction Bipolar Junction Tran-
sistors (HBJT). The first stage (preamplification) is configured as collector
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feedback biasing, extracting the current signals from the detector and con-
verting them to voltage signals, the so-called trans-impedance amplifiers. In
the second stage, the HBJT is configured with a fixed base, which further
amplifies and shapes the voltage signal obtained from the previous stage to a
voltage signal with a nominal gain of 100. It is important to point out that the
signal is inverted in each stage of amplification (Royon and Minafra, 2021).

FIGURE 3.5: Picture of the wire-bonding of the front-end board
with a sensor type T.

Instead, for the measurements performed at PTC the sensors were glued on
high voltage (HV) distribution boards. The signals were amplified by a low-
noise CIVIDEC 40 dB current amplifier. The outputs of the boards in both
beam tests and in most of the acquisitions carried out in this thesis were ac-
quired through the high rate CAEN digitizer model DT5742 (see Fig. 3.6). It
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is based in the DRS4 chip (Domino Ring Sampler) designed at Paul Scher-
rer Institute (PSI, Switerland). The DRS42 chip contains a switched capacitor
array (SCA) with 1024 cells (analog memory) which is capable of sampling
9 input analog channels continuously in a circular fashion with high speed
(750 MS/s to 5 GS/s, which can be programmed to the desired sampling
frequency). For instance, fixing a sampling rate in 5GS/s, the acquisition
windows is 204.8 ns.

FIGURE 3.6: (a) Front panel view of the CAEN Digitizer model
DT5742. (b) Block Diagram. Pictures taken from (DT5742, 2023-

02-26).

As can be observed in Fig. 3.6a, the digitizer has in total 16 analog input chan-
nels on MCX coaxial connectors with an input impedance of 50 Ohms and a
dynamic range of 1 Vpp (DC coupled) with a 16-bit DAC on each channel
to control de DC Offset with a range of ±1 V. The digitizer has two groups,
named Group 0, from ch0 to ch7 and Group 1, from ch8 to ch15. Since the
DRS4 can deal up to 9 channels, each group is sampled by a different DRS4
as despicted in Fig. 3.6b. It is important to note that the 12-bit ADC stage
starts when the trigger condition is met. In this period, the trigger stops the
DRS4 chip sampling, so the analog memory buffer is frozen, introducing an
unavoidable dead-time. The dead-time is 110 µs if only the analog input is
digitized and 181 µs when the fast trigger is digitized.
There are four types of triggers modes available in this digitizer:
-So f tware trigger : internally produced via software, common to all enable
groups.
-External trigger : can be a TTL or NIM external signal (see Fig. 3.6a and
Fig. 3.6b, labeled as TRG IN in the front panel connector). The motherboard

2https://www.psi.ch/en/drs
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processes the trigger signal before sending it to DRS4 with a clock of about
58 MHz. This step introduces a latency of about 115 ns with a jitter of about
17 ns, making it impossible to use at 5 GHz.
-Fast trigger : the signal of this trigger is common for all the enable groups,
is labeled as TR0 in the front panel connector (see Fig. 3.6a and Fig. 3.6b). It
has a low latency (about 42 ns with a jitter of about 8.5 ns) compared with the
external trigger. As can be seen in Fig. 3.6b, the TR0 signal is sent to a com-
parator with a programmable threshold that defines when the signal is sent
to the DRS4 chips. This step has no motherboard processing and the output
is sampled at 117 MHz. It is important to point out that the TR0 is split into
the two DRS4 with two different paths as shown in Fig. 3.6b, introducing a
small difference in the sampling time between the two groups.
-Sel f trigger : the signal of this trigger is common to all enabled groups. For
each group it is possible to select combination of channels (logic OR) that
provide a trigger whenever the input crosses the threshold. In this mode,
5GHz cannot be used due to the trigger latency which is about 250 ns. This
model of digitizer has the possibility of using USB and Optical Link commu-
nication interfaces (see Fig. 3.6). In order to maximize the data transfer rate,
the Optical link must be used over the USB 2.0 because it can reach 80 MB/s
compared to 30 MB/s of the USB 2.0.

3.3.2 Measurements of the delay time between channels

Our telescope faces several challenges in measuring each proton’s arrival
time, mainly limited to the maximum error allowed on the ToF to obtain
an energy error corresponding to 1 mm error on the depth in water. In each
sensor, eight strips are read out with the front-end board (one channel per
strip), which is connected to a digitizer model DT5742. This introduces an
unavoidable time offset between channels affecting the assessing time of ar-
rival of the protons. Therefore, it is essential to test the entire electronic chain
before a beam test. An experimental setup, mainly consisting of an infrared
picosecond laser with a wavelength of 1060 nm and a spot size with a diam-
eter of about 1 mm, was used to assess the inter-channel delay, as shown in
Fig. 3.7. In this configuration, simultaneously, the laser hit three neighboring
strips at the same time, inducing a signal that is used to estimate the delay
with respect the laser trigger. The laser trigger was fed into a PM5786B pulse
generator, which later fed the fast trigger (TR0) in the digitizer. It is impor-
tant to remark that the same electronic configuration was used later during
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the beam test.
As explained previously, the fast trigger is divided into two paths inside the
digitizer, introducing a slight difference (∼ 600ps) in the sampling time be-
tween the TR00 and TR01 triggers, which correspond to the two groups of the
digitizer (see Fig. 3.8).

FIGURE 3.7: Experimental setup used to measure the delay
between channels using an infrared laser.

The delay between channels was estimated as shown in Fig. 3.8, i.e., consid-
ering the time difference between the corresponding trigger (TR00 or TR01)
and the induced signals in the respective channels.

FIGURE 3.8: Signal output from the digitizer as a result of the
laser input signal injected simultaneously on strip 1,2 and 3 in
S1. It shows also the shift between TR00 and TR01. The signal
induced in wave0, wave2, and wave4, corresponds to strips 1, 2,

and 3, respectively. The laser was focused on the strip 2.

For instance, for the digitizer channels: 0, 1, 2, 3, 4, 5, 6, and 7, Group 0, the
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corresponding trigger was TR00. Conversely, for digitizer channels: 8, 9, 10,
11, 12, 13, 14, and 15, Group 1, the corresponding trigger was TR01. The time
of the induced signals on each sensor and the trigger is determined using
a constant fraction discriminator algorithm (CFD) at 0.80 of the maximum
amplitude. The estimated ∆t is obtained from a Gaussian fit time difference
between the corresponding trigger and the channel. Fig. 3.9 exhibits the case
when the laser hits strips 1, 2, and 3 simultaneously. It shows the number
of coincidences versus the time difference in ns. As can be noticed, a 200 ps
delay was observed between the strips 1 and 2 with the strip 3.

FIGURE 3.9: Number of coincidence as a function of time dif-
ference for strips 1, 2, and 3. The laser was focused on the strip

2.

The delay found for each channel of the two boards is shown in Tables 3.2
and 3.3 for boards 2 and 1, respectively. The data reported in those tables are
extracted using the approach explained before and are shown in Fig. 3.10. In-
terestingly, both boards show the same trend, although there is a clear shift.
The cables used in the acquisition were made in-house with a maximum dif-
ference between the same signal injected into two cables of about 30 ps. The
values reported in Fig. 3.10 are affected by the wire-bond+front-end board
channel+cables length+the digitizer channel. However, the main contribu-
tion to the reported values is the path travel by the signals in the front-end
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Strip(Ch(B)) Ch(D) G(D) ∆t1 ∆t2 ∆t3 ∆t4 ∆t5 ∆t6 ∆tmean
1(1) 0 0 12.234 12.234
2(8) 2 0 12.241 12.287 12.264
3(2) 4 0 12.408 12.400 12.418 12.409
4(7) 6 0 12.435 12.423 12.455 12.437
5(3) 8 1 12.312 12.302 12.294 12.303
6(6) 10 1 12.319 12.314 12.292 12.308
7(4) 12 1 12.279 12.287 12.283
8(5) 14 1 12.215 12.215

TABLE 3.2: Measured ∆t(ns) for S1-Board 2. It is calculated as
∆ttrigger − ∆tchannel .

Strip(Ch(B)) Ch(D) G(D) ∆t1 ∆t2 ∆t3 ∆t4 ∆t5 ∆t6 ∆tmean
1(1) 1 0 12.017 12.017
2(8) 3 0 12.140 12.173 12.156
3(2) 5 0 12.281 12.285 12.287 12.284
4(7) 7 0 12.317 12.284 12.318 12.306
5(3) 9 1 12.211 12.178 12.175 12.188
6(6) 11 1 12.206 12.181 12.177 12.188
7(4) 13 1 12.147 12.140 12.143
8(5) 15 1 12.068 12.068

TABLE 3.3: Measured ∆t(ns) for S2-Board 1. It is calculated as
∆ttrigger − ∆tchannel .

board (see Fig. 3.5). Finally, the delay between each channel’s combination
is reported in Table 3.4. The number reported in each cell is calculated as the
∆tmean,strip,Board2 − ∆tmean,strip,Board1. Those values were inserted in the analy-
sis software3.
Fig. 3.11a shows the Number of coincidences versus time difference (ns)
without applying any correction factor to the signal acquired at CNAO for
400 cm between sensors and 68.74 MeV at the isocenter using the 32 combi-
nations of strips shown in Table 3.4. As explained in (Vignati et al., 2020a),
a Gaussian distribution for the true coincidence is expected. However, as
can be noticed in Fig. 3.11a, the difference between channels leads to a de-
formed Gaussian distribution, which affects the measurement of the mean
time difference and finally, the ToF calculation. On the other hand, when
the correction factors of Table 3.4 are applied to the acquired data, a perfect
Gaussian shape is obtained, showing that the correction factors obtained in
the laboratory with an infrared laser are correct.
The reason for choosing 32 combinations between strips is to measure the

3https://github.com/omarti2504/ToF
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Board 2
Board 1 1 2 3 4 5 6 7 8

1 0.217 0.247 0.392 0.420
2 0.078 0.108 0.252 0.281
3 -0.050 -0.020 0.125 0.153
4 -0.072 -0.042 0.102 0.131
5 0.115 0.120 0.095 0.027
6 0.114 0.120 0.095 0.027
7 0.159 0.165 0.140 0.072
8 0.235 0.241 0.215 0.148

TABLE 3.4: Delay between channels measured with an infrared
laser. The number reported in each cell is calculated as the

∆tmean,strip,Board2 − ∆tmean,strip,Board1.

FIGURE 3.10: ∆tmean from Table 3.2 and Table 3.3 as function of
the strips for the two sensors. S2 was mounted in the Board 1

and S1 in Board 2.
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FIGURE 3.11: Example of the application of the time delay ob-
tained in the laboratory with an infrared laser to the signal ac-
quired at CNAO for 68.74 MeV at 40 cm between sensors. (a)

No correction factor. (b) Correction factor of Table 3.4.

∆t using the same Group of the digitizer, avoiding using different groups
where a correction factor is more complex because it is necessary to consider
also a shift in time between TR00 and TR01. Although the application of ap-
proximately 600 ps between the two groups will result in a wider Gaussian
distribution which will degrade the time resolution of our system, which is
not desirable.

3.4 Beam test at Trento Proton Therapy Center (PTC)

The beam test at PTC precedes in time the measurement performed at CNAO
(reported in the next section). They were performed using the physics line of
the experimental room in that facility, as shown in Fig. 3.12a. As described
in section 1.3.1, the Trento proton beam is provided by a cyclotron which ac-
celerates the beam to an energy of 228 MeV. Shortly after the cyclotron exit,
a rotating degrader of different thicknesses and materials performs a coarse
energy selection to reduce the beam energy reaching a minimum value of 70
MeV. The beam intensities at the extraction are ranging between 1 and 320
nA, modulated by a 50 percent duty-cycle square wave, with a 100 ms pe-
riod.
For these measurements, the timing sensors (Fig. 3.12b, see section 2.6.3 for
more details about the characterization in laboratory) were used. For the
beam test, two sensors were glued on high voltage (HV) distribution boards
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aligned to the beam and positioned at three distances (27, 67, 97 cm ± 0.1 cm)
in a telescope configuration. Only 1 strip per sensor was readout.
For each of these distances, the ToF values were measured at 5-7 different
beam energies between 68.3 to 227.3 MeV. These energies, retrieved from the
PSTAR dataset according to the water equivalent depths at the isocenter pro-
vided by the facility are considered as nominal energies. The detectors’ sig-
nals were amplified by a low-noise CIVIDEC 40 dB current amplifier, and
acquired through the high rate digitizer CAEN DT5742. A PC connected to
the digitizer with 80 MB/s optical link was used to control the acquisition,
collect the waveforms, and produce an asynchronous software trigger when
the previous events were stored in memory.

FIGURE 3.12: (a) Telescope of two UFSD strip sensors mounted
on 2 channels high voltage (HV) distribution boards fixed in
the mechanical support; the distance between the two sensors
in the telescope configuration has been changed (27, 67, and 97
cm). (b) Technical drawing of an FBK UFSD segmented in 11

strips.

3.4.1 Energy calculation procedure

The methodology is described in details in (Vignati et al., 2020a) and in sec-
tion 3.2, and here only briefly summarized. Fig. 3.12a shows the experimen-
tal setup used in the beam test. The time of arrival of protons on each sensor
is determined using a constant fraction discriminator algorithm (CFD), and
the estimated ∆tmean is obtained as the average of the differences of the times
of arrival of same protons passing through the two sensors. Because of the
systematic errors of the experimental setup (mainly due to the uncertainty
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on the distance between the sensors and the time offset given by the elec-
tronic chain), a proper calibration procedure is required. A Chi-square mini-
mization procedure was used to calibrate the system (Vignati et al., 2020a), in
terms of time offset and distance between the sensors (free parameters), start-
ing from a priori knowledge of several values of beam energies and taking
into account the energy loss in the first sensor and in air.

3.4.2 Results

The achieved difference between the energy measured with the ToF tech-
nique after calibration and the nominal energy is shown in Fig. 3.13, where
the large error bars are due to the precision of the water equivalent depth
at the isocenter provided by the facility (Tommasino et al., 2017). For the
largest distance used (d = 97 cm) and for all considered beam energies in the
range 68.3 to 227.3 MeV, a root mean square deviation of 341 keV and a maxi-
mum deviation of 402 keV (corresponding to an energy difference within the
range uncertainty clinically acceptable of 1 mm) were obtained. For 67 cm,
an uncertainty larger than 1 mm was found at the two highest energies, as
previously obtained in other measurements (Vignati et al., 2020a).

FIGURE 3.13: Deviations between the measured and nominal
energy for different nominal energies at 2 distances between the
sensors (67 cm (circles) and 97 cm (triangles)). The dashed lines

represent the corresponding uncertainties in water range.

These results are well in accordance with the expectations, since for a flight
distance of 1 m between the sensors, the maximum error allowed on the ToF
to obtain an energy error corresponding to 1 mm in water ranges from 80
ps at 60 MeV to 4 ps at 230 MeV, and these limits are more stringent for re-
duced distances (Vignati et al., 2020a). The beam test was performed reading
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out only 1 strip per sensor. Moreover, the data acquisition were not opti-
mized. Due to the unavoidable digitizer conversion time of 110 µs and the
additional dead time due to data transfer and saving (≈ 500 µs), only a small
fraction (≤ 1 per mill) of the delivered particles were used for the analysis.
Beam irradiation of less than 6 s (at therapeutic fluxes, ≈ 228 MeV proton
beam energy, and at ≈1 m distance between sensors) was enough to collect
a significant number of coincidences to keep the error on the ToF below the
values needed to obtain the clinically required range uncertainty. Although
further implementation (mainly focused on optimizing the acquisition chain)
are still needed before application during patient treatments. The use of a
larger sensitive area will increase the statistics and will promote rapid tech-
nology transfer to a commercial device, useful for beam commissioning and
quality control measurements.
Using the detector prototype made of a telescope of two UFSD sensors to
measure the beam energy of a therapeutic proton beam with ToF technique,
a few hundred of keV of deviation from nominal energies were achieved for
all energies for 97 cm distance between the sensors, corresponding to ≤ 1
mm range, as clinically required. The promising results demonstrate that
UFSD could represent a viable option for new beam energy monitors, po-
tentially able to measure online the beam energy during irradiation. New
experimental setup based on the readout of 8 strips to increase the sensitive
area together with a new movement stage to increase the positioning preci-
sion was tested at CNAO and the result will be presented and discussed in
the next section.

3.5 Beam test at National Centre for Oncological

Hadrontherapy

(CNAO)

3.5.1 Experimental setup

Fig. 3.14 shows the updated version of the telescope system. It is composed
by two LGADs placed at a relative distance from each other, hereinafter re-
ferred as S1 and S2. S1 is held fixed at the isocenter by using laser pointers
located in the treatment room while S2 is controlled by three independent
motors which allow the sensors to move in XYZ-axis. The system has an
optical encoder model Renishaw Evolute EL26BBB500F10A which is used to
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measure the displacement with a resolution of 0.1 µm of S2 in the Z-axis. In
this direction, S2 can be moved at a relative distance from S1 between 300
mm and 950 mm. The reason of the translation of S2 in the XY plane is to
allow the alignment of the system between the strips of S1 and S2.

FIGURE 3.14: Experimental setup used at CNAO.

In the beam test performed at CNAO the detectors used were previously
tested in the laboratory as explained in chapter 2, in order to guarantee the
correct behavior of all the strips before the irradiation at the proton therapy
center. It was decided to use two sensors from the production UFSD3 because
those sensor were thinned down to 70 µm allowing a reduction of multiple
scattering effects. More precisely, the selected sensor are type T and were the
ones labeled 5.18 of wafer 4 and wafer 7 with a measured breakdown voltage
of 340 V and 280 V, respectively (see section 2.6.3 for more details).
The selected LGAD sensors were wire-bonded to an 8-channel custom front-
end board as explained before (see Fig. 3.5). Unlike the PTC beam test, where
only one strip per sensor was read, in this case all 8 outputs from each board
(16 signals in total) were connected to the high-speed CAEN digitizer (model:
DT5742, 5 GS/s, 12 bits resolution, 1 ADC = 0.24mV, acquisition windows of
1024 samples, i.e. 204.8 ns). It was used a TTL signal coming from the accel-
erator to trigger the acquisition using the fast trigger input.
A PC connected to the digitizer with an 80 MB/s optical link was used to con-
trol the acquisition and store the waveforms for the offline analysis. This PC
and the CAEN power supply (model: DT1415ET4) were controlled remotely
using an Ethernet connection from the control room.
In the beam test at CNAO, the measurements were taken in one of the treat-
ment rooms for nine beam energies ranging from 62 MeV to 229 MeV at the
extraction of the accelerator with a beam flux of about 108 p/s and for four
nominal distances (40, 60, 80, and 95 cm). In all measurements, both sensors

4https://www.caen.it/products/dt1415et/
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were reverse biased at 275 V. The statistical error of the mean time depends
on the duration of the beam irradiation time and is strictly related to the ac-
quired number of coincident protons, and then to the relative ToF resolution
of the system. As the prototype is done today, the main bottleneck in our sys-
tem is set by the digitizer dead time with an acquisition efficiency of around
0.01 %. Even though that low efficiency, it was possible to obtain a proper
statistic with a minimum of about 5000 coincidences, that can be reached in
a few seconds of beam irradiation time. Thus, the irradiation time and the
beam intensity have been selected in such a way, that for the lowest energy
at the largest distance (the limit case, due to beam divergence, multiple scat-
tering, and possible misalignment), the number of coincidences was about
5000. In total, between 10000 and 80000 waveforms were acquired for each
test, depending on the energy corresponding to a number of spills ranging
between 15 to 50. The entire electronic chain used at CNAO was the same
tested in the laboratory in section 3.3.2.

3.5.2 Results

Fig. 3.15 shows the signal measured in all the strips (8 per sensor) exposed
to 62.28 MeV proton beam in a time window of 205 ns. The distance between
sensors is approximately 40 cm.

FIGURE 3.15: Example of a waveforms acquired by the digi-
tizer in all the strips (eight per sensor) for the case of 62.28 MeV
and 40 cm of distance between the detectors. The arrow points
to an induced signal. Possible coincidence signals are marked

with a rectangle.
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A signal duration of about 2 ns was measured. It has to be noticed that an ad-
ditional noise was measured during the beam irradiation, which is induced
by particles crossing the neighbor strips in the whole sensors. This induced
signal features a bipolar shape due to the weighting-field direction changing
along the path, from the readout strip to the farthest neighbor strips. Also
this effect happens if the strip is not connected to the read out as pointed out
with the arrow in Fig. 3.15. The difference in the signals’ amplitude for the
same sensor is due to the statistical nature of the energy deposition process.
Additionally, the bigger signals for S2 is mainly due to the fact that the sensor
has a gain layer 2% more doped with respect S1. Interesting, in those wave-
forms it is possible appreciate coincidence signals, which were marked with
a rectangle (see Fig. 3.15). As an example, Fig. 3.16a and Fig. 3.16b show the
amplitude distribution for sensor S1 and S2 from which is possible extract the
MPV for each strip of each sensor. The data correspond to the larger energy
provided for the facility, which is the case with lower signal amplitude(the
limit case). Theoretically, all the strips should have the same amplitude but
this is not observed for example in Fig. 3.16b.
The cause of this non-homogeneity is due to the use of different channels on
the Front-end board in which the passive components have a certain toler-
ance given by the manufacturer, causing different gain between channels.
It is important to point out that the internal gain of the strip was not causing
this difference since it is reasonable to assume a constant internal gain for the
different strips belonging to the same sensor. As explained in Chapter 1, in
thinner absorber the Langaus distribution must be considered, in which the
MPV no longer correspond to the maximum of the curve to extract the MPV.
The extracted values are shown in Fig. 3.17 for different energies.
As can be noticed, by increasing the energy the MPV is reduced. The later
effect happens because the energy loss in silicon is lower for larger energies
as a consequence of a lower interaction times. Additionally, observing Fig.
3.17, it can be distinguished that the same tendency was maintained in both
sensors for all the energies. For instance, in S1 the strip with the larger am-
plitude was the number six, the second one was the strip eight, and so on.
This behavior confirms the linearity of the front-end board in the range used
in this application. This may allow a numerical correction factor to be ap-
plied to the data via software to align the thresholds. Furthermore, Fig. 3.18
shows the ratio between the MPV of the values reported in Fig. 3.17 for all
the strips of a specific energy and the strip with the the maximum amplitude.
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FIGURE 3.16: Langaus fit of the signal amplitude distribution
for the case of 40 cm between sensors and 226.9 MeV. The ver-
tical dashed line represents the MPV for each curve. (a) S1. (b)

S2. The noise was cut to better visualization.

FIGURE 3.17: Extracted MPV (ADC) from the Langaus fit as a
function of beam energy for all the strips. (a) S1. (b) S2.
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strip S1 S2
1 1.29 1.17
2 1.09 1.00
3 1.34 1.01
4 1.35 1.16
5 1.24 1.16
6 1.00 1.21
7 1.10 1.07
8 1.03 1.18

TABLE 3.5: Gain correction factors for each channel of the two
sensors. It is calculated for one strip as the ratio between 1 and

the average of the values reported in Fig. 3.18.

As observed in Fig. 3.18, the non-uniformity between channels is indepen-
dent from the beam energy and reaches in the worst scenario up to about
30%.

FIGURE 3.18: Ratio between the MPV of the values reported in
Fig. 3.17 for all the strips of a specific energy and the strip with

the the maximum amplitude (a) S1. (b) S2.

When the gain correction factor of Table 3.5 are applied to the waveforms,
it shifts the amplitude of the signals to the strip with the highest gain (strip
6 on S1 and strip 2 on S2). This allows the selection of the same threshold
for all strips to better separate signal from noise. Fig. 3.19 shows the signal
amplitude distribution for all the strips together after applying the correction
factor of Table 3.5 for different energies.
As expected, for the lower energy, the signal is higher due to the higher stop-
ping power. On the opposite side, for the largest energy, the signal is lower as
explained previously. Then, in the future, this energy will set the limit for our
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device for selecting the threshold of the entire system because, as observed
in Fig. 3.19, a threshold of about 50 and 100 ADC for S1 and S2 can separate
the signal of individual protons which is subject to landau fluctuations from
the Gaussian noise.

FIGURE 3.19: Amplitude distribution for the CNAO proton
beam with energy at the isocenter ranging between 59.43 MeV
and 227.4 MeV. The distance between sensor was 95 cm. (a) S1.

(b) S2.

Then, proving the single particle detection capability of our system. How-
ever, in this thesis, we selected an individual threshold per energy per sensor.
The threshold is defined as the inflection point of the distribution (see the red
dashed line in Fig. 3.19) and the values were ranging between 53 to 150 ADC
for S1 and between 100 to 300 ADC for S2, with the lowest threshold for the
higher energy.

Energy measurements at the isocenter

Table 3.6 shows the main results of testing our system at CNAO. It followed
the procedure explained in detail in section 3.2, and both the correction fac-
tor (Table 3.5) and the inter-channel delay were applied to obtain the reported
results. The code written in c ++ used for the analysis can be found in the
my github repository5. As explained in the experimental setup, the distance
between sensors were measured with an optical encoder and the values are
reported in the second column. The Peakfinder6, which has a maximum de-
viation of 0.15 mm in the water range, was employed at CNAO to measure

5https://github.com/omarti2504/ToF
6https://www.ptwdosimetry.com/en/products/peakfinder/
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the depth-dose profiles. Therefore, conservatively it was assumed a constant
uncertainty of 0.1 MeV for all the energies.
Fig. 3.20 shows the time resolution vs. nominal energy for a single cross-
ing, calculated as σ(∆t)/

√
2. The standard deviation is extracted from the

the Gaussian fit of Fig 3.3 for the true coincidences. It was observed a de-
pendence on the energy of the protons and the values are between 43 and 67
ps. The increasing time resolution with the beam energy is due to the lower
energy deposition which is translated into lower signal amplitudes. Mainly,
the time resolution is strictly related to the amplitude of the signal and the
main contribution that can worsen it is the so-called jitter and time walk ef-
fect (both inversely proportional to the signal amplitude). It is important to
point out that the σ which was used to calculate the time resolution in Fig.
3.20 is not shown in Table 3.6. However, can be easily obtained by multiply-
ing error∆tmean(ns) ∗

√
(Coincidences).

FIGURE 3.20: Time resolution for a single crossing as a function
of the beam energy for 40 cm between sensors.

As it was reported in previous publication and was pointed out in this thesis,
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Isocenter energy (MeV) distance (m) ∆tmean(ns) error∆tmean(ns) Coincidences
59.43 0.4003275 3.906 6.16E-04 10070
68.74 0.4003275 3.6539 5.61E-04 15062

102.68 0.4003275 3.0511 4.06E-04 32036
140.37 0.4003275 2.6702 3.97E-04 48271
182.75 0.4003275 2.3974 3.67E-04 64107
187.52 0.4003275 2.3724 3.32E-04 76369
225.73 0.4003275 2.2155 3.77E-04 62534
226.53 0.4003275 2.2106 3.77E-04 60431
227.4 0.4003275 2.2082 3.71E-04 64955
59.43 0.600286 5.8807 6.91E-04 8256
68.74 0.600286 5.4984 5.75E-04 12099

102.68 0.600286 4.596 4.67E-04 26463
140.37 0.600286 4.0232 4.70E-04 40628
182.75 0.600286 3.6176 3.93E-04 60021
187.52 0.600286 3.5798 3.79E-04 61564
225.73 0.600286 3.3417 4.31E-04 53787
226.53 0.600286 3.3372 4.33E-04 51792
227.4 0.600286 3.3332 4.33E-04 54659
59.43 0.800218 7.8585 6.45E-04 9166
68.74 0.800218 7.3474 5.82E-04 13876

102.68 0.800218 6.1422 4.41E-04 29521
140.37 0.800218 5.3814 4.04E-04 45743
182.75 0.800218 4.8368 3.67E-04 67654
187.52 0.800218 4.7879 3.70E-04 62592
225.73 0.800218 4.4665 4.50E-04 50901
226.53 0.800218 4.4613 4.43E-04 51864
227.4 0.800218 4.4543 4.35E-04 52291
59.43 0.9498985 9.3417 8.31E-04 6640
68.74 0.9498985 8.7318 6.75E-04 9535

102.68 0.9498985 7.2978 5.26E-04 21200
140.37 0.9498985 6.3904 4.71E-04 35299
182.75 0.9498985 5.7537 4.42E-04 42694
187.52 0.9498985 5.6955 4.72E-04 42220
225.73 0.9498985 5.3127 5.31E-04 33402
226.53 0.9498985 5.3062 5.52E-04 33759
227.4 0.9498985 5.2968 5.38E-04 34143

TABLE 3.6: List of the mean time differences with the relative
uncertainties for the beam test conducted at CNAO.
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our system needs a proper calibration due to systematic error in the exper-
imental setup (mainly due to the uncertainty on the distance between the
sensors and the time offset given by the electronic chain). It was used the
self-calibration approach to calibrate the system. Basically, only 3 energies
(59.43, 182.75, and 227.40 MeV) and 4 distances between sensors were used.
The results can be observed in Fig. 3.21 for all the nominal energies. That
figure shows the energy difference in MeV which is given by the deviation
between the nominal and the measured energy. The dash line in Fig. 3.21
shows the correspondent deviation in water range (within ±1 mm in red
and within ±0.5 mm in purple).

FIGURE 3.21: Deviations between the nominal and the mea-
sured energy using 4 distances between the sensors. The dot-
lines delineate the correspondent deviations in water range.
The energies used for the calibration were: 59.43 MeV, 182 MeV,
and 227.4 MeV. The others energies were unknown at the time

of the beam test.

The obtained distances after a calibration and the ones from the optical en-
coder are reported in Table 3.7. The reported deviation between the distance
obtained from the optical encoder and the distance from the calibration was
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Parameter DistanceEncoder(mm) DistanceCalibration(mm) Distance deviation(mm)
d1 400.3275 401.77 1.44
d2 600.286 601.73 1.44
d3 800.218 801.66 1.44
d4 949.8985 951.34 1.44

TABLE 3.7: Comparison between the distance measured with
the optical encoder and the distance obtained after the calibra-

tion.

fixed, exactly 1.44 mm. The discrepancy can be related due to mechanical
setup or possible positioning error of the sensors.
The obtained offset was −51.48 ± 0.72ps. As can be appreciated in Fig. 3.21,
for all the energies and distances the error in measured the energy is within
±1mm (less than 0.5 MeV) in water range, therefore, within the clinical ac-
ceptable accuracy. The most accurate results (±0.5mm) were for the largest
distance as previously obtained in other study (Vignati et al., 2020a). The
others energies reported in Fig. 3.21 (different from those used for calibra-
tion) were the test points where the energy was unknown at the time of the
beam test. Therefore, the values were retrieved after calibration with a differ-
ence in energy within the clinical acceptable error. Finally, even though for
the lowest distance it was obtained the largest error, they are within the clin-
ical acceptance margin, thus also can be used to assess the beam energy as
well. It was highlighted the lowest distance, once in the future can facilitate
the construction of a device of small dimension, that can be very useful and
practical in daily Quality Assurance procedures.
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Chapter 4

Clinical carbon ion beam
measurements with
thin silicon sensors

4.1 Introduction

Carbon ion treatment provides several unique physical and radiobiological
properties, as they exhibit higher linear energy transfer (LET) than photons
and protons (Malouff et al., 2020). This leads to higher relative biological
effectiveness (RBE), where damage caused by carbon ions accumulates in
DNA, overwhelming cellular repair systems (Mohamad et al., 2017). In addi-
tion, due to their physical properties, they are more effective in the treatment
of hypoxic tumors and can more effectively eradicate tumors that would
have been resistant to photons (Chiblak et al., 2016; Rackwitz and Debus,
2019). By taking advantage of these properties, carbon ion radiation therapy
(CIRT) may allow dose escalation to tumors while reducing radiation dose to
adjacent normal tissues (Malouff et al., 2020).
Until relatively recently, the ionization chamber has been the reference device
adopted as the gold standard for absolute dose dosimetry and beam verifica-
tion (Debrot et al., 2018). For example, at the National Centre for Oncological
Hadrontherapy (CNAO, Pavia, Italy), beam monitoring is performed using
transmission ionization chambers with a large sensitive area that allows mea-
surement of the pencil beam in the delivery of a single treatment. Although
this technology is very robust and has been shown to have high precision
and reproducibility, they have low sensitivity (thousands of particles), slow
charge collection times (hundreds of microseconds), and cannot provide the
required space-time (Karger et al., 2010). These drawbacks limit the develop-
ment of fast beam delivery strategies needed to improve accuracy to shorten
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treatments and increase patient throughput.
To verify beam characteristics for quality assurance in charged particle ther-
apy, especially with carbon ions, sensors with high spatial and temporal res-
olutions, capable of resolving steep dose gradients, and suitable for energy
verification are needed. These sensors should be able to handle a high in-
stantaneous fluence rate (up to 108 carbon/cm2s) and an energy range of
up to 400 MeV/u. In this context, thin silicon sensors represent a suitable
technology to build the new generation of online beam monitors for charged
particle therapy (Vignati et al., 2017; Sacchi et al., 2020; Marti Villarreal et
al., 2021). (Debrot et al., 2018) developed a serial Dose Magnifying Glass
(sDMG) detector consisting of two silicon-sensitive 128-volume linear arrays
(2mmx50µmx100µm) fabricated on a p-type substrate with a pitch of 200 µm.
This detector was characterized by measuring its response in a broad 290
MeV/u carbon ion beam, and the authors concluded that sDMG was suit-
able for quality assurance of fast energy and range verification.
In the work presented by (Gehrke et al., 2017), the capability of "Timepix",
a pixelated silicon detector, to measure the energy deposition of individual
ions in thin layers was investigated. The authors measured the energy de-
position distribution of therapeutic proton, helium and carbon ion beams on
a 300 µm-thick sensitive silicon layer and compared the results with the ex-
pected energy deposition spectra predicted by simulations of Monte Carlo
using the FLUKA code. The measurements were in good agreement (< 7%)

with the simulation. However, the authors reported that energy deposition
above 10 MeV/mm with a fully depleted sensor can suffer from saturation
effects and recommended the use of thinner sensors to improve energy de-
position measurements on silicon sensors. In a more recent study by the
same group (Félix-Bautista et al., 2019) used two synchronized silicon pixel
sensors based on Timepix technology to detect and track secondary ions out-
going from a patient-like phantom for the assessment of the lateral pencil
beam position in a clinic-like carbon ion treatment fraction. The sensors used
had a sensitive area of 1.4 x 1.4 cm2, a thickness of 300 µm and were divided
into 256 x 256 pixels (55 µm pitch). For beam energies greater than 197.58
MeV/u, the precision of the measured positions was less than 2 mm.
An interesting study related to a beam instrumentation device was carried
out by (Bal et al., 2021). The authors evaluated "Medipix3", a hybrid pixel
detector with a silicon sensor (active thickness: 550 µm and pixel pitch: 55
µm). This device was tested with proton and carbon ions in the range: 62.4
to 800 MeV and 120 to 400 MeV/u, respectively. Measurements included
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simultaneous high resolution, beam profile and beam intensity, as well as
count rate linearity and radiation damage assessment. The authors observed
for 62.4 MeV protons a cluster of approximately 4-5 pixels (charge sharing).
As the beam energy increases, the cluster size decreases because less charge
was deposited over the depth of the sensor. This effect was also observed for
carbon ions, but on a large scale due to the large charge deposited. Likewise,
(Wang et al., 2017) reported the results of a beam monitor based on a silicon
pixel sensor. In this study, the measurements were made with a carbon ion
beam of 80.55 MeV/u at the Heavy Ion Research Facility in Lanzhou (HIRFL)
China (Li et al., 2007). The authors showed that this monitor can measure the
position and angle of incidence with a resolution better than 20 µm and 0.5
degrees, respectively. Likewise, the statistical accuracy in the beam intensity
measurements was better than 2% with only 80.55 MeV/u.
Despite the wide use of silicon sensors in the detection of charged particles,
it can be seen that there are not many works that use them for the monitoring
of charged particle beams used in radiotherapy. At the same time, there is a
consensus among the works consulted that reducing the active thickness of
the sensor could further improve its performance and reduce the influence of
unwanted effects such as charge sharing. In this context, the importance and
benefits of testing thinner silicon sensors to be used as beam instrumentation
devices is very clear. That is why the aim of this chapter will be to report the
measurements of individual carbon ions in the CNAO clinical beam with 60
µm thick silicon sensors.

4.2 Materials & Methods

4.2.1 Experimental setups

This study used validated type T sensors from the MoVe-IT 2020 production,
which are segmented sensors on 11 strips (4 mm x 0.55 mm each) with no
gain layer on any strip and active thickness of 60 µm. The selected sensors
(W8-T11, W8-T10, and W9-T10) belong to Group III (Si-Si substrate) and were
previously measured in the laboratory, as described in Chapter 2. All strips
were found to have a breakdown above a reverse bias voltage greater than
300 V, therefore, having a perfect behavior. The selected sensors were wire-
bonded to an 8-channel custom front-end board (see Fig. 3.5), as explained in
section 3.3.1. Additionally, the notation for the strips used in chapter 3 was
adopted, where only strips 3 thorough 10 were limited to one of the eight
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channels of the front-end board, and are referenced with the number from 1
to 8.
Fig. 4.1 shows the first experimental setup used to measure the energy re-
leased in a thin silicon sensor (W8-T11) by single carbon ions delivered by
the CNAO synchrotron. The main objective of these measurements was to
analyze the signal shape and the energy released in a thin silicon sensor by a
clinical carbon ions beam using different conditions.

FIGURE 4.1: Experimental setup (1) used at CNAO.

The outputs of the board were connected to the high rate CAEN digitizer
(model: DT5742, 5 GS/s, 12 bits resolution, 1 ADC = 0.24mV, acquisition
windows of 1024 samples, i.e. 204.8 ns, more information about the DT5742
is given in Chapter 3). A PC connected to the digitizer with an 80 MB/s op-
tical link was used to control the acquisition and store the waveforms for the
offline analysis. This PC and the CAEN power supply (model: DT1471ET1)
were controlled remotely using an Ethernet connection from the control room.
In Fig 4.2 two pictures of the experimental setup used in this experiment can
be observed.
The measurements were performed with 4 beam energies, representatives
of the entire clinical energy range (115.23 MeV/u, 166.41 MeV/u, 268.60
MeV/u, and 398.84 MeV/u). The required number of ions per spill was
8×107 C/spill and nine different reverse bias voltages for the sensor were
used (3.8 V, 9.0 V, 18.8 V, 34 V, 49 V, 99 V, 149 V, 199 V, and 299 V). Mea-
surements were taken at room temperature, with the sensitive detector area

1https://www.caen.it/products/dt1471et/
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FIGURE 4.2: (a) Picture of the experimental setup (1) used at
CNAO in the treatment room in which the detector placed at
the isocenter is shown. (b) Picture of the experimental setup (1)

used at CNAO in a different view.

perpendicular to the beam direction (1st position) and with a tilt of about 40
degrees with respect to the 1st position (2nd position).
Fig. 4.3 shows the second experimental setup used at CNAO. The main ob-
jective was to measure the time resolution obtained using two silicon sensors
placed in a telescope configuration. The electronic chain is the same used in
section 3.3.1. Two silicon sensors (W8-T10 and W9-T10) with similar charac-
teristics to sensor W8-T11 were placed in a telescope configuration, as shown
in Fig. 4.3. The first sensor was placed at the isocenter, while the second sen-
sor was positioned at a relative distance of about 30 cm from the first sensors.
The exact distance between the two detectors was measured using an optical
encoder model (Renishaw Evolute EL26BBB500F10A) with a resolution of 0.1
µm. The measurements were taken at two clinical energies (115.23 MeV/u
and 398.84 MeV/u) and for three reverse bias voltages (50 V, 100 V, and 200
V).

4.2.2 Offline signal analysis procedure

A Matlab application was written to automatically detect the peaks and their
position to perform later the amplitude distribution and the proper fits. It
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FIGURE 4.3: Picture of the experimental setup (2) used at
CNAO to measure the time resolution for a single crossing. The
system is based on a telescope configuration of two silicon sen-

sor.

mainly consists in the predefined custom function Peakseek2, which detects
all the peaks higher than a predefined threshold. It is important to point out
that before performing any peak detection in all waveforms were carried out
the baseline subtraction using the mode3. The initial and end points of the
signal generated by the carbon ion is calculated, first selecting a peak higher
than a threshold. In order to locate the position of the initial/end points of the
signals, the following criteria were followed. It is defined as the first point
located at the left/right of the position of the peak lower than 0.05 of the
maximum signal’s amplitude. The signal duration is the difference in time
between the point identified to the right and to the left of the signal’s peak.
The measured time for each bias voltage follows the Gaussian distribution,
then the mean of the Gaussian fit is the measured time duration for each
acquisition.
The time resolution for a single crossing is calculated as:

σ =
σ(∆t)√

2
(4.1)

The time of arrival of a carbon ion on each sensor is determined using the
constant fraction discriminator algorithm (CFD), and the estimated mean

2https://it.mathworks.com/matlabcentral/fileexchange/26581-peakseek
3https://it.mathworks.com/help/matlab/ref/mode.html



4.3. Results & discussion 97

(∆t) is obtained as the average of the difference between the times of arrival
of the same carbon passing through the two sensors. Therefore, σ(∆t) is
the width of the peak in the distribution of the time difference values as de-
scribed in more details in the Chapter 3 or (Vignati et al., 2020a). As a first
approximation, the measured deposited charge Q( f C) is calculated as:

Q =

∫
V(t)dt
50 Ω

(4.2)

where:
∫

V(t)dt, is the signal area and 50 Ω is the input impedance of the
digitizer’s acquisition instrument used during the measurements. It is im-
portant to point out that the gain of the electronic chain is not considered in
Eq. 4.2.

4.3 Results & discussion

Fig. 4.4 shows the signal produced, after baseline subtraction, by carbon ions
of 398.84 MeV/u in a 30 ns time window using a bias voltage of 149 V.

FIGURE 4.4: Signals produced by 398.84 MeV/u carbon ions in
a 60 µm thick strip silicon detector using a reverse bias voltage

of 149 V.

The sharp peaks in strips: 3 (purple), 4 (red wine), and 6 (yellow) correspond
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to the passage of carbon ions. These signals have a duration of about 2ns.
As seen in the figure, a bipolar signal was observed in the strips neighbor-
ing the strip through which the carbon ion passed. That noise in the form
of a bipolar-shaped signal is a consequence of the change in direction of the
weighting field along the path, from the reading strip to the farthest neigh-
boring strip. Fig. 4.5 shows the signals produced in a single strip by carbon
ions of 398.84 MeV/u but for two different reverse bias voltages: < 10 V (Fig.
4.5a) and 149 V (Fig. 4.5b).

FIGURE 4.5: Example of the signals produced by 398.84 MeV/u
carbon ions in a 60 µm thick silicon strips using a reverse bias
voltage of (a) < 10 V. The blue line shows an approximate point
where all the electrons were collected on the readout electrode.
(b) 149 V. The triangle and diamond marks on the waveforms
shows the initial and end points of the signal generated by the

carbon ion.

In both cases, the signals have almost a null rise time because the signals
start developing as soon as the carriers move into the bulk. However, it can
be seen that the signals for the lowest voltage have a long tail. The differ-
ence observed is related to the electric field inside the silicon, which drifts
the electron and holes. The vertical solid blue line in Fig. 4.5a indicates the
approximate time in which the electrons are collected at the readout elec-
trode. After that, the observed tails correspond to the collection of holes,
which have lower mobility.
Fig. 4.6 shows the signal duration calculated for different bias voltages for
398.84 MeV/u. As illustrated, for bias voltage greater than 150 V, the signal
duration reaches a plateau due to electron drift velocity saturation. For these
values, the duration of the signal was less than 1.9 ns, decreasing to 1.4 ns at
299 V. On the other hand, at reverse bias voltages lower than 20 V, the dura-
tion of the signal is greater than 6 ns, reaching a maximum value of about 23
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ns for 9 V. Fig. 4.7 shows the amplitude distribution for the highest carbon ion
energy (398.84 MeV/u) in all strips (Fig. 4.7a), and for all four measured en-
ergies (115.23, 166.41, 268.60, and 398.84 MeV/u) in a single strip (Fig. 4.7b).

FIGURE 4.6: Signal duration as a function of reverse bias volt-
age.

As can be seen, in all cases a good separation between signal and noise can
be achieved by choosing an appropriate threshold. All the data were fit-
ted using a Langaus distribution, with a coefficient of determination greater
than 0.99. In Figure 4.7a the most probable values (MPV), extracted from
the fit, ranged between 0.22 - 0.24 V. The difference obtained between strips
is related to the tolerance in the passive component in the front-end board
for each channel. In Fig. 4.7b, it can be seen how the MVP of the signal
amplitude increases with decreasing carbon ion energy beam, as expected.
The small hump observed to the left of the distribution, more noticeable for
higher energies, indicate the occurrence of charge sharing between adjacent
strips. For strip 1, the measured deposited charges (Q), calculated as Eq. 4.2
using a reverse bias voltage of 149 V is shown in Fig. 4.8. Each distribution
in Fig. 4.8 was fitted with the Langaus distribution to obtain the MPV of the
deposited charge. Considering the landau fluctuations, the charge deposited
for all energies covering the clinical range is between 2000 fC and 9000 fC.
As explained previously, the electronic chain has a nominal gain of 100, and
therefore the deposited charge is between 20 fC and 90 fC.



100
Chapter 4. Clinical carbon ion beam measurements with

thin silicon sensors

FIGURE 4.7: (a) Number of peaks vs. peaks amplitude for car-
bon ions with an energy of 398.84 MeV/u and using a bias volt-
age of 149V. (b) Number of peaks vs. peaks amplitude for car-
bon ions for four different energies in the strip 3 using a re-
verse bias of 149 V. The green ellipse marked a region where

the charge sharing is observed.

This is an important consideration when designing a board to handle carbon
ions in the clinical range. The MPVs of the deposited charge for the four dif-
ferent energies were: 7177 fC, 5626 fC, 4316 fC, and 3542 fC for 115.23 MeV/u,
166.41 MeV/u, 268.6 MeV/u, and 398.84 MeV/u, respectively. Considering
the stopping power in silicon for carbon ions, it was possible to estimate the
deposited charge released in 60 µm (78.89 fC, 60.93 fC, 45.54 fC, and 37.36 fC
for 115.23 MeV/u, 166.41 MeV/u, 268.6 MeV/u, and 398.84 MeV/u, respec-
tively). Accordingly, the amplifier gain is 90.97, 92.34, 94.77, and 94.8.

FIGURE 4.8: Charge deposited in a thin silicon sensor by car-
bon ions for four different energies in the strip 1 using a reverse

bias of 149 V.



4.3. Results & discussion 101

Fig. 4.9a shows the total number of peaks identified for a reverse bias voltage
of 149 V for all the energies in the eight strips of the sensor. As observed, the
beam was aligned between strip 2 and 4, where it reached a maximum. The
number of peaks was normalized at the maximum, as presented in Fig. 4.9b.
The position expressed in mm was calculated considering the dimension of
the sensor. Therefore, strip 1 is the reference 0 mm position. Strip 2 is po-
sitioned at 0.591 mm (the pitch), strip three at 1.182 mm, and so on until it
reach strip 8 (4.728 mm). As observed, the beam for all the energies follows a
Gaussian shape. For that reason, all the curves were fitted with the Gaussian
function. From the fit, it was obtained the sigma and then the FWHM, which
is from the lower energy to the higher: 7.4 mm, 6.9 mm, 6.1 mm, and 4.9 mm.
The values agree with what was found by (Mirandola et al., 2015).

FIGURE 4.9: (a) Heatmap of the total number of peaks using a
reverse bias voltage: 149 V for the four energies used. (b) Total
number of peaks normalized at the maximum vs. position (mm)

for 149 V and for the four energies used.

In addition, the MPV of the amplitude distribution for different bias voltages
as a function of the energy of the beam was represented for strip 2 (Fig. 4.10).
A decreased MPV at lower bias voltages of the same energy was observed
due to the no saturation of the drift velocity, mainly for the electrons.
Fig. 4.11 shows the MPV of the amplitude distribution as a function of the
bias voltage for strip 1 and 2 with the sensor positioned at two different an-
gles with respect to the beam direction (0 and 40 degrees) for 398.84 MeV/u.
As expected, rotating the sensor increases the signal amplitude, reflected in
a higher MPV due to the larger path travel for the carbon ions, creating addi-
tional electrons and holes. In fact, a fixed ratio between the MPV for the two
angles equal to 1.26, was obtained, representing a rotation of approximately
38 degree with respect to the incidence direction of the beam. Furthermore,
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FIGURE 4.10: Most probable value vs. Energy (MeV/u) for strip
2 using several bias voltages.

in figure 4.11 it can be seen that for bias voltages greater than 150 V, a plateau
in the MPVs is reached for both experiments. This HV value generates an
electric field of about 30 kV/cm in the sensor, which at room temperature
is the value necessary to saturate the drift velocity of the electrons (Ferrero
et al., 2021). However, it is not enough to saturate the drift velocity of holes,
which is reached for higher values of the electric field (100 kV/cm) (Ferrero
et al., 2021). The difference in mobility between these two charge carriers is
the main reason why the observed plateau continues to increase slightly with
voltage (see Fig. 4.11).
Using experimental setup 2 (see Fig. 4.3), it was possible to obtain the time
resolution for a single crossing for the two extreme beam energies, as shown
in Figure 4.12. As expected, increasing the bias voltage improves the tem-
poral resolution, as drift velocity saturation is reached (see Fig. 4.11), mainly
for electrons, thus the pulse amplitude increases. The time resolution reached
was lower than 30 ps for the two energies and for all the bias voltages. These
values are comparable to the temporal resolution obtained with LGAD, for
protons, confirming that a thin silicon sensor can be used for carbon ion tim-
ing applications due to the large energy deposition in silicon. The time res-
olution is strictly related to the amplitude of the signal and the main con-
tribution that can worsen it is the so-called jitter and time walk effect (both
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FIGURE 4.11: Most probable value vs. bias voltage for strip 1
and strip 2 with the sensor positioned at two different angles
with respect the beam direction (0 and 40) for 398.84 MeV/u.

FIGURE 4.12: Time resolution for a single crossing as a function
of reverse bias voltage for two carbon ions beam energies.
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inversely proportional to the signal amplitude). The unexpected behavior of
a large time resolution for the lower energy can be related to low statistics,
which may be associated with errors in the Gaussian fit to extract the sigma
(see Eq. 4.1), as explained in detail in chapter 3.
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Chapter 5

Silicon Devices for Monitoring
FLASH beams

5.1 Introduction

Real-time monitoring the dose delivery would be essential to study the pa-
rameters triggering the FLASH effect in Ultra High Dose-Rate (UHDR) ir-
radiations. In recent years, the international community has focused on de-
veloping an online beam monitor device for real-time dosimetry that can be
used in the future clinical implementation of FLASH radiotherapy (FLASH-
RT). The main requirements for a real-time beam monitor are high temporal
and spatial resolution, beam transparency, large response dynamic range,
and radiation hardness.
Most dosimetric studies until now in FLASH-RT employ passive detectors
such as alanine, radiochromic films, TLDs, and Methyl viologen(MV). These
detectors have some desirable properties like a linear relationship with the
dose-rate(dose-rate independent). Also, they are successfully used for small
field dosimetry (TLD, films, and alanine). However, passive detectors re-
quire a complex and time-consuming evaluation procedure, including post-
irradiation processing that requires calibration for each batch, which can be
time-consuming. They have significant large uncertainties if the evaluation
process is not well established. Some studies have focused on reducing the
reading time. (Gondré et al., 2020) reported the procedure for optimizing the
alanine measurements for fast and accurate dosimetry in FLASH-RT. Mainly
is based on optimizing the number of reading parameters such as the num-
ber of scans, microwave power, the amplitude of the magnetic field, etc. It
has been demonstrated that doing that optimization, the total reading time of
three measurements was 7.8 minutes with ±2% (k=1) uncertainty for doses
above 10 Gy, and to measure doses below 5 Gy with an uncertainty below 5%
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the reading time increased to 13 minutes. Although those devices are robust
and reliable, the lack of real-time information limits their use as future beam
monitors in the perspective of a forthcoming clinical translation. The active
detectors can fulfill that requirement because they can give information on
the dose delivered in real time. Nowadays, some potential active detectors
that can satisfy that need can be ionization chambers (IC), diamond detec-
tors, silicon carbide (SiC), and silicon sensors.
The ionization chamber is subject to correction when dealing with ultra-high
dose rates due to ion recombination. Mainly the recombination can be sum-
marized as follows:
1. The initial recombination is created along a single charged particle track. It
is considered independent of the dose and dose-rate and is more pronounced
in highly ionizing particles such as alpha particles.
2. The general recombination occurs between two separate charged particle
tracks. It is directly proportional to the charge density (i.e., the number of
ions produced per unit volume) and dose rate-dependent.
In summary, general recombination plays a much more significant role in
the recombination effect in UHDR pulse beams, therefore this effect has been
studied widely (Di Martino et al., 2020). One of the most notable works was
published by (Petersson et al., 2017). The authors investigated the ion re-
combination effect using a parallel plate ionization chamber PTW Advanced
Markus with 1 mm electrode separation. The ion collection efficiency as a
function of Dose-per-pulse (DPP) showed that the charge collection efficiency
is close to unity in the area of conventional dose-rate. However, a significant
drop in the efficiency in the ultra-high dose per pulse region was observed,
which is related to ion recombination effects. For instance, when this cham-
ber was tested at 10 Gy per pulse, only about 30 % of ion collection efficiency
was observed. Additionally, it was proposed in that work a method to cor-
rect the efficiency loss using an empirical equation with no physical meaning,
based on the fitting of two parameters.
The same effect has been reported by (McManus et al., 2020) using a PTW
Ross chamber with a 2 mm gap between the electrodes. It was studied in a
200 MeV electron beam (VHEE beam) with a DPP: 0.03-5.3 Gy/pulse. The
reference detector employed in the study was a graphite calorimeter. The
collection efficiency was 10% and 25%, when the IC was operated at 200 V
(the value recommended by the manufacturer) and 600 V, respectively. The
authors highlight that the available analytical ion recombination models can
not predict chamber behavior for such a high DPP.
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Nowadays, new developments and studies have focused on ionization cham-
bers in ultra-high DPP (Schüller et al., 2020). Mainly (Gómez et al., 2022)
carried out a simulation that demonstrated that the ion recombination cor-
rection factor (ks) for plane-parallel ionization chambers at 300 V for 5 Gy/
pulse is almost 1 when the distance between electrodes is below 0.30 mm. As
a result, the authors developed a prototype of an ionization chamber with a
0.27 mm gap between electrodes. The prototype was tested in a real beam
in which the measured charge per pulse (nC) showed an excellent linear re-
sponse as a function of dose-per-pulse, and the results were in agreement
with the prediction performed by the simulation.
The diamond detectors are promising for monitoring UHDR beams because
they have several advantages concerning the ionization chamber. They do
not suffer from ion recombination effects and maintain high water equiva-
lence of the sensitive volume in terms of effective atomic number. Addition-
ally, have good response stability concerning the accumulated dose. Micro-
diamond has recently been studied in UHDR, for example, the research done
by (Kranzer et al., 2022). The authors studied the dose-per-pulse in the micro-
diamond versus the reference dose-per- pulse for different detector sensitive
areas and series resistance. It was observed in the commercially available
micro-diamond detector, saturation effect at different dose-per-pulse level.
The linear range can be extended to the ultra-high DPP range by reducing
sensitivity and series resistance. Furthermore, (Verona Rinati et al., 2022)
showed that the flashDiamond (fD) prototype proposed by (Marinelli et al.,
2022) has a linear response in the whole investigated DPP range (the DPP
was varied in the 1.2–11.9 Gy range, by changing either the beam applicator
or the pulse duration from 1 to 4 µs).
Another semiconductor detector that is a promising device for beam moni-
tor is silicon, which is a mature technology (Vignati et al., 2020c). However,
to date, the response of these sensors in UHDR beams has not been much
explored. Within the FRIDA project, the University and INFN of Turin are
studying thin silicon sensors, recently designed and produced for single par-
ticle tracking in proton therapy, for electron beam monitoring in high dose-
rate regimes. This chapter describes the results of testing thin silicon sensors
at UHDR. In addition, the partial results of the first attempt to upgrade the
LINAC (Elekta SL 25 MV) installed in the Physics Department at UNITO,
dedicated entirely to research, will be presented, which will allow in the near
future experiments to study the FLASH effect.
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5.2 LINAC Upgrade

5.2.1 ELEKTA/Philips SL 25 LINAC

The Linear Accelerator (Linac Elekta SL 25 MV), entirely dedicated to re-
search, was installed in 2016 at the physics department of the University of
Turin (Italy) as shown in Fig. 5.1.

FIGURE 5.1: Linear Accelerator (Linac Elekta SL 25 MV), en-
tirely dedicated to research, located at the physics department

of the University of Turin (Italy).

It can accelerate electrons between 4 MeV to 18 MeV using radiofrequency
electromagnetic waves, which are pulsed by the magnetron into a linear
cylindrical copper waveguide. This structure has copper irises inserted along
its length at a certain distance to form a series of cavities. Each cavity has
small apertures in which the electrons can pass under vacuum condition
(less than 0.0013 Pa) to ensure that other particles do not impede the elec-
trons in their path. This step is synchronized with the injection of electrons
into the waveguide by the electron gun, which controls the number of elec-
trons injected by tunning the filament’s temperature. The radiofrequency
wave accelerates the electrons to the desired kinetic energy by the axial elec-
tric field component of the waves. Two sets of quadruple magnets control
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the path of the electrons, called steering coils surrounding the waveguide.
Two additional sets of focusing coils help define the electron’s beam diame-
ter further when it hits the target. At the end of the waveguide, the electrons
enter the flight tube. In this part, the beam is redirected and refocused in
one mm of diameter toward the target using three pairs of magnets on each
side of the flight tube. This accelerator can also produce photon beams from
the electrons’ bremsstrahlung when they hit a tungsten target at the opposite
end. These photons are collimated and attenuated in a flattening filter to pro-
duce a uniformly distributed clinical photon beam. The dose and beam qual-
ity monitoring is performed through two independent ionization chambers,
one acting as the primary dosimeter and the second as a backup. Finally,
the beam is shaped using an additional collimator called MLC (Multi-leaf-
collimator) to ensure that the beam matches the tumor’s shape. The entire
system is cooled by water.
It is important to point out that this is a conventional LINAC, where the max-
imum dose-rate that can reach is 0.07 Gy/s, which would be 0.000175 Gy as
dose-per-pulse. Therefore, in the present configuration, this accelerator can
not be used for FLASH studies.
Fortunately, some changes can be made to this LINAC that can guarantee
FLASH beams for electrons, such as the modifications made by (Lempart et
al., 2019). The authors reported the modification of a clinical linear accelera-
tor for the delivery of ultra-high dose rate irradiation. These transformations
were as follows:
1-) reduced distance with three setup positions
2-) adjusted/optimized gun current, modulator charge rate, and beam steer-
ing values for a high dose rate
3-) delivery was controlled with a microcontroller on an electron pulse level
4-) moving the primary and/or secondary scattering foils from the beam path
All these changes made possible a strong increase in dose rate from a few
Gy/min to hundreds of Gy/s (dose-per-pulse values from a few 10−4 Gy to
a few Gy) (Lempart et al., 2019).
In the LINAC located at the University of Turin, following the author’s sug-
gestion and guided by ELEKTA technicians, the same modifications were
made and at the time of writing this thesis, they are ongoing and will be
presented in the following section.
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5.2.2 Linac Upgrade "First attempt"

The conversion of the LINAC to produce FLASH electron beams is reversible,
and the modifications are straightforward and do not affect the operation of
the accelerator. Basically, it was selected 10 MV photon beam energy in the
treatment console to deliver electron beams. Thus, the X-ray target was re-
moved from the beam path. Additionally, the secondary filters were also
removed, as observed in Fig. 5.2, positioning the carousel on an empty hole.
Additionally, the gun current was forced to increase from 5.7 A up to 8.5 A.
Finally, an electronic circuit was built to control the number of pulses deliv-
ered by the LINAC in each acquisition. This stage will be explained in more
detail in the following subsection.

FIGURE 5.2: (a) Collimator assembly looking into the target. (b)
Electron secondary scatter filter.

LINAC Pulse counter

Some of the main tasks in the LINAC upgrade is the possibility of controlling
the output of the electron beam at the pulse level. Therefore, as shown in Fig.
5.3, the following circuit was simulated, tested, and implemented to perform
such a task. The circuit received as the input (see Fig. 5.3, number 1 in red)
the current from one strip of a silicon PiN sensor (550 µm width, 4000 µm
length, and 60 µm active thickness) without bias voltage. The detector was
glued on a PCB, which can bias the detectors with a negative voltage on the
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back of the device (in our case, the sensor was not biased). The circuit has
three stages of amplification that are between the connector from the label
1 to 3 of Fig. 5.3, using in each one an operational amplifier "TL082CP", in
which the first stage works in trans-impedance mode converting the current
signal from the sensor into a voltage signal. Its output is followed by a pole-
zero cancellation circuit (for baseline restoration). It will then pass through
one Sallen-Key filter (In the second stage) in a low pass configuration that fil-
ters the high-frequency noise and further shapes the pulse. In the last stage
of amplification, a fine tune of the signal amplitude was selected to ensure a
proper signal amplitude in the input of the Schmitt trigger (CD74HCT14E).
This circuit produces a square pulses of approximately 5 V, which was used
as input signals to the interrupt pin D2 of the Arduino NANO board. In the
Arduino NANO board, the pulses are counted concurrently with his separa-
tions, which can be used as feedback to measured the period between pulses.
The connector 2 (in red) can be connected directly to an oscilloscope to ob-
serve the pulse shape, as shown in 5.4 for 10 MeV and 400 Hz.

FIGURE 5.3: Schematic representation of the Pulse counter.

In Fig. 5.4 it is possible to appreciate the excellent separation between the
signal and the noise, as well the clear space between two consecutive pulses.
In that specific case, 2.5 ms between pulses corresponding to 400 Hz was
measured, as expected. The Arduino NANO is controlled remotely from the
control room using an ethernet connection.
The interface with the LINAC occurs between the connector 4 and 5 (in red,
Fig. 5.3) and a relay (291-9710), which works normally open. When the ar-
duino code is open, it sends a digital pulse (HIGH) from pin D3 to the Relay
to allow the trigger pulse reach the Linac’s thyratron (allowing irradiation).
Finally, when a certain amount of pulses is reached (decided by the user),
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FIGURE 5.4: Example of the pulse counter output using the ana-
log (connector 2 in red in Fig. 5.3) part for 10 MeV and 400 Hz

electron beam.

the Arduino write to a digital pin D3, LOW (0 V). Thus, the relay changes
its mode to open, preventing any additional trigger pulse reach the Linac’s
thyratron. In more detail, the pulse counter interrupts the trigger signal com-
ing from the PPG (Programmable pulse generator) board so that it does not
reach the thyratron pulser board. The purpose of the PPG board is to gen-
erate critical signals that are used to control and synchronize the activities
of the HT and RF systems. These connections were done in the connectors
J5 and J6 of Fig. 5.5b. The prototype can be visualized in Fig. 5.5a and the
PCB already produced by Eurocircuit1 without the components is presented
in Fig. 5.5b.

FIGURE 5.5: (a) Pulse counter prototype. (b) PCB of the pulse
counter produced by Eurocircuit without the components.

1https://www.eurocircuits.com/
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Preliminary results of the upgraded LINAC

To test the performance of the LINAC after the upgrade and the pulse counter
circuit, the experimental setup shown in Fig. 5.6 was used. Two cylindrical
ionization chamber model SNC125c from the Sun Nuclear Corporation2 for
PDD and Dose measurements were also used , however the results are out of
the scope of this thesis.

FIGURE 5.6: (a) Experimental setup used during the upgrade.
(b) Zoom of Fig. 5.6a. It can be observed the two sensors used,
which were placed in a telescope mode at a relatively fixed dis-

tance of a few cm between each other.

Two validated T-type sensors from the MoVe-IT 2020 production without im-
planting the gain layer in any strips were also used in this test. As mentioned
in chapter 2, these 11-strip sensors have a breakdown voltage greater than
300 V, making them perfectly suitable for the test.
The two sensors were placed in a telescope mode, at a relatively fixed dis-
tance of a few cm between each other. The first sensor was placed at the
isocenter (100 cm). A strip from the second sensor (the one furthest from the
target) was used as the input for the pulse counter to control the acquisition,
as discussed previously. The first sensor was inversely polarized (50 V) and
the output of two strips was each read out by a TERA08 chip which is based
on the recycling integrator architecture.
The TERA08 chip was initially developed to read out gas monitors in charged
particle therapy. It is currently used at CNAO for reading out parallel-plate
transmission ionization chambers (Giordanengo et al., 2013). Each TERA08

2https://www.sunnuclear.com/
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chip hosts 64 identical channels operating in parallel integrated in a 4.5 x
5.4 mm2 die and is designed in 0.35 µm CMOS technology. Each channel is
based on the recycling integrator principle followed by a 32-bit counter with
up/down counting capabilities. Therefore it can accept an input current of
both polarities. TERA08 operates with a clock frequency of 100 MHz, and
to generate a count, five master clock pulses are necessary. For that reason,
the maximum conversion frequency is 20 MHz. Using a charge quantum of
approximately 200 fC the maximum current that a channel can convert be-
fore saturation is about 4 µA. This limit was increased by using a discrete
upper-board adapter, which allowed split the input current of the detector
into 64 readout channels and then adding up the counts of these channels
to reconstruct the input current. It was shown that this method is suitable
to increase the maximum input current up to 64 times (256 µA), preserving
the good linearity achieved with the individual channels and with a limited
increase in the standard deviation of the measurement (Cirio et al., 2015).

FIGURE 5.7: Example of the output signal (Charge (nC)) after
the baseline subtraction of the two TERA08 chips connected to
two different strips of the silicon sensor. (a) Conventional irra-
diation, gun current: 5.7 A, Frequency: 6 Hz. (b) Flash irradia-

tion, gun current: 8.5 A, Frequency: 6 Hz.

The board, hosting two TERA08 chips is controlled by a National Instrument
PXI chassis with a 7813R FPGA board, interfaced to the host PC using the
LabVIEW FPGA software toolkit. During the beam test after the first attempt
of upgrade, it was used the selected electron beam energy for the upgrade
(10 MeV) with different pulse frequencies and gun current (5.7 A in normal
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Gun current Mean Charge per pulse(nC) Max Charge per pulse(nc) Std Gain
8.5 A(Flash) 1.244 1.436 0.174 113
8.5 A(Flash) 0.966 1.436 0.314 88
8.5 A(Flash) 0.817 0.973 0.127 74
8.5 A(Flash) 0.641 1.286 0.369 58
8.5 A(Flash) 0.628 1.511 0.502 57

5.7 A(CONV) 0.009 0.011 0.001 −
5.7 A(CONV) 0.011 0.014 0.003 −
5.7 A(CONV) 0.010 0.011 0.001 −
5.7 A(CONV) 0.011 0.013 0.001 −
5.7 A(CONV) 0.012 0.013 0.001 −

TABLE 5.1: Comparison between FLASH and Conventional
condition. The reported values are for the chip 1.

mode vs. 8.5 A in flash mode). The objective of this first test was to check the
stability of the pulses and the gain in charge per pulse after the modification
performed in the accelerator.
An example of the output signal after the baseline subtraction of the two
TERA08 chips connected to two different strips of the silicon sensor can be
observed in Fig. 5.7. It was fixed to 7 pulses per run by the pulse counter,
which anticipates the LINAC interlock. As can be observed in that figure, in
both cases, 7 pulses were erogated by the LINAC, as requested. As a first ap-
proximation, a gain which is the mean charge per pulse between normal and
FLASH condition was about 100. In Table 5.1 the reported values for the chip
1, for the mean charge per pulse, the maximum charge per pulse, and the
standard deviation for the last 6 pulses of the seven pulses requested can be
seen. It was decided not to use the first pulse, in order to not underestimate
the calculation, once in all the tests performed with the FLASH condition, the
first pulse always was at least 10 times lower than the next 6 pulses as can be
appreciated in Fig. 5.7.
It was observed that for conventional irradiation at 5.7 A the mean charge
per pulse was very stable with the values ranging between 0.009 nC to 0.012
nC with a standard deviation about 1 order of magnitude lower. The re-
ported gain in the fifth column is the ratio between the mean charge per
pulse (nC) and 0.011 (nC) which was the mean charge per pulse for the 5
test performed at 5.7 A. It was observed a decreased gain in 5 consecutive
test for 8.5 A ranging between 113 to 57. This effect was also observed by
other authors (Lempart et al., 2019) in which in the first 10 minutes after a
warm-up procedure (3000–5000 MU delivery of a 6 MV photon beam), the
output (Dose/Charge) was high and stable. After that, the output began to



116 Chapter 5. Silicon Devices for Monitoring FLASH beams

drop and became more unstable. The reason of this instability, the authors
associated it to the dependence upon the temperature and the functionality
of some of the linac’s components such as the magnetron, the gun, the accel-
erating waveguide, and beam steering. However, some preliminary results
presented by the authors shown that by fine-tuning the resonance frequency
of the accelerator can solve those issues without any need of a warm-up pro-
cedure. Those suggestions will be considered in the upcoming beam tests.
The preliminary results were for 8.5 A which is the higher gun current avail-
able in the accelerator. It was chosen under the hypothesis that higher gun
current leads a more intense beam, however, this is not always true as shown
by (Lempart et al., 2019). For that reason, a proper scan in gun current vs.
charge per pulse, in order to maximize the output is required and will be
performed in the future.
Additionally, the pulse stability was checked for various pulse frequencies
for 8.5 A. An example of the charge in nC vs. time for different frequencies is
depicted in Fig. 5.8.

FIGURE 5.8: Charge (nC) vs. time (s) for different frequencies:
(a) 6 Hz. (b) 12.5 Hz. (c) 25 Hz. (d) 50 Hz. (f) 100 Hz. (g) 200

Hz; Gun current 8.5 A, Chip 1

Curiously, it was observed a pre-saturation peak (The first maximum in Fig.
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5.8a and 5.8b). It happens due to the peripheral part of the filament reaches
the saturation temperature before the remaining part, creating a momentary
maximum. The filament takes some time to reach the working regime, when
reaches a homogeneous temperature, the emission current reaches satura-
tion. After that point, a most stable behavior in the emission current is ex-
pected, which is translated into a charge per pulse more homogeneous. For
instance, a mean charge per pulse (nC) for 10 pulses in the saturation regime
of Fig. 5.8a is 1.59 with a standard deviation of 0.08, which is completely
different concerning the analysis performed in the first pulses in the pre-
saturation regime as shown in Fig. 5.7b and Table 5.1. Unfortunately, due
to the time that takes for the filament to reach the working regime, for higher
frequencies (Fig. 5.8c-g), it was not possible to observe the saturation regime
because of the ionization chamber interlock, which interrupts the acquisition.
Nevertheless, it is still feasible to postpone the LINAC interlock via software,
in order to conduct measurements with a higher dose-rate. For instance, re-
moving some interlock such as "d1 rst en, d1 relay, d2 rst en, d2 relay, etc",
however, by doing that modification the linac still interrupts the delivery be-
tween 18-25 pulses (1 Gy/pulse at isocenter) and 200 Hz due to hardwired
and cannot be removed through the normal software changes. Therefore, an-
other very risky possibility is to cut the signal from channels 1 and 2 from the
monitor chamber. Consequently, the LINAC ionization chamber interlock no
longer will tune or stop the delivery.
From that moment, the new device which will be able to stop and control
the acquisition will be the pulse counter. In the future, a most extensive test-
ing of the final prototype of the pulse counter is required, after soldering the
components (see Fig. 5.5b) to ensure its perfect operation. Importantly, once,
we are able to reach a higher dose-rate, after the complete deactivation of
the interlocks, the charge per pulse will be always constant, regardless of the
dose-rate.

5.3 Beam test at the Centro Pisano Flash Radio-

Therapy (CPFR)

5.3.1 From a modified IORT Linac to the ElectronFLASH Linac

Based on the experience of (Lempart et al., 2019), other researchers as (Fe-
lici et al., 2020) have also performed a series of modifications to a clinical
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accelerator to deliver an ultra-high dose rate, thus transforming an intra-
operative radiation therapy (IORT) Linac into a FLASH research machine.
The modified accelerator was an IORT NOVAC7 with four nominal electron
energies (3, 5, 7, and 9 MeV) that can reach a maximum dose-per-pulse of
up to 13cGy/pulse (average dose rate 39 Gy/min) with a pulse length of
about 2.5 µs. It is important to highlight that the pulse repetition frequency
of this accelerator is relatively low (5 Hz in clinical mode, up to 30 Hz in
service mode), and the dosimetric characterization was performed through
Gafchromic EBT3 radiochromic films. The transformation of the NOVAC7
accelerator into a FLASH machine is based on the modified collimation sys-
tem. It comprises passive applicators with different lengths mounted on the
accelerator’s head, as can be appreciated in Fig. 5.9. The length of the ap-
plicator determines the source-to-skin distance (SSD), therefore, a different
dose-per-pulse. The applicators consist of polymethylmethacrylate (PMMA)
cylinder tubes with 5 mm thick walls each and internal diameters reaching
up to 10 cm.
Of the four configurations used in this investigation of SSD for the energy se-
lected (7 MeV e-beam, the most used in the clinical practice): 100 cm, 50 cm,
7 cm, and 1.6 cm, only two showed a dose rate larger than 40 Gy/s. The max-
imum dose-per-pulse obtained in the four configurations were 0.03, 0.3, 3.9,
and 18.2 Gy for an SSD of 100, 50, 7, and 1.6 cm, respectively. In addition, it
was measured the depth deposition curve for the two configurations when it
reached the FLASH beams (7 cm and 1.6 cm). It was observed a difference in
the depth at the build-up in the two configurations due to different electron
spectra because the beam exiting the accelerating waveguide has a small but
significant low energy tail that not only degrades the beam but also makes it
difficult to perform a dosimetric characterization.
After this successful experience, Sordina IORT Technologies S.p.A (S.I.T)3 de-
veloped and built the Electronflash linear accelerators (it works only in elec-
tron mode), initially developed without a gun triode. The Electronflash accel-
erator developed can be installed in a standard radiotherapy bunker thanks
to its compact size (1.315 m x 2.131 m). Three versions were designed as fol-
lows, with two different electron energies each: 5 & 7 MeV, 7 & 9 MeV, and
10 & 12 MeV. The accelerator has an adjustable radiation field size between
1 and 12 cm in diameter by changing the collimation system mounted on the
accelerator’s head, the same procedure explained before for the NOVAC7.
It can reach a dose rate that can be adjusted between 0.1-1500 Gy/s with a

3www.soiort.com
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FIGURE 5.9: Four collimation configurations obtained acting
on Novac7 collimation system architecture. Picture taken from

(Felici et al., 2020).

reference field of 10 cm. For the small field size, the dose rate can reach up to
10000 Gy/s with a dose-per-pulse up to 40 Gy/pulse. In addition, the pulse
duration can be modified between 0.5 µs to 4 µs in steps of 0.5 µs. For non-
FLASH mode, only noise electrons are accelerated by the radiofrequency cav-
ities. The beam monitoring system consists of a non-invasive system through
current measurement for the fluence using toroidal inductors near the exit
window and the energy through a pick-up inside the resonant cavity. Two
main drawbacks were observed in the first version of this accelerator. The
first is that the parameters of interest are dependent on each other, e.g. dose
rate, dose per pulse and pulse duration cannot be varied on their own with-
out affecting the other parameters. This limits the type of studies that can be
performed. The second is that in non-FLASH mode, only noise electrons are
accelerated; therefore, the electron spectrum was slightly different from the
FLASH mode, which does not allow a proper comparison between the two
modes.
The upgrade version of this accelerator (see Fig. 5.10), was built with gun-
triode, like the one installed at the Centro Pisano Flash RadioTherapy (CPFR)
for 7 and 9 MeV. It is an improved version of its predecessor that can irradi-
ate in different conditions, for example, conventional and FLASH, without
changing the energy spectrum and the experimental configuration.



120 Chapter 5. Silicon Devices for Monitoring FLASH beams

FIGURE 5.10: ElectronFlash accelerator of 7 MeV and 9 MeV lo-
cated at the Centro Pisano Flash RadioTherapy (CPFR) in Pisa,

Italy.
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5.3.2 Experimental setup used in the beam test at CPRF

First tests of silicon sensor’s response in Ultra-High dose rate beams have
been performed at the ElectronFlash accelerator (EF) of the Centro Pisano
Flash RadioTherapy (CPFR) on 9 MeV electron beams.

FIGURE 5.11: Schematic of the wire bonding of the sensor
tested in UHDR. Additionally, the main characteristic of the de-

tector is described.

Fig. 5.11 shows the schematic of the wire bonding of the sensor selected for
testing in UHDR. A validated sensor type T of the MoVe-IT 2020 production
was chosen without implanting the gain layer in any strips. It was selected
W1-T1, which was previously measured in the laboratory and has an active
thickness of 45µm. All strips were found to have a breakdown above a re-
verse bias voltage greater than 300 V, therefore, having a perfect behavior.
The sensor was glued on a passive PCB board to bias the sensor and extract
the signal using the Channels J3, J2, and J1, connected to the strips, from top
to bottom: 2, 10, and 11, respectively. As mentioned previously, the strip di-
mension are: 0.55 mm width, 4 mm length, and 0.591 mm pitch.
The experimental setup used at CPFR is shown in Fig. 5.12. Measurements
were performed using a 3 cm and 4 cm diameter PMMA applicator in two
different days and the beam was crossing a 13 mm solid water slab before im-
pinging on the silicon sensor. The sensor was placed approximately 3.4 cm
from the solid water phantom. Ideally, the sensor is located at the build-up
but it was necessary to consider the air gap between the solid water phantom
and the sensor to retrieve the expected delivered dose. The three signals from
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the board (J1, J2, and J3) were readout by a Lecroy Digital Oscilloscope (Wa-
verunner 640Zi, up to 40 GSample/s, 4 Bandwidth) triggered by the "Beam
On" input signal. An additional experimental setup using the TERA08 chip
to read out the signal coming from one strip instead of the oscilloscope was
also used.

FIGURE 5.12: (a) Lateral view of the experimental setup used at
the Centro Pisano Flash RadioTherapy (CPFR). (b) Zoom out of
Fig. 5.12a. (c) Positioning of the sensor used at approximately
3.4 cm from the solid water phantom which was located at the
exit of the applicator (see Fig. 5.12a and Fig. 5.12b). The three
signals from the board (J1, J2, and J3, see Fig. 5.11) were readout
by a Lecroy Digital Oscilloscope (Waverunner 640Zi, up to 40
GSample/s, 4 Bandwidth) triggered by the "Beam On" input

signal.

5.3.3 Results & Discussion

It was observed saturation in the charge measured by the chip because in the
present configuration (splitting the signal among 64 channels) the chip only
handles a maximum instantaneous current of 256 µA, still lower compared
to the expected values in so intense beam. A very easy solution adopted to
increase the range of TERA chip is to extend the signal duration by connect-
ing between the output of the strip and the input of the chip, a RC circuit of
τ = 2 ms. The same approach is reported in the literature by other authors
(Kranzer et al., 2022). The linearity of the integrated charge over 10 pulses
in 1 Hz of frequency respect to the dose-per-pulse was verified. More details
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about these results are beyond the scope of this PhD thesis, as the main ob-
jective of this beam test was to test the silicon sensors for the first time, in
so intense beams. In Fig. 5.13. can be appreciated the charge produced in 4
µs(nC) vs. the expected delivered dose per pulse using a reverse bias volt-
age of 200 V. The measurements were taken in two different days. The three
strips of the sensor in both days showed a linear response reaching 4 Gy per
pulse (R2 ≥ 0.99) which was verified with a PTW FLASH diamond detector.
The charge produced on the sensor on the two different days, even using a
different applicator, demonstrates the reproducibility of the measurements,
showing the potential of silicon sensors for QA and/or real-time beam mon-
itoring for FLASH-RT. Additionally, the charge produced in silicon for dif-
ferent bias voltages and different pulse duration at different doses-per-pulse
was also investigated.

FIGURE 5.13: Charge produced in 4 µs(nC) vs. the expected de-
livered dose per pulse using a reverse bias voltage of 200 V. It
was obtained an rsquare ≥ 0.99 for all the cases. The measure-

ments were taken in two different days.
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Fig. 5.14 shows the overlap of several waveforms which corresponds to ac-
quisitions at different dose-per-pulse using a reverse bias voltage of 50 V and
200 V.

FIGURE 5.14: Example of several waveforms which corre-
sponds to acquisitions at different dose-per-pulse with a du-
ration of 4 µs using a reverse bias voltage of (a) 50 V. (b) 200 V.

In all the acquisitions presented in Fig. 5.14 the pulse duration was fixed to 4
µs, thus, for the case where signal duration was shorter than 4 µs (1.9 Gy and
2.4 Gy in Fig. 5.14a) the detector continues to be irradiated but the e/h pairs
created are no longer collected.

FIGURE 5.15: (a) Charge produced in 4 µs as a function dose
per pulse for different bias voltage. (b) Charge produced using
50 V (reverse bias voltage) for two different pulse duration; The

results refers to J1.

A possible explanation of this effect is the creation of an opposite electric
field that cancels the drift field, as a first approximation. Interesting, if we
integrate the pulse from the beginning to the decay point (marked with a
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gray circle) the measured charge is about 70 nC, which can be associated to
the finite conductivity of the material. Coincidentally, that value is more or
less the last point on the linear response in Fig. 5.15a for 50 V. The same
happens for 10 V and 100 V. By increasing the bias voltage, the electric field
inside of the silicon is higher and viceversa, therefore, the point in which the
curve start to saturate is shift, exactly it was found a quadratic dependence
between the bias voltage and that point. For that reason, in Fig. 5.14b it was
not observed a saturation due to the higher electric field. Additionally, it was
not found a dependence in the pulse duration as shown in Fig. 5.15b for a
reverse bias voltage of 50.
This effect of the saturation of the charge produced which has a dependence
with the electric field, need to be fully understood. The author encourages
further work in that direction making use for example of TCAD simulation
in order to study the electric field variation inside the silicon sensor as a func-
tion of the dose-per-pulse.
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Chapter 6

Conclusions and future
perspectives

This PhD thesis is focused on thin silicon sensor for beam monitoring in parti-
cle and FLASH radiotherapy. A production of thin silicon LGAD sensor seg-
mented in strips dedicated to beam monitoring application was produced at
FBK. The sensors type A were tested in laboratory before cutting at FBK and
after cutting at the Physics Department of the University of Turin, confirm-
ing that the cut did not affect the yield of the production. The static electric
test in the whole production proved that the MoVe-IT 2020 sensor production
was of very high quality. The width of the inter-strip dead region measured
in the sensors designed for counting was 80.8 µm, 22% larger than the dis-
tance of the gain layers, and has a small dependence on laser intensities. A
preliminary beam test at CNAO using a sensor type A showed good separa-
tion between signal and noise in the LGAD strip, which allows counting the
protons properly by selecting the optimal signal threshold.
In the beam test at Trento Proton Therapy Center (PTC) using a detector
prototype made of a telescope of two UFSD sensors (reading only one strip
per sensor) to measure the beam energy of a therapeutic proton beam with
ToF technique, a few hundred of keV of deviation from nominal energies
were achieved for all energies for 97 cm distance between the sensors, cor-
responding to <1 mm range, as clinically required. The promising results
demonstrate that UFSD could represent a viable option for new beam energy
monitors, potentially able to measure online the beam energy during irradi-
ation. New experimental setup based on the readout of 8 strips to increase
the sensitive area together with a new movement stage to increase the posi-
tioning precision was tested at CNAO. Indeed, in the measurements carried
out at CNAO using an update version of the telescope system, only 3 ener-
gies (59.43, 182.75, and 227.40 MeV) and 4 distances between sensors were
necessary to calibrate the system. For the calibration, it was used the self
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calibration approach, which is independent from any priori knowledge of
the values of nominal energy provided by the clinical facility. The obtained
offset was -51.48 ± 0.72ps. The time resolution shown a dependence on the
energy of the protons and the values were between 43 and 67 ps. For all the
energies and distances the error in measured the energy was within ±1 mm
(less than 0.5 MeV) in water ranges, therefore, within the clinical acceptable
accuracy. The most accurate results (±0.5mm) were for the largest distance
as previously obtained in PTC. Finally, even though for the lowest distance
the largest error was obtained, they are within the clinical acceptance mar-
gin, thus also that distance between detectors can be used to asses the beam
energy as well. It was highlighted the lowest distance, once in the future can
facilitate the construction of a device of small dimension, that can be useful
at the time of daily Quality Assurance procedures.
The preliminary tests of thin silicon sensors for single carbon ions detection
on clinical beams performed at CNAO (Pavia, Italy), shows very promising
results and preparing the groundwork for future development of a counter
and beam energy detector specifically developed for clinical carbon ions. In
fact, the time resolution reached was lower than 30 ps for the two energies
tested and for all the bias voltages. These values are comparable to the tem-
poral resolution obtained with LGAD, for protons.
A linear accelerator entirely dedicated to research underwent an upgrade of
charge per pulse for electron beam of 10 MeV. As a first approximation, a gain
of mean charge per pulse between normal and FLASH condition was about
100. It was observed a decreased gain in 5 consecutive test for 8.5 A, ranging
between 113 to 57. This effect was also observed by other authors (Lem-
part et al., 2019) in which in the first 10 minutes after a warm-up procedure
(3000–5000 MU delivery of a 6 MV photon beam), the output (Dose/Charge)
was high and stable. After that, the output began to drop and became more
unstable. The reason of this instability, the authors associated it to the de-
pendence upon the temperature and the functionality of some of the linac’s
components such as the magnetron, the gun, the accelerating waveguide,
and beam steering. However, some preliminary results presented by the au-
thors shown that by fine-tuning the resonance frequency of the accelerator
can solve those issues without any need of a warm-up procedure. Those
suggestions should be considered in the upcoming beam tests. Addition-
ally, the pulse stability was checked for various pulse frequencies for 8.5 A.
It was observed a pre-saturation peak due to the peripheral part of the fila-
ment reaches the saturation temperature before the remaining part, creating a
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momentary maximum. Unfortunately, due to the time that takes for the fila-
ment to reach the working regime, for higher frequencies, it was not possible
to observe the saturation regime because of the ionization chamber interlock,
which interrupts the acquisition. Furthermore, it was possible to control the
LINAC at pulse level very well, thanks to the pulse counter prototype, which
during my thesis I designed, simulated, and, tested. In the future, a most ex-
tensive testing of the final prototype of the pulse counter is required, after
soldering the components to ensure its perfect operation.
Initial tests on 9 MeV electron FLASH beams at the SIT ElectronFLASH Linac
installed at the Centro Pisano for Flash RadioTherapy (CPRF) have demon-
strated the potential of thin planar silicon sensors to monitor ultra-high dose
rate electron beams up to a few Gy/pulse. For reverse bias voltage lower
than 200 V, it was observed a saturation in the charge produced in the de-
tector. It has a dependence with the electric field. This phenomena need to
be fully understood. The author encourages further work in that direction
making use for example of TCAD simulation in order to study the electric
field variation inside the silicon sensor as a function of the dose-per-pulse.
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