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ABSTRACT  1 

Coffee cupping includes both aroma and taste, and its evaluation considers several different 2 

attributes simultaneously to define flavor quality therefore requiring complementary data from 3 

aroma and taste. This study investigates the potential and limits of a data-driven approach to 4 

describe the sensory quality of coffee using complementary analytical techniques usually available 5 

in routinely quality control laboratory. Coffee flavor chemical data from 155 samples were obtained 6 

by analyzing volatile (HS-SPME-GC-MS), and non-volatile (HPLC-UV/DAD) fractions, as well as from 7 

sensory data. Chemometric tools were used to explore the data sets, select relevant features, 8 

predict sensory scores and investigate the networks between features. A comparison of the Q 9 

model parameter and RMSEP highlights the variable influence that the non-volatile fraction has on 10 

prediction, showing that it has a higher impact on describing Acid, Bitter and Woody notes than on 11 

Flowery and Fruity. The data fusion emphasized the aroma contribution to driving sensory 12 

perceptions, although the correlative networks highlighted from the volatile and non-volatile data 13 

deserves a thorough investigation to verify the potential of odor-taste integration. 14 

 15 

 16 
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 INTRODUCTION 18 

The characteristics and sensory properties of coffee flavor are unique and of high appeal for 19 

consumers.1 The pleasure system includes different brain areas that are linked to emotional, 20 

memory-related, motivational and linguistic aspects of food evaluation that are, in turn, mediated 21 

by several sensory modalities and sub-modalities that contribute to flavor perception.1–3 22 

Flavor perception is therefore a complex sensation given by the interaction between aroma, 23 

perceived through the sense of smell [orthonasally and retronasally (food aroma)] and taste, 24 

perceived at the level of the oral cavity.3,4 However, the sense of smell often dominates flavor 25 

perception, and aroma active compounds can modulate taste intensity.1,3,5 Cross-modal interactions 26 

are therefore fundamental to delineating the hedonic profile of a food, and this has become a 27 

strategic route for industry in designing new food products and healthier formulations (e.g. with 28 

less salt or sugars).6–11 On the other hand, taste-active compounds may influence the release of 29 

volatiles and impact upon their actual concentration in the headspace.6 30 

The evaluation of coffee flavor is a key step of the production chain; from raw-material selection to 31 

the creation of new valuable blends. Coffee sensory quality is nowadays rated by cupping protocols 32 

that intrinsically satisfy the multimodal-perception concept. The sensory panel therefore plays a 33 

fundamental role in this respect.12 The cupping protocol is however time-consuming, requires 34 

properly trained and aligned professional panelists, and may suffer from subjectivity. The ever-35 

increasing consumption of coffee highlights the need for analytical techniques at supporting sensory 36 

panel evaluation in routine quality controls (QC) or formulation and design of new blends. Suitable 37 

instrumental methods should therefore: i) provide reliable information on coffee aroma and taste, 38 

including their possible interactions; ii) support a consistent prediction of key-sensory attributes in 39 

line with sensory panel outcomes; and iii) inform, at a molecular level, on the presence of key-40 

analytes patterns within a quality control laboratory routine. 41 
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Several analytical approaches and/or integrated strategies attempted, over the years, to combine 42 

the chemical composition of a product with its flavor profile13–22; however, to date, they have not 43 

replaced a sensory panel evaluation, especially in regulatory contexts where sensory quality concur 44 

to define labelling (e.g., extra-virgin olive oil22,23) or a commercial value (e.g., coffee13,15,17,18,21,24–26). 45 

The limited application of instrumental tools in the industrial context might be explained taking in 46 

consideration the breath and reliability – and thereby rate of success - of several approaches 47 

modelled on set of samples with low/limited representativeness or trained by a priori defined lists 48 

of targeted chemical variables15,19,24. Issues related to their applicability might therefore be related 49 

to the attempt of reducing the extremely complex phenomenon of sensory perception, triggered by 50 

multiple ligands (volatiles and non-volatiles) and modulated by their cross-modal interactions, to a 51 

few correlations (e.g., reductionist approach27) or to the adoption of spectroscopic/spectrometric 52 

technologies that have limited or not univocal “molecular resolution”. A further point is the natural 53 

and reasonable skepticism of quality control decision makers to abandon, or replace, a 54 

normalized/established protocol in favor of alternative procedures.  55 

In this context, modern omics disciplines dealing with food (sensomics28, flavoromics29 and food 56 

metabolomics30) can be of help suggesting more systemic approaches to the chemical interpretation 57 

of complex biological phenomena by untargeted investigations (e.g., integrationist approach27). 58 

Many research provides proof-of-evidence on the potential of applying omics workflows and 59 

concepts to identify “features patterns” (i.e. patterns of potential informative components) with 60 

high correlation to a biological output.31 Very recently, Nicolotti et al. 32 conceptually validated an 61 

“artificial intelligence smelling machine”, an analytical workflow based on sensomics, that attempts 62 

to simulate human olfaction by accurately define key-odorants patterns responsible of the aroma 63 

of a food.  64 
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Moreover, machine learning applied to fingerprinting and/or profiling technologies highlighted 65 

strong relationships and networking between aroma and flavor. In a meta-analysis study on various 66 

food aroma and flavor, Dunkel et al.28 evidenced several groups of odorants, validated by sensomics, 67 

with specific associations to odor notes, and showed that the networking of odor notes might open 68 

up possibilities in the exploration of these associations. Tromelin et al. 33 found potential similarities 69 

and links between odorant and odor spaces using a multivariate-driven approach on a large odorant 70 

database, while Wang et al.34 confirmed that odorant and non-odorant compounds interact in the 71 

expression of a perceived sensory attribute. Very recently, Guichard et al.35 investigated odor-taste 72 

networks in commercial multi-fruit juices using cheminformatics, and showed that network 73 

visualization link between odor (green, grass, vegetal) and taste (bitterness) descriptors had strong 74 

associations. Barba et al.36 demonstrated that odorants enhancing targeted taste perception might 75 

be exploited to modulate overall taste profile in foods and beverages.  76 

In this complex and intriguing scenario, starting by preliminary results obtained by applying omics 77 

principles to the modelling of specific coffee aroma notes15, this study is  a step forward in evaluating 78 

chromatographic fingerprints of volatile and non-volatile components as diagnostic signatures with 79 

strong correlation with selected taste and aroma attributes, i.e. bitterness, acidity, flowery, fruity, 80 

woody, and spicy. 81 

Moreover, fingerprinting is combined to machine learning, by partial least squares (PLS) algorithms, 82 

and extended to a comprehensive data matrix obtained by combining together peak features 83 

information deriving from volatiles and non-volatiles. PLS drives features selection toward those 84 

informative patterns capable of predicting sensory attributes and explaining correlations between 85 

them. Analytical platforms for fingerprinting were selected in light of routine control laboratories 86 

requirements for high batch-to-batch reproducibility, separation efficiency and confirmatory 87 

potentials. Selected coffee powders were analyzed for their volatile fingerprints by headspace solid 88 
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phase micro extraction followed by gas chromatography mass spectrometric detection (HS-SPME-89 

GC-MS), and for their non-volatile fingerprints from the corresponding brews analyzed by liquid 90 

chromatography with UV/DAD detection (LC-UV/DAD) to simulate the main phases of the cupping 91 

protocol according to the Specialty Coffee Association (SCA)37 that evaluates both smell and taste, 92 

and here used to describe samples sensory notes. 93 

 94 

MATERIALS AND METHODS 95 

Samples and chemicals 96 

Samples, consisting of roasted and ground coffees to suit a coffee-filter machine, were kindly 97 

supplied over a period of 24 months by Lavazza Spa (Turin, Italy). The grinder was a Superjolly 98 

grinder with a stepless micrometrical grinding adjustment by Mazzer ( Venice, Italy), the particle 99 

size average was: 425 µm ± 75 µm and percentages dust (% of particles below 100 µm): 13% ± 3%. 100 

Mono-origin samples from different countries were selected for their distinctive and peculiar 101 

sensory notes, they accounted for a total of 155 samples belonging to Coffea Arabica L. (Arabica,  102 

n= 85) and Coffea canephora Pierre ex- A. Froehner (Robusta, n= 70) species. Supplementary Table 103 

1 (Table S1) reports details on all analyzed samples. The roasting was carried out on a laboratory 104 

Probat BRZ2 drum roaster (Emmerich am Rhein, Germany) by applying optimized protocols. A 150 105 

g of coffee beans were roasted at 200°C for 8-12 min until reaching a color of 55°Nh (Neuhaus 106 

degrees) in line with the international standardization protocol for cupping (SCAA protocol).37 107 

Coffee color was carefully measured by ground-bean light reflectance, with a single-beam Neuhaus 108 

Neotec Color Test II instrument (Genderkesee, Germany) at a wavelength of 900 nm. Samples were 109 

roasted no more than 24 hours prior to cupping and left for at least 8 hours to stabilize as indicated 110 

by the protocol.37 111 
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The coffee brew for cupping and analysis was prepared from 18 g of coffee powder and 300 mL of 112 

water at 88-94°C with a commercially available coffee filter machine Xlong TSK-197A (Lavazza Spa, 113 

Turin, Italy). Two milliliters of brew were then filtered using a 0.2 μm 13 mm nylon membrane 114 

syringe filter (Agilent, Little Falls, DE, USA) and 20 μL were directly injected for LC-UV/DAD analysis. 115 

LC-grade acetonitrile (LC-MS grade) and formic acid (>98% purity) were obtained from Merck  while 116 

de-ionized water (18.2 MΩ cm) was obtained from a Milli-Q purification system (Millipore, Bedford, 117 

MA, USA).  118 

Cryptochlorogenic acid; 3,5-dicaffeoylquinic acid and 4,5-dicaffeoylquinic acid were obtained from 119 

Phytolab (Vestenbergsgreuth, Germany). Chlorogenic acid, neochlorogenic acid, 3,4-120 

dicaffeoylquinic acid, trigonelline and caffeine were obtained from Sigma Aldrich (Bellefonte, USA). 121 

Normal alkanes, ISTD (n-C13), dibutyl phthalate and reference compounds for identity confirmation 122 

of volatiles reported in Table 2S (a) were all from Merk (Milan, Italy). 123 

 124 

Sensory analysis of coffee samples 125 

Cup quality was assessed for several flavor attributes: Acid, Bitter, Flowery, Fruity, Spicy, and Woody 126 

by an external trained panel of six assessors. The intensities of each attribute were evaluated 127 

simultaneously on a scale from 0 to 10. The sensory data provided by the external panel had already 128 

been verified at the origin by the ANOVA analysis with a post-hoc test. Average scores from the 129 

panel were used for the investigated attributes.  130 

Coffee sensory properties were evaluated both by sniffing the powder and the brew obtained using 131 

the filter method, and by tasting aspiring the beverage into the mouth.37 This multistep protocol 132 

allows panelists to evaluate different attributes, with some being more closely linked to aroma 133 

(sensory notes like flowery, fruity, woody and spicy) and others more closely to taste (acidity and 134 

bitterness).  135 
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Volatile fingerprints: sampling and analysis conditions 136 

The fingerprint corresponding to the volatile fraction of coffee, including also aroma active 137 

compounds, was obtained on dry roasted and ground coffee powders by HS-SPME followed by GC-138 

MS analysis. SPME sampling was performed by a Combi-PAL AOC 5000 (Shimadzu, Milan, Italy) with 139 

a Polydimethylsiloxane/Divinylbenzene (PDMS/DVB) fiber of df 65 μm and 1 cm length from Merck 140 

(Bellefonte, PA, USA). Fiber selection was based on the results about profiles representativeness 141 

obtained in a previous study38 while its conditioning was performed as recommended by the 142 

manufacturer.  143 

Coffee samples (1.50 g of fine and homogeneous powder) were accurately weighed in headspace 144 

vials (20 mL) and immediately sealed after the operation. Headspace sampling was performed for 145 

40 minutes at 50°C vibrated at a constant speed. The internal standard was pre-loaded onto the 146 

fiber by sampling 5 L of a 1000 mg/L solution of n-C13 in dibutyl phthalate (DBP) placed in a 20 mL 147 

headspace vial kept for 20 min at 50°C at a constant speed. After sampling, the analytes were 148 

recovered via the thermal desorption of the fiber, for 5 min at 250°C, into the GC injector. All 149 

samples were analyzed in triplicate. 150 

Analysis was performed with a Shimadzu QP2010 GC–MS system equipped with Shimadzu GC-MS 151 

Solution 2.51 software (Shimadzu, Milan, Italy). Chromatographic conditions: injector temperature: 152 

250°C; injection mode: splitless; carrier gas: helium at a flow rate of 1 mL/min. Capillary column: 153 

SGE SolGelwax (100% polyethylene glycol) 30 m x 0.25 mm dc x 0.25 µm df (Trajan Scientific and 154 

Medical, Melbourne, Australia). Temperature program, from 40°C (1 min) to 200°C at 3°C/min, then 155 

to 250°C (5 min) at 10°C/min. MS conditions: ionization mode: EI (70 eV); temperatures: ion source 156 

at 200°C; transfer line at 250°C. Scan range: 35-350 m/z; scan speed 666 amu/sec.  157 
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Analytes identification was performed using linear retention indices (IT
S) and EI-MS spectrum that 158 

were either compared to those of authentic standards, to those collected in-house or in commercial 159 

libraries (Wiley 7N and NIST 14 Mass Spectral Data). 160 

 161 

Non-volatile fingerprint: analysis conditions 162 

The non-volatile fraction was analyzed using a LC-UV/DAD system, Model 1200 Agilent, Little Falls, 163 

DE, USA), equipped with a Spectra System UV Diode Array Detector 1100 series (Agilent, Little Falls, 164 

DE, USA). Data acquisition and data handling were performed by Chemstation LC 3D software 165 

Rev.3.03 01-SR1 (Agilent, Little Falls, USA). The LC column was a Platinum EPS C18 (250 × 4.6 mm, 166 

80A, 4 μm) (Alltech, Deerfield, USA).  167 

LC operative conditions: injection volume 20 μL; mobile phase: A: water/formic acid (999:1, v/v) B: 168 

acetonitrile/formic acid (999:1, v/v); flow rate, 1.0 mL/min. The gradient program was as follows: 169 

15% B for 7 min, 15-55% B in 20 min, 55-100% B in 25 min, 100% B for 2 min. Before re-injection, 170 

the LC system was stabilized for at least 5 min. The UV/DAD acquired within the wavelength range 171 

210-600 nm and at a 2.5 spectra/sec. Acquisition wavelengths were 276 and 325 nm.  172 

Compounds identity confirmation and putative identifications were carried out on a LC-MS/MS 173 

system consisting of a Shimadzu Nexera X2 unit equipped with a photodiode detector SPD-M20A 174 

connected, in series, to a triple quadrupole Shimadzu LCMS-8040 MS system equipped with an 175 

electrospray ionization (ESI) source (Shimadzu, Dusseldorf Germany).  176 

The separation column was an Ascentis Express C18 (15 cm x 2.1 mm, 2.7μm) from Supelco 177 

(Bellefonte, USA). Operative conditions: injection volume, 5 µl; mobile phases, A: water/formic acid 178 

(999:1, v/v), B: acetonitrile/formic acid (999:1, v/v); flow rate, 0.4 mL/min. Mobile-phase program: 179 

15% B for 7 min, 15-55% B in 3 min, 55-100% B in 1.5 min, 100% B for 1 min, total pre-running and 180 

post-running time 23 min. UV/DAD detection for profiles monitoring was set within the wavelength 181 
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range 220-450 nm. MS operative conditions were as follows: heat-block temperature: 200°C; 182 

desolvation line (DL) temperature: 250°C; nebulizer gas flow rate: 3 L/min; drying gas flow rate: 15 183 

L/min. Mass spectra were acquired both in positive and negative full-scan modes over the 100-1000 184 

m/z range at an event time of 0.5 sec. Product Ion Scan mode (collision energy: - 35.0 V for ESI+ and 185 

35.0 V for ESI-, event time: 0.2 sec) was applied to compounds for which a correspondence between 186 

the pseudomolecular ions [M+H]+ in ESI+ and [M-H]- in ESI- had been confirmed.  187 

 188 

Data Processing 189 

Data sets (Sensory scores, GC-MS and LC-UV/DAD fingerprints) were explored by Principal 190 

Component Analysis (PCA) followed by Multiple Factorial Analysis (MFA). This statistical tool enables 191 

to investigate the relationships between chromatographic fingerprints from the two analytical 192 

platforms and to compare them with the sensory data. Features selection for each data set, related 193 

to the sensory note, was performed using VIP>1 (variable importance in projection) from Partial 194 

Least Square-Discriminant Analysis (PLS-DA) on samples that were suitable to minimize and 195 

maximize the sensory notes expression. This procedure was used to select peak features that were 196 

either used afterword to model, by PLS regression, single perception modalities (i.e., aroma or taste) 197 

or flavor in toto by combining the two data set (i.e., volatiles and non-volatiles fingerprints. Data 198 

elaboration was performed using XLSTAT statistical and data analysis solution software (version 199 

2020.1.3 - copyright Addinsoft 2020).  200 

Raw analytical data representing the chromatographic fingerprints of volatiles and non-volatiles 201 

were pre-processed, as shown in the work-flow of Figure 1, via the temporal alignment of 202 

chromatograms and background noise subtraction. This pre-processing was made with Pirouette 203 

software ver. 4.5 (Infometrix, Inc., Bothell, WA, USA). Raw signals (GC and LC) were converted into 204 

an array X (I × J) where I corresponds to detector intensities and J to corresponding retention times. 205 
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Replicated analyses were treated independently. Therefore, each analytical platform provided a 206 

tensor that included raw signals arrays for all the analyzed samples.39,40 The output was a table 207 

listing, in the columns, all detected features together corresponding response and rows reporting 208 

sample analytical replicates. A response threshold was set to filter out noise peaks, it corresponded 209 

to 3 times the standard deviation of signal-to-noise ratio (S/N) values sampled at different time 210 

points with both techniques. The S/N for GC-MS was set at 15 and for LC-UV/DAD at 8 and 10 211 

respectively for 276 and 325 nm. 212 

Data then underwent unsupervised multivariate analysis to highlight, if present, diagnostic patterns, 213 

and were next treated with supervised methods (PLS-DA) to select features that were most related 214 

to each sensory attribute. Selected features were then used to evaluate the ability to predict sensory 215 

scores for the investigated attributes using PLS models.41 The instrumental data from both the 216 

volatile and non-volatile fractions were first independently elaborated, and then combined/fused 217 

in a single data matrix to investigate their contribution and/or ability in predicting selected sensory 218 

attributes. 219 

The models based on HS-SPME-GC-MS fingerprint, on HPLC-UV/DAD fingerprint and those obtained 220 

by elaborating the fused data, were evaluated and compared on the basis of their model quality 221 

index (Q2), Coefficient of Determination (R2) and the Root Mean Squared Error Cross-Validation 222 

(RMSECV) and Prediction (RMSEP). The model quality index (Q2) measures the global goodness-of-223 

fit and the predictive quality of the analytes used in the model (volatiles, non-volatiles and data 224 

fusion). The maximum value of Q2 is equivalent to the most stable model. The Coefficient of 225 

Determination of the model (R2) indicates the proportion of variability in the dependent variable 226 

(sensory score) explained by the model, and ranges between 0 and 1; the closer R2 is to 1, the better 227 

the model. The main issue with R2 is that it does not take into account the number of variables used 228 

to fit the model. This limit has been overcome by the Adjusted R2. The number of variables used to 229 
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develop the model is important since the number of unnecessary variables penalizes the model; 230 

unlike R2, Adjusted R2 is sensitive to these penalties. Adjusted R2 can be calculated using the 231 

following equation: 232 

 233 

Adj𝑅2 = 1 − (1 − 𝑅2) ×
𝑛−1

𝑛−𝑝
 234 

 235 

where R2 is the determination coefficient of the model, n and p are the numbers of observations 236 

and variables used to fit the model, respectively. The differences between the predicted values and 237 

those measured is given by the Root Mean Squared Error (RMSE), which determines the average of 238 

the squares of the errors or deviations. The error calculated in the cross-validated data is known as 239 

root mean squared error in Cross Validation (RMSECV), while the value calculated in the prediction 240 

data is the root mean squared error in prediction (RMSEP). 241 

 242 

𝑅𝑀𝑆𝐸𝑃 = √
∑ (𝑦𝑖 − �̂�𝑖/𝑖)2𝑛

𝐼=1

𝑛
 243 

 244 

𝑦𝑖 is the experimental response and �̂�𝑖/𝑖 is the response predicted by the regression model, where 245 

𝑖/𝑖 indicates that the response is predicted by a model that was estimated when the  𝑖 − 𝑡ℎ sample 246 

was left out from the training set. 42 247 

 248 

RESULTS AND DISCUSSION 249 

This section mainly focuses on the chromatographic fingerprinting approach and on its correlation 250 

to sensory data. 251 

 252 
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Exploring data matrices  253 

Data exploration was, at first, performed using Principal Component Analysis (PCA) on volatiles and 254 

non-volatile fingerprint features, treated independently. Each sample (observation) was described 255 

by all of the features detected above the fixed S/N threshold (variables).  256 

Results are illustrated in Figure 2A and 2B, which show the distribution of the samples over the two 257 

PCs, that were able to cover more than 50% of the total variance of the data matrix [68% for volatiles 258 

(Figure 2A) and 53% for non-volatiles (Figure2B)]. In both cases, good separation can be observed 259 

between the Arabica (Blue) and Robusta (Green) samples, suggesting that both chemical fractions 260 

provide a similar contribution to sample discrimination.38  261 

Multiple Factor Analysis (MFA) was then used to compare the three different data matrices: 262 

chemical fingerprints (volatiles and non-volatiles) and the sensory data related to the seven sensory 263 

notes considered (i.e., Acid, Bitter, Flowery, Fruity, Woody and Spicy).  264 

MFA proceeds in two steps: i) first it computes a PCA of each data table, and ‘normalizes’ each data 265 

table by dividing all elements by the first singular value obtained from its PCA; ii) secondly, all 266 

normalized data tables are aggregated into a single data table that is then analyzed via a (non-267 

normalized) PCA, which provides a set of factor scores for observations and loadings for the 268 

variables.43 The results, displayed by filtered group (by origins) for better visualization, are reported 269 

in Figure 2C, which shows how volatiles (conventionally indicated in the figure as Ar) and non-270 

volatiles (conventionally indicated in the figure as Ta) for the different samples have quite similar 271 

branches. RV correlation coefficients, shown in Table 1, indicate to what extent the distribution of 272 

the tables/variables are related two-by-two, reflecting the amount of variance shared from the 273 

tables. The more correlated the variables are, the higher the RV coefficient is (variation range 0-1). 274 

The mutual correlation between volatiles and non-volatiles was 0.921, between sensory data and 275 

non-volatiles it was 0.505, while for sensory data and volatiles it was 0.549 (Table 1).  276 
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These data suggest a possible relationship between chemical fingerprints, although the correlation 277 

is not particularly high. Results confirm what already reported in the literature; i) the volatiles have 278 

an important role in the definition of the coffee sensory profile; and ii) volatiles, including aroma 279 

active compounds, better correlate with sensory features than non-volatiles, including taste active 280 

compounds.3,5,44  281 

The correlation values (MFA values) reported in Table 1 indicate that the multicollinearity between 282 

the information provided by the chemical fingerprints and the sensory analysis is weak, while 283 

suggesting that they both contribute to the definition of the overall coffee flavor and that no aspect 284 

can fully be ignored. 285 

The next sections focus on the workflow that was adopted to develop a predictive model for the 286 

Bitter note. In particular, the information provided by volatiles and non-volatiles fingerprints 287 

independently or combined together will be explored. The Bitter note was also taken as a test bench 288 

because of its relevance in the hedonic profile of the coffee brew. The adopted strategy was then 289 

also applied to all other sensory notes considered.   290 

 291 

Bitter flavor evaluation: chemical components-selection strategy 292 

Bitter and acid notes are typically perceived as taste attributes. Bitter was here chosen as model 293 

note to explore how the volatile, non-volatile fraction or combined data, might correctly describe 294 

the bitter-score in prediction. The objective is to understand whether a traditional taste attribute 295 

can be (more) correctly described by combining chemical data from both taste-active and odor-296 

active features.  297 

The features that were highly correlated to the expression of high and low Bitter notes were first 298 

selected by PLS-DA. This step was applied to volatile and non-volatile data sets separately, and later, 299 

to the fused data matrix. Figure 3 shows the chromatographic fingerprints resulting from GC-MS 300 
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(volatiles Figure 3A) and LC-UV/DAD (non-volatiles Figure 3B). The grey lines indicate the retention 301 

times of the most relevant features designated by PLS-DA.  302 

The values for the Variable Impact on Projections (VIP) were used as a filter parameter, as VIP 303 

coefficients reflect the relative importance of each X variable in the prediction model. A cut-off of 1 304 

and a non-zero standard deviation (SD) were used to select features. Figures S1A and S1B in 305 

supporting information show the results for volatiles, while Figures S1C and S1D indicate those for 306 

non-volatiles, treated independently.  307 

The prediction models were then developed by applying a PLS regression algorithm to the selected 308 

Bitter-related features. 309 

150 samples were used to build up the regression model, 20 of them were randomly employed as 310 

a validation set, and 30 were excluded from the training set and adopted as an external test set. A 311 

comparison of the PLS regression model parameters is reported in Table 2. The results unexpectedly 312 

suggest that the data from the volatiles and from the fused data matrix (volatiles + non-volatiles) 313 

show a similar behavior in the description of the Bitter note. Although the fingerprinting of non-314 

volatiles was obtained by applying selected wavelengths characteristic of bitter-related chemicals 315 

(i.e. caffeine, trigonelline and chlorogenic acid derivatives), it provided less information than 316 

volatiles alone (see both the Q2 and coefficient of determination (R2) values in Table 2). This is 317 

probably due both to other inferences in the description of this note, and to the partial (not 318 

comprehensive) fingerprinting of the non-volatile fraction by LC-UV.  319 

 320 

Bitter-related components in the volatile fraction: informative volatiles and aroma-active 321 

compounds  322 

The volatile fraction provided information that is useful to characterize the bitter-note signature in 323 

the analyzed samples. Further MS and retention data investigation into Bitter-related features led 324 
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to the identification of several aroma-active compounds, including: pyrazines (1-325 

methylethenylpyrazine (Ar6), 5-Methyl-6,7-dihydro-5H-cyclopentapyrazine (Ar24), 2-n-propyl 326 

pyrazine (Ar28), 2,3-dimethylpyrazine (Ar32), 2-methyl-5H-6,7-dihydrocyclopentapyrazine (Ar25), 327 

2,3-dimethylpyrazine (Ar32), 2-ethyl-3,5-dimethylpyrazine§ (Ar39)); phenols (4-ethylguaiacol§ 328 

(Ar46), 4-vinylguaiacol§ (Ar48), guaiacol§ (Ar66)); 2-phenylethanol (Ar55); 1-H-pyrrole (Ar8); 2-329 

furanmethanethiol§ (Ar17); furfuryl methyl sulfide (Ar63); and furfuryl pyrrole (Ar65). 330 

Supplementary Table 2S lists the identified Bitter-related volatiles together with their odor quality, 331 

experimental and tabulated ITs, MS similarity match with the reference spectra from commercial 332 

databases and/or pure standards. Several analytes (§) are coffee key-aroma compounds, as 333 

indicated by Blank et al. 45. Interestingly, these compounds are described as earthy, roasty, burnt 334 

and phenolic, but none of them was directly related to bitterness. Nevertheless, Barba et al. 36 335 

suggested that 8% of the panelists associated furfural with the description Bitter taste, although it 336 

is conventionally reported as bready and caramellic. Moreover, in a study on fruit juices, Guichard 337 

et al.35 observed that an enhancing effect on Bitter perception was triggered by a correlative pattern 338 

of non-Bitter-eliciting odorants, such as ethyl-2-methyl and 2-ethylbutanoate, -decalactone, 339 

furfural, allo-ocimene, butyl-acetate, β-myrcene and pentanoic acid. These authors stated that 340 

odorants that enhance a target-taste perception may be exploited to modulate the overall taste 341 

perception in foods and beverages.  342 

 343 

Bitter-related chemicals in the non-volatile fraction: informative analytes and taste-active 344 

compounds 345 

The non-volatile fingerprints were elaborated using the same strategy as for the volatiles (see 346 

section above). Model performance is reported in Table 2, and confirmed the existing positive 347 

correlation between the Bitter note and some chemical features detected by LC-UV/DAD. Bitter-348 
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related chemicals were then identified (or putatively identified) using post-hoc LC-MS/MS 349 

analysis.46–48 350 

Peaks with a maximum of absorption at 325 nm are characterized by pseudomolecular ions at 337 351 

m/z and 335 m/z, in the ESI+ and ESI- acquisition modes, respectively, with diagnostic fragments at 352 

163 m/z (ESI+) and 161 m/z (ESI-) that correspond to the caffeic acid moiety with a loss of a water 353 

molecule, and that can be putatively identified as caffeoylquinic lactones. Similarly, peaks with 354 

characteristic UV-absorption maxima at 323 nm and 310 nm can tentatively be attributed to 355 

feruloylquinic acid isomers and coumaroylquinic acid, respectively. This is confirmed by the 356 

presence of pseudomolecular ions at 369 m/z (ESI+) and 367 m/z (ESI-) for feruloylquinic acid, and 357 

at 339 m/z (ESI+) and 337 m/z (ESI-) for coumaroylquinic acid and other diagnostic fragments, as 358 

reported by Martini et al. 201749 (Figure 2S). 359 

Table S3, in supporting information, lists the identified bitter-related non-volatiles together with 360 

their retention times, λ-max, molecular weight, molecular ions and MS/MS data.  361 

Some of the most relevant components are two feruloylquinic acid isomers (FQA – Ta6, Ta18), three 362 

caffeoylquinic lactone isomers§ (CQL – Ta11, Ta10, Ta13), one feruloylquinic acid isomer§ (FQA–363 

Ta10), 3,4 and 4,5 dicaffeoylquinic acid (diCQA-Ta21, Ta25) and caffeine§ (Ta14) (Figure 3B and Table 364 

S3 in supporting information). Most of these (§) were already associated to the Bitter note by 365 

Hofmann et al.47,50,51, although, rather surprisingly, here caffeoylquinic acid isomers (CQAs-Ta3, 5, 366 

7) and trigonelline (Ta2) were not strongly correlated to Bitter. Moreover, although to a different 367 

extent, the heat map in Figure 4 shows that most of the identified taste active compounds were 368 

positively correlated with volatiles related to Bitter (Ar6, 8, 17, 24-25, 32, 39, 44-48, 55, in light 369 

green). In this figure, the Pearson’s correlation matrix between volatiles (Ar) and non-volatiles (Ta) 370 

at 5% of confidence level is visualized in a green-to-red color scale, with the colors ranging from 371 
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light green ρ=+1 to red ρ=-1. Most of the targeted compounds in Table S3 increase with the same 372 

trend in the most bitter samples, albeit with different magnitudes.  373 

 374 

Bitter evaluation: performance evaluation of data-fusion strategy 375 

This paragraph investigates the possible gain in explanatory and predictive power when chemical 376 

information from volatiles and non-volatiles are combined together in developing models. GC and 377 

LC analyses are partly complementary, in terms of compounds analyzed, and the combination of 378 

the data sets may be more informative by revealing, for instance, possible associations between 379 

volatiles and non‐volatiles (Figure 3).  380 

As flavor perception derives from the interaction between aroma and taste, the combination of the 381 

information provided by the two different fractions was expected to increase the performance of 382 

the predictive model. The regression model to predict the scores of the Bitter sensory attribute was 383 

built from the fused data matrix (GC and LC data), without a preliminary selection of variables from 384 

the PLS-DA of the single approaches, and by re-submitting the fused data set to the work-flow 385 

established for each single analytical technique. The performance of the fused data matrix 386 

regression model was in line with those obtained using fingerprint data from volatile and non-387 

volatile models (Table 2). Data fusion did not improve the overall prediction quality of the model 388 

(Q2 in bold in Table 2), the error in the cross-validation set (RMSECV), nor the prediction of the 389 

external test set (RMSEP). Results showed that the model had better prediction quality than the 390 

non-volatile fraction alone, but worse than that of the volatile fraction alone. The non-volatile 391 

fraction did not add information to better understand the perception while volatiles alone had 392 

better performances even to model a taste perception. Although the coffee non-volatile fraction 393 

analyzed is not fully representative, nevertheless the considered non-volatile markers are well-394 

established sensory quality marker in routine controls. 46,47,50,51,52 The volatile fraction possibly have 395 
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an actual influence in driving the description of this sensory attribute.53,54 This possibility, together 396 

with the correlation pathways between volatiles and non-volatiles, deserves much more in-depth 397 

investigation.  398 

 399 

Investigation of the integrated approach into all sensory notes 400 

The data-elaboration workflow, validated on the Bitter note, was also used to investigate the other 401 

flavor attributes, and to understand to which extent the two chemical fractions (single or combined) 402 

play a role in sensory-quality description. Table 2 summarizes the performance of the models in 403 

predicting sensory scores.  404 

The Q2 values clearly indicate that the non-volatile fraction had a differential impact on the 405 

prediction models. Non-volatiles showed better performance for Acid, Spicy and Woody notes than 406 

for Flowery and Fruity notes. This trend was also confirmed by the R2 values, which were higher in 407 

Acid, Spicy and Woody notes. 408 

The behavior of RMSECV slightly differed; these values were in compliance with the previous 409 

observations on Bitter only, for the Acid note, and less evident for the others. The non-volatile 410 

fraction was expected to have a lower impact on Fruity and Flowery notes since these notes are 411 

considered to be closer to aroma attributes, and the associations with components detected using 412 

the adopted analytical method have not yet been found.55 413 

As a general consideration, most of the notes (with the exception of Spicy) showed better 414 

performance when the predictive model was based on volatile features (Table 2), suggesting a 415 

better agreement between HS-SPME-GC-MS data and sensory scores within the investigated sample 416 

set.  417 

The results of the fused data bring to three different scenarios: 418 
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- Acid and Woody notes: the models on fused data showed acceptable performance (Q2 419 

around 0.7, R2>0.8 and a RMSECV lower than 1). Their overlap with the results of the PLS 420 

models, which were developed using volatiles data alone, suggests that the non-volatiles 421 

provides a negligible contribution into the flavor note description. 422 

- Flowery and Fruity notes: the performance of the models based on fused data were worse 423 

than that based solely on volatiles. As expected, here volatiles provide meaningful and 424 

consistent information than the fused-data sets. Non-volatiles increase the noise and act as 425 

confounding elements.  426 

- Spicy note: the performance of the fused data model is slightly better than that obtained 427 

from the single fractions. The most significant improvements were observed in the Q2 and 428 

RMSECV values. This result is supported by the fact that some key spicy volatile compounds 429 

(mainly phenolics, such as guaiacoles) originated from the thermal degradation of 430 

chlorogenic acids (i.e. those detected in HPLC analyses)56 monitored on the LC-UV/DAD 431 

fingerprints.  432 

- The low model stability registered for Flowery, Fruity and Spicy notes might be linked to the 433 

unbalanced distribution of the samples within the training set; the number of samples with 434 

low scores for these notes was much higher than that for samples with high scores. This 435 

unbalanced sample distribution makes the use of PLS algorithm challenging, and requires 436 

suitable algorithms to better follow data evolution. The optimization of regression, via a non-437 

parametric algorithm on volatile data, might improve prediction ability of the models for 438 

these sensory attributes.57 439 

These results show that the screening carried out with two different analytical platforms routinely 440 

used in quality control laboratories have a complementary role but with different relevance in 441 

describing coffee sensory quality. While MFA suggests the existence of a certain orthogonality 442 
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between volatile and non-volatile data, the regression models highlight the key role played by the 443 

volatile fraction, and therefore of the aroma, in the sample sensory characterization. The 444 

performance of the PLS models, built up with the fused fingerprints, is comparable to that obtained 445 

from HS-SPME-GC-MS. These correlative results were already sensorially confirmed by some 446 

authors, who have reported that flavor perception, in all its aspects, is mostly linked to aroma 447 

composition and impact.1,3,5 These observations, together with the good results obtained in the 448 

definition of Acid and Bitter notes (considered as “typical taste notes”) from the volatile data, make 449 

it possible to hypothesize that the analysis of the volatile fraction may be sufficiently representative 450 

to delineate coffee flavor, and provide reliable chemical fingerprints that can be associated to some 451 

sensory notes, including those typical of taste. Moreover, the correlative results highlighted from 452 

the volatile-non volatile fused data deserves a thorough investigation to verify the potential of odor-453 

taste integration. 454 

The reported correlative patterns indicate that the integrated approach can successfully be used as 455 

a complement to sensory analysis, in particular to design coffees with specific flavor profiles. 456 

As a general consideration, the success in the development of these methods requires a high 457 

consistency and alignment of the sensory panel in products evaluation, since subjectivity in data 458 

collection can influence the development of the mathematical model for scores prediction. 459 

However, the natural variability of the coffee matrix and its complexity makes difficult to achieve a 460 

good representativeness for all commercial coffees treated at the industrial level.  461 

To make more robust and reliable instrumental tools for sensory prediction, a huge amount of data, 462 

both from sensory profiling and chemical fingerprinting, are necessary. Modern artificial intelligence 463 

algorithms might be of help to simulate human skills but training data should match with the actual 464 

complexity of the phenomenon of multimodal flavor perception.  465 

 466 
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Supporting Information 467 

In supporting information are reported the PLS-DA results on volatiles and non-volatiles in Figure 468 

S1, LC-DAD-MS signals in Figure S2. The list of the coffee origins and species investigated are 469 

reported in Table S1. Bitter-related volatile and non-volatile compounds, identified or tentatively 470 

identified with the workflow proposed, are displayed respectively in Table S2 and S3.  471 

This material is available free of charge via the Internet at http://pubs.acs.org. 472 
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Figures captions 662 

Figure 1 Work-flows of chemical and sensory data treatment.  663 

 664 

Figure 2 The score plots obtained from the PCA of Volatiles (A) and Non-volatiles (B) data 665 

respectively and (C) Coordinates of projection points from Multiple factor analysis (MFA). Legend 666 

(C): B, C, J, U, In, Id, K, P indicate coffee origins; Se: sensory data; Ar: aroma data (volatile fraction 667 

by HS-SPME-GC-MS); Ta: taste data (non-volatile fraction by LC-UV/DAD). 668 

 669 

Figure 3 HS-SPME-GC-MS of coffee powder (A) and an LC-UV/DAD coffee brew (the wavelengths 670 

were set at 276 and 325 nm) (B), fingerprints of a coffee sample with high bitter notes. Grey bars 671 

show features that were related to the bitter note and subjected to identification with ITs, MS 672 

commercial libraries and/or pure standards, or that were putatively-identified by LC-MS. 673 

 674 

Figure 4 Pearson’s correlation matrix of volatile (Ar) and non-volatile (Ta) fractions represented by 675 

a heat map, color scale from light green ρ=+1 to red ρ=-1, confidence level 5%. 676 

 677 



 

 

Table 1 Multiple factor analysis results and RV correlation coefficients. 

 

 

 

 

 

 

 

 

 

 

 

  

 
Volatiles 

(Ar) 

Non-volatiles 

(Ta) 

Sensory 

(Se) 

MFA 

Volatiles (Ar) 1.000 0.921 0.549 0.951 

Non-volatiles (Ta) 0.921 1.000 0.505 0.934 

Sensory (Se) 0.549 0.505 1.000 0.748 

MFA 0.951 0.934 0.748 1.000 
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Table 2 Comparison of the parameters of the PLS-regression models, in validation and prediction, 

that were obtained using aroma and taste, singularly, and data fusion (Volatiles+Non-Volatiles) for 

the six investigated notes. Models are built with specific selected features that were derived from 

PLS-DA analysis carried out on each sensory attribute following the strategy described in relative 

sections. 

 

PLS model performance 
   

Bitter Volatiles Non-volatiles Fused data 

n°variables 22 14 39 

Q2 0.742 0.666 0.692 

R2 0.892 0.810 0.888 

RMSECV 0.579 0.659 0.575 

RMSEP 1.073 0.929 1.120 

Acid    

n°variables 22 10 26 

Q2 0.723 0.450 0.703 

R2 0.829 0.636 0.825 

RMSECV 0.594 0.854 0.605 

RMSEP 0.898 1.069 0.875 

    
Flowery    

n°variables 20 14 27 

Q2 0.223 0.199 0.099 

R2 0.585 0.498 0.597 

RMSECV 0.806 1.042 0.847 

RMSEP 0.972 1.067 1.020 

    
Fruity    

n°variables 19 16 39 
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Q2 0.158 0.184 0.033 

R2 0.607 0.508 0.786 

RMSECV 0.814 0.922 0.619 

RMSEP 0.615 0.610 0.876 

    
Spicy    

n°variables 22 16 32 

Q2 0.320 0.331 0.458 

R2 0.709 0.720 0.823 

RMSECV 1.063 1.051 0.821 

RMSEP 1.066 0.971 1.217 

    
Woody    

n°variables 23 9 37 

Q2 0.708 0.472 0.706 

R2 0.879 0.714 0.885 

RMSECV 0.798 1.228 0.782 

RMSEP 0.920 0.948 1.129 
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Figure 1  
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Figure 2  
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Figure 3  
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Figure 4  
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