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We study the logical semantics of an untyped λ-calculus equipped with operators
representing read and write operations from and to a global store. Such a logic consists of
an intersection type assignment system, which we derive from the denotational semantics
of the calculus, based on the monadic approach to model computational λ-calculi.
The system is obtained by constructing a filter model in the category of ω-algebraic lattices,
such that the typing rules can be recovered out of the term interpretation. By construction,
the so-obtained type system satisfies the “type-semantics” property and completeness.
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1. Introduction

The problem of integrating non-functional aspects into functional programming languages goes back to the early days of
functional programming; nowadays, even procedural and object-oriented languages embody more and more features from
declarative languages, renewing interest and motivations in the investigation of higher-order effectful computations.

Since Strachey and Scott’s work in the 60’s, λ-calculus and denotational semantics, together with logic and type theory,
have been recognized as the mathematical foundations of programming languages. Nonetheless, there are aspects of actual
programming languages that have shown to be quite hard to treat, at least with the same elegance as the theory of recursive
functions and of algebraic data structures; a prominent case is surely side-effects.

Side-effects and monads. Focusing on side-effects, the method used in the early studies to treat the store, e.g. [26,44,48]
and [42], is essentially additive: update and dereferentiation primitives are added to an (often typed) λ-calculus, possibly
with constructs to dynamically create and initialize new locations. Then, a posteriori, tools to reason about such calculi are
built either by extending the type discipline or by means of denotational and operational semantics, or both.

The introduction of notions of computation as monads and of the computational λ-calculus by Moggi in [34] greatly
improved the understanding of “impure”, namely non-functional features in the semantics of programming languages, by
providing a unified framework for treating computational effects: see [46,47], the introductory [13], and the large body of
bibliography thereafter; a gentle introduction and further references can be found e.g. in [27]. The key idea is to model
effectful computations as morphisms of the Kleisli category of a monad in [34], starting a very rich thread in the investi-
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gation of programming language foundations based on categorical semantics, which is still flourishing. The methodological
advantage is that we have a uniform and abstract way of speaking of various kinds of effects, and the definition of equa-
tional logic to reason about them. At the same time computational effects, including side-effects, can be safely embodied
into purely functional languages without disrupting their declarative nature, as shown by Wadler’s [46,47] together with a
long series of papers by the same author and others.

Monads alone model how morphisms from values to computations compose but do not tell anything about how the
computational effects are produced. In the theory of algebraic effects [38,39,37], Plotkin and Power have shown under which
conditions effect operators live in the category of algebras of a computational monad, which is equivalent to the category
of models of certain equational specifications, namely varieties in the sense of universal algebra [30].

The calculus λimp and its intersection type system. Initiating with [22], we have approached the issue of modeling effects in
an untyped computational λ-calculus, studying its operational semantics by introducing a reduction relation and a syntac-
tical convergence predicate characterized by an intersection type assignment system. Here we shall refer to such a calculus
as the computational core, denoted λ©.

Intersection types are an extension of the Curry type assignment system which are a form of polymorphism in two
senses. First, terms and types are distinct entities and the same term can have (infinitely) many types (see e.g. [31],
Chap. 12); second intersection types embody a form of ad hoc polymorphism, where if M has both type σ and τ then
M : σ ∧ τ , and such a conjunction can be among semantically unrelated types.

The issue of using intersection types for λ© is motivated by the ad hoc polymorphic type’s ability to capture behavioral
properties of terms such as weak and strong normalization and, simultaneously, bridge denotational and operational seman-
tics via the concept of filter models. The fact that λ-models can be built by taking the set of filters of types generated by
suitable subtyping relations substantiates the claim that intersection types are the logical semantics of the λ-calculus, with
tremendous consequences in the study of the calculus itself and of its variants: see the recent survey [10]. Our aim is to
extend the theory of intersection types and filter models to λ© and to the computational λ-calculi in general.

The approach in [22] is limited to a pure calculus without constants, where the unit and bind operations are axiomatized
by the monadic laws from Wadler’s [47]. In [24] we add to the calculus syntax denumerably many operations get� and set� ,
indexed over an infinite set of locations, to access a global store. The resulting calculus, called λimp , is equipped with
operational semantics and an intersection type assignment system which is shown to enjoy the fundamental properties
of intersection types in the case of the ordinary λ-calculus; in particular, we show that the typings are invariant both by
reduction and by expansion of the subject, and we characterize convergent terms by their typings.

The price we pay in [24] for such results resides in the complexity of the type assignment system, which involves four
kinds of types and four subtyping relations defined by mutual induction. The main goal of the paper is to illustrate how a
type assignment system can be derived out of the denotational semantics of a calculus; this is especially challenging in the
case of λimp as well as for computational λ-calculi involving effects and algebraic operations.

From the denotational semantics to the type assignment system. Following Moggi [33], λimp can be modeled into a domain
D satisfying the equation D = D −→ T D , clearly reminiscent of Scott’s D = D −→ D reflexive object, where T is instantiated
to S, a variant of the state monad in [34], called the partiality and state monad in [21,27]. The object part of the functor
S is defined as SX = S −→ (X × S)⊥ , where S is a suitable domain of states which we define as the (partial) stores over a
domain D such that D ∼= D −→ SD in a suitable category of domains, for which we take ω-Alg, the category of ω-algebraic
lattices and Scott continuous maps.

The actual choice of the monad S which determines the domain D above, although relevant to obtain the results in [24],
is immaterial w.r.t. the subsequent steps in our construction, that can be easily adapted to other variants of the semantics
of λimp and of similar calculi. Indeed, the method we follow would apply to any extension of λ© and to variants of the
ordinary untyped λ-calculus as well, provided they have semantics in ω-Alg.

The method is based on a fundamental result, originating from Scott information systems, that we recall in Theorem 4.4,
namely the Representation Theorem, stating that any ω-algebraic lattice A is isomorphic to a domain of filters FA . Filters
are subsets of LA , a language of intersection types whose syntax depends on A, that are upward closed and closed under
finitary infs with respect to the pre-order ≤A . The quotient of (LA,≤A) is an inf-semilattice isomorphic to the set of
compact points K (A) of A, taken with the opposite of the ordering inherited from A. By algebraicity, such isomorphism
extends to the isomorphism FA ∼= A, so that we can describe A via the axiomatization of ≤A , called type theory in [11],
Chap. 13, which we denote ThA . A key fact we use in our construction is that the definition of ThA is functorial, as illustrated
in [49] and used in [2], where ThA is called the Lindenbaum algebra of A, namely its “logic”. This implies that, for example,
given B, C ∈ ω-Alg, if A = B −→ C then we have a canonical method to produce ThB−→C from ThB and ThC such that
FB−→C ∼=FB −→FC ∼= B −→ C .

At this point, the problem is to describe D ∼= D −→ SD in terms of the domains of filters FD and FSD , that is of
the respective type theories. Not surprisingly, the definition of the theories ThD and ThSD depend on each other as a
consequence of the fact that D is the model of a recursive type. One way to come out of the difficulty would be to
parallel the construction of these theories to that of the domains Dn+1 = Dn −→ SDn in the inverse limit construction of
D , along the lines of the description of D∞ models of the λ-calculus as filter models (see section 16.3 of [11]). We avoid
such a daunting task by the same way implicit in [9], which is essentially grounded on the solution of domain equations
2



U. de’Liguoro and R. Treglia Theoretical Computer Science 973 (2023) 114082
in the category of information systems and approximable mappings in [49]. Indeed, intersection types equipped with the
subtyping relation can be seen as a particular kind of information system [16]. The construction consists of defining both LD
and ThD on the one hand, and LSD and ThSD on the other, simply by mutual induction, and then proving the isomorphism
FD ∼=FD −→FSD via the fact that FD coincides with FD−→SD .

Eventually, we come to the payoff of this long journey through the theory of intersection types and filter models. The
key result in [9] is that the interpretation of an ordinary λ-term [[M]] (where M is closed for simplicity) in the model
FD ∼= D coincides with the set of types σ such that 
 M : σ is derivable in the system they were studying. This is called
the “type-semantics theorem” in [11], Theorem 16.2.7, which we establish here as Theorem 6.3 in the case of λimp . Among
the pleasant consequences of this theorem, we have the completeness of the type assignment system and, in general, the
warranty that relevant properties of the calculus can be formally established via a logical system.

Now, at the heart of such a result is the fact that there is a close correspondence between the interpretation of the oper-
ators involved in the definition of the semantics of terms into the filter model and the typing rules in the type assignment
system, and so we reverse the approach: instead of discovering such a correspondence a posteriori, we use the interpretation
of the operators, that are defined in general for any model of λimp , in the case of the filter model, getting the typing rules
from the semantics of the terms in this particular model. Thus, the type-semantics theorem as well as the completeness of
the type assignment system w.r.t. the interpretation of types as the set of filters to which they belong, come out for free.

Summary and results. In Section 2 we outline the syntax of the untyped imperative λ-calculus λimp . In Section 3 we deal
with solving the domain equation thoroughly. To do this we recall the concept of computational monad, then we consider
the state and partiality monad S. In the same section, we tackle the solution of the domain equation by breaking the
circularity that arises out of the definition of the monad S itself. We conclude the section by modeling algebraic operators
over the monad S and formalizing the model of λimp . In Section 4, which is the central part of the paper, we construct a
filter model of λimp .

Section 5 explains how to derive the type assignment system from the filter model construction. We conclude with
Section 6 establishing the type semantics and completeness theorems for our type system. Finally, Section 7 is devoted to
the discussion of our results and to related works.

We assume familiarity with λ-calculus, intersection types, and domain theory; comprehensive references are Barendregt’s
book [11], Part III and [3]. Notions from domain theory, computational monads, and algebraic effects, are shorty recalled in
the paper; for further references see e.g. [5], [3], [13], and [27] Chap. 3.

The present paper is a revised and extended version of [23].

2. An untyped imperative λ-calculus

Imperative extensions of the λ-calculus, both typed and type-free, are usually based on the call-by-value λ-calculus,
enriched with constructs for reading and writing to the store. Aiming at exploring the semantics of side effects in compu-
tational calculi, where “impure” functions are modeled by pure ones sending values to computations in the sense of Moggi
[34], we consider the computational core λ©, to which we add syntax denoting algebraic effect operations à la Plotkin and
Power [38,39,37] over a suitable state monad.

Let L= {�0, �1, . . .} be a denumerable set of abstract locations. Borrowing notation from [27], Chap. 3, we consider denu-
merably many operator symbols get� and set� , obtaining:

Definition 2.1 (Term syntax).

Val : V , W ::= x | λx.M
Com : M, N ::= [V ] | M � V

| get�(λx.M) | set�(V , M) (� ∈ L)

As for λ©, terms are of either sorts Val or Com, representing values and computations, respectively. The new constructs are
get�(λx.M) and set�(V , M). The variable x is bound in λx.M and get�(λx.M); terms are identified up to renaming of bound
variables so that the capture avoiding substitution M[V /x] is always well defined; F V (M) denotes the set of free variables
in M . We call Val 0 the subset of closed V ∈ Val; similarly for Com0.

With respect to the syntax of the “imperative λ-calculus” in [27], we do not have the let construct, nor the application
V W among values. The justification is the same as for the computational core. These constructs are definable:

let x:=M in N ≡ M � (λx.N) V W ≡ [W ] � V

where ≡ is syntactic identity. In general, application among computations can be encoded by MN ≡ M � (λz. N � z), where
z is fresh.

In a sugared notation from functional programming languages, we could have written:

let x:=!� in M ≡ get�(λx.M) � := V ;M ≡ set�(V , M)
3
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representing location dereferentiation and assignment. Observe that we do not consider locations as values; consequently
they cannot be dynamically created like with the ref operator from ML, nor is it possible to model aliasing. On the other
hand, since the calculus is untyped, “strong updates” are allowed. In fact, when evaluating set�(V , M), the value V to which
the location � is updated bears no relation to the previous value, say W , of � in the store: indeed, in our type assignment
system W and V may well have completely different types. This will be, of course, a major challenge when designing the
type assignment system in the next sections.

3. Denotational semantics

We illustrate the denotational semantics of the calculus λimp introduced in Section 2 in the category of domains. The
carrier of the model is a solution of the domain equation:

D = D −→ S −→ (D × S)⊥ (1)

where S is a suitable space of stores over D , while the interpretation depends on certain algebraic operations associated to
the monad S X = S −→ (X × S)⊥ which is a variant of the state monad in Moggi [34], called the partiality and state monad
in [21].

We now recall the definition of monad and algebraic operation over a monad, and fix notation.

The partiality and state monad. We recall Wadler’s type-theoretic definition of monads [46,47], which is the basis of their
successful implementation in Haskell language, a natural interpretation of the calculus is into a Cartesian closed category
(ccc), such that two families of combinators, or a pair of polymorphic operators called the “unit” and the “bind”, exist
satisfying the monad laws. In what follows, C will be a concrete ccc, namely a ccc that is a concrete category, such that
the full and faithful functor from C to Set is well-behaved with respect to products and exponents; this implies that it C is
well-pointed (such a category is called strictly concrete in [8], Definition 5.5.8, and when it has a reflexive object it is a model
of the untyped λ-calculus), and can be seen as a category of sets and functions. Examples that are relevant to us are the
category of Scott domains with continuous functions and its full subcategory ω-Alg of algebraic lattices with a countable
basis. It is known that ω-Alg is closed under lifting and that it is Cartesian closed (see e.g. [5], Cor. 4.1.6), which suffices
for the following definitions to make sense of it, and for Equation (2) to have a solution. More details about algebraicity are
recalled in the Section 4, where they are of use.

Definition 3.1. (Computational Monad [47] §3) Let C be a concrete ccc. A functional computational monad, henceforth just
monad over C is a triple (T ,unit , �) where T is a map over the objects of C , and unit and � are families of morphisms

unitA : A −→ T A �A,B : T A × (T B)A −→ T B

such that, writing �A,B as an infix operator and omitting subscripts:

Left unit : unit a � f = f a
Right unit : m � unit = m
Assoc : (m � f ) � g = m � λλd.( f d � g)

where λλd.( f d � g) is the lambda notation for d �→ f d � g .

Remark 3.2. The T in Definition 3.1 is a strong monad over C . Indeed it is a Kleisli triple (T , η, _†) (see [34], Definition 1.2),
where

ηX = unitX f †(a)= a � f

The first equality, involving the η, called the unit of the triple, is just a notational variation of the coercion of values
into computations. The latter, instead, establishes the connection between the bind operator with the map _†, also called
extension operator: if f : X −→ T Y then f † : T X −→ T Y is the unique map such that f = f † ◦ ηX .

The map T turns out to be a functor whose morphism action for h : X −→ Y is T h= (unitY ◦h)†, where (unitY ◦h)†a= a �

λλx.unitY (h x), and indeed (T , η,μ) is a monad (see [34], Definition 1.5), with multiplication μ : T 2 −→ T having components
μX = id†

T X = λλz. z � idT X .
Finally the tensorial strength ([34], Definition 3.2) is a natural transformation with components t X,Y : X × T Y −→ T (X × Y )

defined by

t X,Y (x, z)= z � λλy.unitX×Y (x, y)

that are well-behaved w.r.t. the unit and the multiplication. Since C is a concrete ccc, it has enough points, hence the
tensorial strength t is unique ([34], Proposition 3.4).
4
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Now, let us look closer at how monads model effectful computations. Let X be a domain of values; then T X is the
domain, or the type, of computations with values in X . In general, T X has a richer structure than X , modeling partial
computations, exceptions, non-determinism, etcetera, and side effects. The mapping unitX : X −→ T X is interpreted as the
trivial computation unitX (x) just returning the value x, and it is an embedding if T satisfies the requirement that all the
unitX are monos. A function f : X −→ T Y models an “impure” program P with input in X and output in Y via a pure
function returning the computation f (x) ∈ T Y .

We now introduce the partiality and state monad which is a variant of Moggi’s state monad adapted to the case of partial
computations.

Given a domain X , let X⊥ be the lifting of X , namely the poset X ∪ {⊥} (with ⊥ /∈ X) where x�X⊥ x′ if either x=⊥ or
x�X x′ .

Definition 3.3. (Partiality and state monad) Given a domain S representing a notion of state, we define the partiality and
state monad (S,unit , �), as the mapping

S X = S −→ (X × S)⊥
where (X × S)⊥ is the lifting of the Cartesian product X × S , equipped with two (families of) operators unit and � defined
as follows:

unit x ::= λλς.(x, ς)

(c � f )ς = f †(c)(ς) ::=
{

f (x)(ς ′) if c(ς)= (x, ς ′) �= ⊥
⊥ if c(ς)=⊥

where we omit subscripts.

In the following, we shall abbreviate the definition of c � f by

(c � f )ς = let (x, ς ′):=c (ς) in f (x)(ς ′)

which is strict in c(ς). Then, if h : X −→ Y we compute (Sh)= (unitY ◦ h)† by

(Sh) c ς = let (x, ς ′):=c(ς) in (unitY ◦ h) xς ′

= let (x, ς ′):=c(ς) in (h(x),ς ′)

Remark 3.4. A function f : X −→ S Y has type X −→ S −→ (Y × S)⊥ , which is isomorphic to (X × S)−→ (Y × S)⊥; if f is the
interpretation of an “imperative program” P , and it is the currying of f ′ , then we expect that f xς = f ′(x, ς) = (y, ς ′)
if y and ς ′ are, respectively, the value and the final state obtained from the evaluation of P (x) starting in ς , if it ter-
minates; f xς = f ′(x, ς) = ⊥, otherwise. Clearly, f ′ is the familiar interpretation of the imperative program P as a state
transformation mapping.

To relate Equation (1) to the monad S we have to be more precise about the domain S of states.

Definition 3.5 (Partial stores and the monads SX ). Given a domain X of values we define the domain of partial stores (shortly
stores) over X as F X =
L(X⊥), namely the denumerable product of X⊥ with itself indexed over L.

We define SX as the partiality and state monad S where the state domain S is F X , namely the domain of stores
over X .

The above definition is rather unusual in denotational semantics, where it is common to think of stores as partial maps
from locations to values. For this reason and by abusing notation, we shall write F X = (X⊥)L instead of 
L(X⊥) and ς(�)

for π�(ς). Strictly speaking, the set (X⊥)L is exponentiation in Set, not in ω-Alg since L is a set and not a lattice; however,
by taking the pointwise ordering noted ς �(X⊥)L ς ′ , if ς(�)�X⊥ ς ′(�) for all � ∈ L, we have that (X⊥)L is a lattice that is
isomorphic to 
L(X⊥), and it is algebraic if X is such. Finally, ς(�)=⊥ represents the fact that � /∈ dom(ς), which will be
important in our construction.

Both seeing F X as an infinite product or as a space of (partial) functions, the definition of F is functorial; in particular,
we may set F g = g⊥ ◦ _ : (X⊥)L −→ (Y⊥)L , where g : X −→ Y and g⊥(x)= g(x) if x ∈ X , and g⊥(⊥)=⊥, otherwise.

It turns out that F is locally continuous, following arguments in [41], the same is true of all the functors involved in
Equation (1). This implies that the inverse limit technique can be used to solve this equation.

A domain equation. Turning to Equation (1), it is tempting to set S = F X to solve the domain equation by means of standard
techniques. However, the domain F X = (X⊥)L depends on X itself; in contrast, for defining S X the domain S has to be
5
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fixed, since otherwise, the definition of the bind operator does not make sense, and S is not even a functor. A solution
would be to take S = F D , where D ∼= D −→ S D , but this is clearly circular.

To break the circularity, we define the mixed-variant bi-functor G :ω-Algop ×ω-Alg−→ω-Alg by

G(X, Y )= F X −→ (Y × F Y )⊥
whose action on morphisms is illustrated by the diagram:

F X ′ F f � F X

(Y ′ × F Y ′)⊥

G( f , g)(α)

�
�

(g × F g)⊥
(Y × F Y )⊥

α

�

where f : X ′ −→ X , g : Y −→ Y ′ and α ∈ G(X, Y ). Now it is routine to prove that G is locally continuous so that, by the inverse
limit technique, we can find in ω-Alg the initial solution to the domain equation (which is the same as Equation (1)):

D = D −→ G(D, D) (2)

Theorem 3.6. There exists a domain D such that the state monad SD with state domain S = (D⊥)L is a solution in ω-Alg to the
domain equation:

D = D −→ SD D

Moreover, it is initial among all solutions to such an equation.

Proof. Take D to be the (initial) solution to Equation (2); now if S = F D = (D⊥)L then SD D = G(D, D). �
Algebraic operations over S. Monads are about composition of morphisms of some special kind. However, thinking of
f : X −→ T X as the meaning of a program with effects does not tell anything about effects themselves, which in the case of
the state monad are produced by reading and writing values from and to stores in S .

To model effects associated to a monad, Plotkin and Power have proposed in [38,39,37] a theory of algebraic operations.
A gentle introduction to the theory can be found in [27], Chap. 3, from which we borrow the notation.

Suppose that T is a monad over a category C with terminal object 1 and all finite products; then an algebraic operation
op with arity n is a family of morphisms opX : (T X)n −→ T X , where (T X)n = T X × · · · × T X is the n-times product of T X
with itself, such that

opY ◦
n f † = f † ◦ opX (3)

where f : X −→ T Y and 
n f † = f †×· · ·× f † : (T X)n −→ (T Y )n . In case of a concrete ccc, 1 is a singleton and products are sets
of tuples, ordered componentwise. Then opX is an operation of arity n of an algebra with carrier T X ; since f † : T X −→ T Y ,
we have that (
n f †)〈x1, . . . , xn〉 = 〈 f †(x1), . . . , f †(xn)〉, and Equation (3) reads as:

opY ( f †(x1), . . . , f †(xn))= f †(opX (x1, . . . , xn))

namely the functions f † are homomorphisms w.r.t. op.

Algebraic operations opX : (T X)n −→ T X do suffice in case T is, say, the non-determinism or the output monad, but
cannot model side-effects operations in case of the store monad. This is because read and write operations implement a
bidirectional action of stores to programs and of programs to stores. What is needed instead is the generalized notion of
operation proposed in [39] (and further studied in [29]), which are certain natural transformations satisfying a coherence
condition. Below we instantiate such a construction, which is carried out in a suitable enriched category, in the case of
concrete ccc’s.

Definition 3.7 (Algebraic operation). An algebraic operation op over the computational monad T with parameter object P and
arity object A is a family of morphisms

opX : P × (T X)A −→ T X ∼= (T X)A −→ (T X)P

satisfying the coherence condition that, for all f : X −→ T Y the following diagram commutes:
6
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P × (T X)A opX � T X X

P × (T Y )A

idP × ( f † ◦ −)

�

opY

� T Y

f †

�
T Y

f

�

namely, the following equation holds:

opX (p,k) � f = f †(opX (p,k))= opY (p, f † ◦ k)= opY (p, λλx.(k x � f )) (4)

where p ∈ P and k : A −→ T X .

Proposition 3.8. Any algebraic operation op is a natural transformation.

Proof. We have to show that for every h : X −→ Y the following diagram commutes:

P × (T X)A opX � T X X

P × (T Y )A

idP × (T h)A

�

opY

� T Y

T h

�
Y

h

�

where (T h)A : (T X)A −→ (T Y )A is (T h)A u = T h ◦ u for u ∈ (T X)A (identifying (T X)A and (T Y )A with the respective hom-
sets). The commutativity of the above diagram is expressed by the equation

T h ◦ opX = opY ◦ (idP × (T h)A)= opY ◦ (idP × (Th ◦ −))

namely for p ∈ P :

(T h)(opX (p, u))= opY (p, T h ◦ u) (5)

Now Equation (4) implies Equation (5) since T h= (unitY ◦ h)† and (T h)A = T h ◦ −. �
Denotational semantics of terms. We begin by defining the interpretations of the constants get� and set� as algebraic
operations over SD , where the intended choice of D is the domain constructed in Theorem 3.6, but it is just a parameter
as far as the next definition is concerned.

Definition 3.9. Let D be a domain and SD the state monad with stores over D . Then we define the families of functions
get�,X and set�,X indexed over the objects X of ω-Alg by:

1. get�,X : 1× (SD X)D −→SD X ∼= (SD X)D −→ SD X and

get�,X (u)(ς) = letd :=ς(�) in u d ς

which is strict in ς(�).
2. set�,X : D × (SD X)1 −→ SD X ∼= D × (SD X)−→ SD X and

set�,X (d, c)(ς) = c (ς [� �→ d])
for all ς ∈ S = (D⊥)L , where c ∈ SD X = S −→ (D × S)⊥ and ς [� �→ d] is the store which sends � to d and it is equal to ς
otherwise.

The functions get�,X and set�,X correspond to lookupX and updateX in [39], respectively, up to an irrelevant permutation
of the arguments and the fact that we do not consider L as an object of ω-Alg; not surprisingly they are the components of
two algebraic operations over SD , where P = 1 and A = D in case of get�,X , and P = D and A = 1 in case of set�,X which
is established in the next lemma and its corollary.

Lemma 3.10. Let h : X −→ Y and f : X −→SD X, then:

1. get�,X (u) � f = get�,X (λλx. (u x � f ))
7
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2. set�,X (d, c) � f = set�,X (d, c � f )

Proof. In the following let ς ∈ S be arbitrary; then

Part (1):

(get�,X (u) � f )ς = let (x, ς ′):=get�,X (u)(ς) in f xς ′

= let (x, ς ′):=(let d :=ς(�) in u d ς) in f xς ′

= letd :=ς(�) in (let (x, ς ′):=u d ς in f xς ′) (∗)
= letd :=ς(�) in (u d � f )ς

= letd :=ς(�) in (λλx. (u x � f ))d ς

= (get�,X (λλx. (u x � f )))ς

where (∗) follows by the associativity property of the let-expressions:

let x:=(let y :=e in e′) in e′′ = let y :=e in (let x:=e′ in e′′)
Indeed, if either ς(�) or u (ς(�))ς are undefined (namely equal to ⊥), then both let (x, ς ′):=(let d :=ς(�) in u d ς) in f xς ′
and let d := ς(�) in (let (x, ς ′) := u d ς in f xς ′) are undefined. Otherwise, these expressions are both equal to
f π1(u (ς(�))ς)π2(u (ς(�))ς).

Part (2):

(set�,X (d, c) � f )ς = let (x, ς ′):=set�,X (d, c)(ς) in f xς ′

= let (x, ς ′):=c (ς [� �→ d]) in f xς ′

= (c � f )(ς [� �→ d])
= set�,X (d, c � f )(ς) �

Corollary 3.11. For all � ∈ L the functions get�,X and set�,X are the components at X of two algebraic operations get� and set� over
SD .

Proof. Part (1) of Lemma 3.10 is an instance of Equation (4), where get�,X (u) � f is get�,X (∗, u) � f with ∗ as the unique
element of 1.

In part (2) of the lemma, c ∈SD X is identified with λλ_.c ∈ (SD X)1 , since A = 1 in case of set� and λλ_.c ∈ (SD X)1 is the
function picking c ∈SD X (a point of SD X in categorical terms). Hence, up to the isomorphism SD X ∼= (SD X)1 , we have e.g.

set�,X (d, λλ_.c) � f = set�,X (d, c) � f
= set�,X (d, c � f ) by Lemma 3.10.2
= set�,X (d, λλ_.(c � f ))
= set�,X (d, λλx.((λλ_.c)(x) � f ))

which is an instance of Equation (4). �
We are now in place to define what is a model of λimp . Let EnvD = Var −→ D be the set of environments interpreting

term variables into D , then:

Definition 3.12. A λimp-model is a structure D = (D, [[·]]D , [[·]]SD) where D , [[·]]D : Val −→ EnvD −→ D and [[·]]SD : Com −→
EnvD −→ SD D are such that:

1. D is a domain s.t. D ∼= D −→SD D via (,�), where SD is the partiality and state monad of stores over D;
2. for all e ∈ EnvD , V ∈ Val and M ∈ Com:

[[x]]D e = e(x)

[[λx.M]]D e = �(λλz ∈ D. [[M]]SD e[x �→ z])
[[ [V ] ]]SD e = unit ([[V ]]D e)

[[M � V ]]SD e = ([[M]]SD e) � ([[V ]]D e)

[[get�(λx.M)]]SD e = get�,D(([[λx.M]]D e))

[[set (V , M)]]SD e = set ([[V ]]D e, [[M]]SD e)
� �,D

8
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By unraveling definitions and applying their left and right-hand sides to an arbitrary store ς ∈ S , the last two clauses
can be written:

[[get�(λx.M)]]SD e ς = [[M]]SD(e[x �→ ς(�)])ς
[[set�(V , M)]]SD e ς = [[M]]SD e (ς [� �→ [[V ]]D e])

We say that the equation M = N is true in D, written D |= M = N , if [[M]]SDe = [[N]]SDe for all e ∈ EnvD .

Proposition 3.13. The following equations are true in D:

1. [V ] � (λx.M)= M[V /x]
2. M � λx.[x] = M
3. (L � λx.M) � λy.N = L � λx.(M � λy.N)

4. get�(λx.M) � W = get�(λx.(M � W ))

5. set�(V , M) � W = set�(V , M � W )

where x /∈ F V (λy.N) in (3) and x /∈ F V (W ) in (4).

Proof. By Definition 3.12 and straightforward calculations. The only interesting cases are (4) and (5).
In case (4), let e′ = e[x �→ z] where z is intended to vary over D , then by omitting the apices and the isomorphism :

[[get�(λx.M) � W ]]e = get�,D(λλz.[[M]]e′) � [[W ]]e
= get�,D(λλz.([[M]]e′ � [[W ]]e)) by Lemma 3.10.1

= get�,D(λλz.([[M]]e′ � [[W ]]e′)) (*)

= get�,D(λλz.[[M � W ]]e′)
= [[get�(λx.(M � W ))]]

where in step (*) we use the fact that [[W ]]e = [[W ]]e′ because x /∈ F V (W ), using Definition 3.12 in the remaining steps.
The case (5) is a direct consequence of Lemma 3.10.2. �

4. The filter model construction

This section is the central one in the paper, where we construct a filter model of λimp which is isomorphic to the domain
found in Theorem 3.6, but it is more informative since it provides a concrete description of such a model in terms of its
“logic”, in the sense of [2]. By instantiating the definition of term interpretation from Definition 3.12 in the case of the filter
model, we obtain a characterization of the types belonging to the interpretation of terms in Theorem 4.20, from which we
recover the rules of the type assignment system for λimp in the subsequent section.

We begin with some basic facts from domain theory. Recall that a non-empty subset X ⊆ D of a partial order (D,�D)

is directed if for all x, y ∈ X there exists z ∈ X with x �D z D� y. D is said to have all directed sups if the sup � X ∈ D
exists whenever X is directed. We often write �↑ X to stress that � X is a directed sup. A point e ∈ D is compact if for all
directed X , e �D �↑ X implies e �D x for some x ∈ X ; the set of compact points of D is denoted K (D).

The category ω-Alg is the full subcategory of the category of domains whose objects are complete lattices (D,�D) such
that K (D) is countable and D is algebraic, namely d =�↑{e ∈ K (D) | e �D d} is a directed sup for all d ∈ D . In case of
algebraic domains the upward cones ↑ d = {e | d � e} of compact points d form a basis for the Scott topology over D;
therefore abusing terminology the set K (D) is often referred to as a “basis” for such a topology.

As a complete lattice, D has arbitrary sups, but a morphism f : D −→ E ∈ω-Alg is just a Scott-continuous map preserving
directed sups, that is f (�↑ X)=�↑x∈X f (x); in general, a morphism of ω-Alg does not necessarily preserve the sup � Y
for arbitrary Y ⊆ D .

Definition 4.1. An intersection type theory, shortly itt, is a pair ThA = (LA,≤A) where LA , the language of ThA , is a countable
set of type expressions closed under ∧, and ωA ∈ LA is a special constant; ≤A is a pre-order over LA closed under the
following rules:

α ≤A ωA α ∧ β ≤A α α ∧ β ≤A β
γ ≤A α γ ≤A β

γ ≤A α ∧ β

In the literature, the operator ∧ is called intersection, and ωA the universal type. The theory ThA is called intersection type
theory with universe in [11] Definition 13.1.4, where ωA is written U. We write α =A β if α ≤A β ≤A α, which is a congruence
9
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w.r.t. ≤A . By this the quotient LA/≤A is an inf-semilattice, with (the extension of) ∧ as inf and (the equivalence class of)
ωA as top element.

A natural model of ThA is the powerset of some set A. Any type α ∈ LA is interpreted as a subset [[α]] ⊆ A such that
α ≤A β if and only if [[α]] ⊆ [[β]]; hence [[α ∧ β]] = [[α]] ∩ [[β]] and [[ωA]] = A.

Informally, we identify ThA with the set of inequalities α ≤A β , so that, abusing terminology, we shall also say that ≤A
is a type theory. Also, we reason on types up to =A and treat ∧ as commutative, associative and idempotent; consequently
we use the notations

∧n
i=1 αi and

∧
i∈I αi for α1 ∧ · · · ∧ αn where I = {1, . . . ,n} and assume that all the αi are distinct; in

particular
∧

i∈∅ αi =ωA .

Definition 4.2. A non empty F ⊆LA is a filter of ThA if it is closed under ∧ and upward closed w.r.t. ≤A ; let FA be the set
of filters of ThA . The principal filter over α is the set {β ∈LA | α ≤A β}.

For any X ⊆LA we write ↑A X for the least filter in FA including X ; this can be equivalently defined as
⋂{F ∈FA | X ⊆

F } or as the set {β ∈ LA | ∃n,α1, . . . ,αn ∈ X .
∧n

i=1 αi ≤A β}; in particular the principal filter over α is ↑A {α}, also written
↑A α, coinciding with the upward closure of {α}. The mapping ↑· is evidently a closure operator; in the following we shall
write just ↑X and ↑α whenever A is understood.

In domain theory, the notion of a filter is just dual to that of an ideal, which is a downward closed and directed subset
of a poset. In the case of algebraic lattices, the set K (D) with the ordering inherited from D is a sup-semilattice, and it can
be shown that the set IK (D) of ideals over K (D) taken with the subset ordering is isomorphic to D . IK (D) is called the ideal
completion of K (D).

Dually the poset K op(D), which is K (D) with the opposite ordering, is an inf-semilattice, so that (FK op(D),⊆), called
the filter completion of K op(D), is again isomorphic to D , hence IK (D)

∼= D ∼=FK op(D) . In the following we write just FD for
FK op(D) .

Below we exploit that ThA is the axiomatization of an inf-semilattice to construct a domain FA by filter completion of
the inf-semilattice of types induced (after a quotient) by the preorder ≤A : see Theorem 4.4. This theorem is the fundamental
fact about intersection types and ω-algebraic lattices; before its proof, we recap some basic properties of the poset (FA,⊆)

in the following lemma.

Lemma 4.3. Consider the poset (FA,⊆) and let X ⊆FA be a family of filters:

1. the sets
⋂

X and ↑(
⋃

X ) are the inf and the sup of X in FA , respectively;
2. if X is directed w.r.t. ⊆, then ↑(

⋃
X )=⋃

X .

Proof. Part (1) is immediate; in particular, that
⋂

X is a filter follows by the fact that any F ∈ X is such, and the inter-
section of filters must satisfy the same closure properties of all the elements of X . Note that the closure ↑· is necessary in
↑(

⋃
X ): take X = {↑α,↑β}, with types α,β ∈LA unrelated w.r.t. ≤A , then α ∧ β /∈ ↑α∪ ↑β .

Part (2): any directed X is non empty, hence there is an F ∈ X such that ωA ∈ F ⊆⋃
X , hence

⋃
X is nonempty. If

α ∈⋃
X then there is an F such that α ∈ F ⊆⋃

X ; hence if α ≤A β then β ∈ F ⊆⋃
X as F is a filter.

Let α,β ∈⋃
X ; then there are F , F ′ ∈ X such that α ∈ F and β ∈ F ′ . By hypothesis there exists an F ′′ ∈ X such that

F ⊆ F ′′ ⊇ F ′ , hence α,β ∈ F ′′ and therefore α ∧ β ∈ F ′′ ⊆⋃
X . �

In view of Lemma 4.3, we write �Y = ↑(
⋃

Y) for the sup of an arbitrary family of filters Y , and �↑X =⋃
X for a

directed family X .

Theorem 4.4 (Representation theorem). The partial order (FA,⊆) of the filters of an intersection type theory ThA is an ω-algebraic
lattice, whose compact elements are the principal filters. Vice versa, any ω-algebraic lattice A is isomorphic the poset (FA,⊆) of filters
of some intersection type theory ThA .

Proof. To prove the first part note that, by Lemma 4.3.1, we know that (FA,⊆) is a complete lattice. Let X ⊆ FA be
directed; then ↑α ⊆⋃

X =�↑X and, since α ∈↑α, there exists F ∈ X such that α ∈ F ; it follows that ↑α ⊆ F , since F
is upward closed w.r.t. ≤A . This proves that ↑α ∈ K (FA); vice versa let F ∈ K (FA) and let X = {↑α | α ∈ F }, then X is
directed since if α,β ∈ F then α∧β ∈ F and ↑α ⊆↑α ∧ β ⊇↑β; moreover F =⋃

X =�↑X . By assumption F is compact,
hence for some α ∈ F we have F ⊆↑α, but also ↑α ⊆ F as F is a filter, hence F =↑α.

By the above we conclude that K (FA) = {↑α | α ∈ LA} which is countable as LA is such. Finally from the equality
F =�↑{↑α | α ∈ F } =⋃{↑α | α ∈ F } we conclude that (FA,⊆) is ω-algebraic.

To the second part, let LA = {αd | d ∈ K (A)} (where each αd is a new type constant) which is countable by hypothesis,
and take ThA = {αd ≤A αe | e � d}. By observing that αd∧A αe =A αd�e , where d�e ∈ K (A) if d, e ∈ K (A), and that ωA =A α⊥ ,
we have that ThA is an intersection type theory and that LA/≤A is isomorphic to K op(A) ordered by the opposite to the
ordering of A. From this, it follows that FA is isomorphic to the ideal completion of K (A), which in turn is isomorphic to
A by algebraicity. �
10
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Remark 4.5. Theorem 4.4 suggests a different interpretation of types as compact points in K op(A) ∼= K (FA), that is α is
interpreted as the principal filter ↑ α, where we observe that ↑α ⊆↑β holds if and only if β ≤A α, namely α ≤op

A β . To
reconcile the two interpretations, let us set [[α]]F = {F ∈FA | α ∈ F }; then

[[α]]F ⊆ [[β]]F ⇐⇒ α ∈ ↑β ⇐⇒↑β ⊆↑α ⇐⇒ α ≤A β

On the other hand

[[α ∧ β]]F = {F ∈FA | α ∧ β ∈ F } = {F ∈FA | α,β ∈ F } = [[α]]F ∩ [[β]]F
and [[ωA]]F = {F ∈FA |ωA ∈ F } =FA .

The above theorem substantiates the claim that intersection type theories are the logic of the domains in ω-Alg. In
particular, the second part of the proof is the most relevant to us: it provides a recipe to describe a domain via a formal
system, deriving inequalities among type expressions that encode “finite approximations” of points in a domain. Therefore,
to obtain a finer description of the model in Theorem 3.6, we seek theories ThD and ThS such that:

FD ∼=FD −→FS −→ (FD ×FS)⊥ (6)

The first step is to show how the functors involved in the equation above, namely the lifting, the product, and the
(continuous) function space can be put in correspondence with the construction of new theories out of the theories which
determine the domains combined by the functors. Building over [2], where the larger category of 2/3-SFP domains is
considered, we specialize the definition of the respective theories to the case of ω-Alg.

Definition 4.6. Suppose that the theories ThA and ThB are given, then for α ∈LA and β ∈LB define:

LA⊥ α⊥ ::= α | α⊥ ∧ α′⊥ |ωA⊥

LA×B π ::= α × β | π ∧π ′ |ωA×B

LA−→B φ ::= α −→ β | φ ∧ φ′ |ωA−→B

LAL σ ::= 〈� : α〉 | σ ∧ σ ′ |ωAL

Then, we define the following sets of axioms:

1. α ≤A α′ ⇒ α ≤A⊥ α′ .
2. ωA×B ≤A×B ωA ×ωB and all instances of

(α × β)∧ (α′ × β ′)≤A×B (α ∧ α′)× (β ∧ β ′)

3. ωA−→B ≤A−→B ωA −→ωB and all instances of

(α −→ β)∧ (α −→ β ′)≤A−→B α −→ (β ∧ β ′)

4. ωAL ≤AL 〈� :ωA〉 and all instances of

〈� : α〉 ∧ 〈� : α′〉 ≤AL 〈� : α ∧ α′〉
Finally, the theories ThA×B , ThA−→B and ThAL are closed under the rules:

α ≤A α′ β ≤B β ′

α × β ≤A×B α′ × β ′
α′ ≤A α β ≤B β ′

α→ β ≤A→B α′ → β ′
α ≤A α′

〈� : α〉 ≤AL 〈� : α′〉

In the semantics of λimp functional application and abstraction play a central role; below we define such operations in
the case of domains of filters, toward establishing some properties of them.

Definition 4.7. If X ∈FA−→B and Y ∈FA , we define:

X · Y = {ψ ∈ LB | ∃ϕ ∈ Y . ϕ −→ψ ∈ X}
We write ϕ =A ψ if ϕ ≤A ψ ≤A ϕ . For a map f :FA −→FB , define

�( f )=↑A−→B {ϕ −→ψ ∈ LA−→B |ψ ∈ f (↑A ϕ)}

11
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Lemma 4.8. If X ∈FA−→B and Y ∈FA then X · Y ∈FB . Moreover, the map _ · _ is continuous in both its arguments.

Proof. We have X �ωA−→B ≤ωA −→ωB and that ωA ∈ Y , hence ωB ∈ X · Y . Since −→ is monotonic in its second argument,
X · Y is upward closed. Finally, if ψ1,ψ2 ∈ X · Y then ϕi ∈ Y and ϕi −→ ψi ∈ X for i = 1,2 and some ϕ1,ϕ2; then, by
antimonotonicity of −→ w.r.t. its first argument, ϕi −→ ψi ≤ ϕ1 ∧ ϕ2 −→ ψi ∈ X being X upward closed, and ϕ1 ∧ ϕ2 −→
ψ1 ∧ψ2 = (ϕ1 ∧ ϕ2 −→ψ1)∧ (ϕ1 ∧ ϕ2 −→ψ2) ∈ X since X is closed under intersections.

Concerning continuity, we have to show that X · Y =�Z where Z = {↑ ϕ · ↑ψ | ϕ ∈ X & ψ ∈ Y }. Inclusion from left to
right follows by observing that if χ ∈ X · Y then ψ −→ χ ∈ X for some ψ ∈ Y , and of course χ ∈ ↑ (ψ −→ χ) · ↑ψ . Vice versa
if χ ∈�Z then for finitely many ψi,χi we have that

∧
i χi ≤ χ , ψi ∈ Y and ψi −→ χi ∈ X . It follows that χi ∈ X · Y for all

i, hence the thesis since X · Y is a filter by the above. �
Lemma 4.9. If f :FA −→FB is continuous then �( f ) ∈FA−→B . �(·) is itself continuous and such that:

�( f ) · X = f (X) �(λλY .(X · Y ))= X

Proof. Easy by unfolding definitions and by Lemma 4.8. �
Now we can establish:

Proposition 4.10. The following are isomorphisms in ω-Alg:

FA⊥ ∼= (FA)⊥, FA×B ∼=FA ×FB ,

FA−→B ∼=FA −→FB , FAL ∼= (FA)L.

Proof. That FA⊥ ∼= (FA)⊥ is a consequence of the fact that ωA <A⊥ ωA⊥ is strict, hence ↑ωA⊥ is the new bottom added to
FA . FA×B ∼=FA ×FB is induced by the continuous extension of the map ↑ (α × β) �→ (↑ α,↑ β), that is clearly invertible.
That FA−→B ∼=FA −→FB is immediate by Lemma 4.9.

Finally, to see that FAL ∼= (FA)L let us define the maps F �→ ςF from FAL to (FA)L and ς �→ Fς from (FA)L to FAL by

ςF (�)=�{↑α | 〈� : α〉 ∈ F } = {α | 〈� : α〉 ∈ F }
and

Fς =�{↑〈� : α〉 | α ∈ ς(�)} = ↑{〈� : α〉 | α ∈ ς(�)}
Then it is routine to prove that these maps are morphisms of ω-Alg and inverse each other. �

The next step is to apply Proposition 4.10 to describe the compact elements of D ∼=FD and of S ∼=FS and the (inverse
of) their orderings. Alas, this cannot be done directly because of the recursive nature of the Equation (6), but it can be
obtained by mirroring the inverse limit construction, e.g. along the lines of [4,7]. Although possible in principle, such a
construction requires lots of machinery from the theory of the solution of domain equations; instead we follow the shorter
path to define the type theories below simply by mutual induction:

Definition 4.11. Recall that S = (D⊥)L and let us abbreviate C = (D × S)⊥ and SD D = S −→ C ; then define the following
type languages by mutual induction:

LD : δ ::= δ −→ τ | δ ∧ δ′ |ωD

LS : σ ::= 〈� : δ⊥〉 | σ ∧ σ ′ |ωS δ⊥ ∈ LD⊥

LC : κ ::= δ× σ | κ ∧ κ ′ |ωC

LSD : τ ::= σ −→ κ | τ ∧ τ ′ |ωSD

Then the respective itt’s ThD = (LD ,≤D), ThS = (LS ,≤S), ThC = (LC ,≤C ) and ThSD = (LSD ,≤SD) are defined according
to Definition 4.6.

Since C = (D × S)⊥ , the language LD×S (not explicitly mentioned in Definition 4.11) is a proper subset of LC ; roughly
speaking the difference is arbitrary intersections of ωC that are all equated to each other in ThC and strictly greater than
any type in LD×S .

We assume that ∧ and × take precedence over −→ and that −→ associates to the right so that δ −→ τ ∧ τ ′ reads as
δ −→ (τ ∧ τ ′) and δ′ −→ σ ′ −→ δ′′ × σ ′′ reads as δ′ −→ (σ ′ −→ (δ′′ × σ ′′)).

The following definition will be essential in the technical development:
12
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Definition 4.12. For any σ ∈LS define dom(σ )⊆ L by:

dom(〈� : δ〉) =
{ {�} if δ �=D⊥ ωD⊥∅ otherwise

dom(σ ∧ σ ′) = dom(σ )∪ dom(σ ′)
dom(ωS) = ∅

The set dom(σ ), which is finite, is computable because it is decidable whether δ �=D⊥ ωD⊥ .

Lemma 4.13. For any δ ∈LD⊥ it is decidable whether δ �=D⊥ ωD⊥ .

Proof. let θ :LD⊥ −→ 2, where 2= {0 � 1} is the two points lattice, be defined by:

θ(δ)= 0 if δ ∈ LD , θ(ωD⊥)= 1 and θ(δ ∧ δ′)= θ(δ) � θ(δ′)

where � is the meet w.r.t. �. Then θ is a total and computable function such that δ �=D⊥ ωD⊥ if and only if θ(δ)= 0. Indeed,
by induction over the definition of ≤D⊥ , we have that

δ ≤D⊥ δ′ ⇒ θ(δ)� θ(δ′) (∗)
Then

δ =D⊥ ωD⊥ =⇒ δ ∧ωD⊥ =D⊥ ωD⊥ since ωD⊥ is the top

=⇒ θ(δ ∧ωD⊥)= θ(ωD⊥)= 1 by (∗)
=⇒ θ(δ)= 1 since θ(δ ∧ωD⊥)= θ(δ) � 1

By contraposition it follows that if θ(δ)= 0 then δ �=D⊥ ωD⊥ .
Vice versa if δ �=D⊥ ωD⊥ then δ <D⊥ ωD⊥ ; then we show that θ(δ)= 0 by induction over δ. If δ ≡ωD or δ ≡ δ′ −→ τ then

δ ∈LD hence θ(δ)= 0. If δ ≡ δ1∧ δ2 then by hypothesis that δ1∧ δ2 <D⊥ ωD⊥ , hence there is i = 1,2 such that δi <D⊥ ωD⊥ ;
by induction θ(δi)= 0 so that θ(δ)= θ(δ1) � θ(δ2)= 0. �

The computability of the finite set dom(σ ) implies that � /∈ dom(σ ) is decidable, which will be the side condition of rule
(set) in Fig. 1, Section 5.

Remark 4.14. Observe that the only constants used in Definition 4.11 are the ω’s; also we have plenty of equivalences
ϕ = ψ , namely relations ϕ ≤ ψ ≤ ϕ , involving these constants, that are induced by the definition of the itt’s above. For
example δ −→ωSD =ωD is derivable since ωD ≤D δ −→ωSD ≤D ωD are axioms of ThD ; similarly, ωS −→ωC =ωSD .

However, none of the theories above is trivial, because of the strict inequalities:

(i) 〈� :ωD〉<S ωS , for any � ∈ L;
(ii) ωD ×ωS <S ωC ;

(iii) ωS −→ωD ×ωS <SD ωS −→ωC =SD ωSD .

Therefore, ↑ωS ⊂↑∧
i∈I 〈�i :ωD〉, for any non empty I , and ↑ωC ⊂ ↑(ωD × ωS ), that is ↑ωC corresponds to the new

bottom element added to FD×S ∼=FD ×FS in FC =F(D×S)⊥ ∼= (FD ×FS )⊥ .

Theorem 4.15. The theories ThD and ThS induce the filter domains FD and FS which satisfy Equation (6).

Proof. By Proposition 4.10 we have

FD−→SD
∼=FD −→FSD

∼=FD −→FS −→ (FD ×FS)⊥

where FS =F(D⊥)L . Then the thesis follows since FD =FD−→SD by construction. �
As it should be clear now, the isomorphism FD−→SD

∼=FD −→FSD does not depend on the fact that FD is a recursive
domain, but only on the fact that ThD is natural and β-sound in the terminology of [7] (but this was known of the EATS -
see [3] Def. 3.3.1 - since [16]).
13
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Remark 4.16. The choice of not having atomic types in LD is minimalistic and parallels the analogous definition 5.2.1 of [6],
where the only constant in the domain logic of a lazy λ-model D ∼= (D −→ D)⊥ is t (true), corresponding to our ωD , and
having t � (t −→ t)⊥ in the theory.

As a more detailed description of FD would show, by relating its construction to the solution of Equation (2) in Theo-
rem 3.6, the reason why the ω’s suffice is that FD is (isomorphic to) the non-trivial initial solution to the domain equation.
Adding atomic types ξ to LD also leads to a filter model FD ′ of λimp , which is however not isomorphic to FD ′ −→ S(FD ′).
To restore the desired isomorphism it suffices to add axioms ξ =D ′ ωD ′ −→ωS −→ (ξ ×ωS) for all atomic ξ : these correspond
to the axioms ξ =ω−→ ξ in [9], which are responsible of obtaining a “natural equated” solution to the equation D = D −→ D
of Scott’s model: see [7].

The λimp filter model. According to Definition 3.12, to show that FD is a λimp-model it remains to see that FSD
∼=SDFD can

be endowed with the structure of a monad, which amounts to say that the maps unitF :FD −→FSD and �F :FSD× (FD −→
FSD)−→FSD are definable in such a way to satisfy the monadic laws. This follows by instantiating Definition 3.3 to filter
domains:

unitF X
def= �(λλY ∈FS .(X, Y ))=↑{σ −→ δ× σ ∈ LSD | δ ∈ X} (7)

On the other hand, observing that FSD × (FD −→FSD)−→FSD
∼=FSD ×FD −→FSD , for all X ∈FSD , Y ∈FD and Z ∈FS

we expect that:

(X �F Y ) · Z = let (U , V ):=X · Z in (Y · U ) · V

=
{

(Y · U ) · V if X · Z = U × V �= ↑C ωC

↑C ωC otherwise

Hence we define X �F Y by

↑{σ −→ δ′′ × σ ′′ ∈ LSD | ∃δ′,σ ′. σ −→ δ′ × σ ′ ∈ X & δ′ −→ σ ′ −→ δ′′ × σ ′′ ∈ Y } (8)

Lemma 4.17. Both unitF X and X �F Y are continuous in X and in X and Y , respectively.

Proof. By definition, unitF (↑δ)= ↑{σ −→ δ′ × σ | σ ∈LS & δ′ ∈ ↑δ}; on the other hand if δ0 ≤D δ1 then ↑δ1 ⊆ ↑δ0, there-
fore

unitF (↑δ1) = ↑{σ −→ δ′ × σ | σ ∈ LS & δ′ ∈ ↑δ1}
⊆ ↑{σ −→ δ′′ × σ | σ ∈ LS & δ′′ ∈ ↑δ0}
= unitF (↑δ0)

Hence unitF (↑δ)⊆ unitF (↑(δ ∧ δ′))⊇ unitF (↑δ′) for all δ, δ′; this implies that the family {unitF (↑δ) | δ ∈ X} is directed for
any filter X . Now

unitF X = unitF (
⋃

δ∈X ↑δ) as X =�↑δ∈X ↑δ =⋃
δ∈X ↑δ

= ↑{σ −→ δ′ × σ | σ ∈ LS & δ′ ∈⋃
δ∈X ↑δ} by def. of unitF

= ⋃
δ∈X ↑{σ −→ δ′ × σ | σ ∈ LS & δ′ ∈ ↑δ} as {↑δ | δ ∈ X} is directed

= ⋃
δ∈X unitF (↑δ) by def. of unitF

= �↑δ∈X unitF (↑δ) by Lemma 4.3.2
and the above remark

The proof of the continuity of X �F Y is similar. �
The final step is to define the interpretations of get� : (FD −→FSD)−→FSD

∼=FD −→FSD and set� :FD ×FSD −→FSD ,
which also are derivable from their interpretation into a generic model D.

Definition 4.18. Let X ∈FS , � ∈ L:

X · {�} =↑{δ ∈ LD | 〈� : δ〉 ∈ X}

The above operation represents the application of the “store” X to the location �. Observe that if X =↑ωS then there is
no 〈� : δ〉 ∈ X , hence the closure ↑· is necessary.
14
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According to Definition 3.12, for any X ∈FD and Y ∈FS we must have:

getF� (X) · Y = X · (Y · {�}) · Y

where we assume that _ · _ associates to the left. Now, let Z = {τ ∈LSD | ∃δ ∈ 〈� : δ〉 ∈ Y & δ −→ τ ∈ X} then

X · (Y · {�}) · Y = Z · Y

If τ = ωSD then δ −→ τ = ωD , which trivially belongs to any filter; if instead τ �= ωSD then τ =∧
I σi −→ κi and δ −→ τ =∧

i∈I δ −→ σi −→ κi ∈ X if and only if δ −→ σi −→ κi ∈ X for all i ∈ I . From this we conclude that

Z · Y = {κ ∈ LC | ∃σ ∈ Y | σ −→ κ ∈ Z}
= {κ ∈ LC | ∃〈� : δ〉 ∧ σ ∈ Y . δ −→ σ −→ κ ∈ X}

and therefore the appropriate definition of getF� (X) is

getF� (X)
def= ↑{(〈� : δ〉 ∧ σ)−→ κ ∈ LSD | δ −→ (σ −→ κ) ∈ X} (9)

Similarly, again by Definition 3.12, for any X ∈FD , Y ∈FSD and Z ∈FS we expect:

setF� (X, Y ) · Z = Y · (Z [� �→ X])
where Z [� �→ X] is supposed to represent the update of Z by associating X to �, namely:

Z [� �→ X] =↑{〈� : δ〉 | δ ∈ X} ∪ {〈�′ : δ′〉 | 〈�′ : δ′〉 ∈ Z & �′ �= �}
Then

Y · (Z [� �→ X]) = ↑{κ | ∃σ −→ κ ∈ Z [� �→ X]. σ −→ κ ∈ Y }
= ↑{κ | ∃σ ′ ∈ Z , δ ∈ X . 〈� : δ〉 ∧ σ ′ −→ κ ∈ Y & � /∈ dom(σ ′)}

and therefore we define:

setF� (X, Y )
def= ↑{σ ′ −→ κ ∈ LSD | ∃δ ∈ X . 〈� : δ〉 ∧ σ ′ −→ κ ∈ Y & � /∈ dom(σ ′)} (10)

Lemma 4.19. Both getF� (X) and setF� (X, Y ) are continuous in X and in X and Y , respectively.

Proof. We know that getF� (X) · Y = X · (Y · {�}) · Y , hence by Lemma 4.8 to prove that it is continuous in X it suffices to
show that Y · {�} is such in Y , as the composition of continuous functions is continuous. Now

Y · {�} = ↑{δ | 〈� : δ〉 ∈ Y }
= ↑{δ | 〈� : δ〉 ∈⋃

σ∈Y ↑σ }
= ⋃

σ∈Y ↑{δ | 〈� : δ〉 ∈ ↑σ }
= ⋃

σ∈Y (↑σ · {�})
= �↑σ∈Y (↑σ · {�})

by directness of {↑σ · {�} | σ ∈ Y } and Lemma 4.3.
The proof of continuity of setF� (X, Y ) is similar, using setF� (X, Y ) · Z = Y · (Z [� �→ X]), the continuity of application and

the fact that Z [� �→ X] =�δ∈X Z [� �→↑δ] that is easily seen. �
Eventually we have:

Theorem 4.20. The structure F = (FD ,S, [[·]]FD , [[·]]FSD ) is a λimp-model where, for e ∈ EnvF = Var −→ FD the interpretations
[[V ]]FD e ∈FD and [[M]]FSD e ∈FSD are such that:

[[x]]FD e = e(x)

[[λx.M]]FD e = ↑{δ −→ τ | τ ∈ [[M]]FSD e[x �→ ↑δ]}
[[[V ]]]FSD e = ↑{σ −→ δ× σ ∈ LSD | δ ∈ [[V ]]FD e}

[[M � V ]]FSD e = ↑{σ −→ δ′′ × σ ′′ | ∃δ′,σ ′. σ −→ δ′ × σ ′ ∈ [[M]]FSD e

& δ′ −→ σ ′ −→ δ′′ × σ ′′ ∈ [[V ]]FD e}
[[get�(λx.M)]]FSD e = ↑{(〈� : δ〉 ∧ σ)−→ κ ∈ LSD | σ −→ κ ∈ [[M]]FD e[x �→ ↑δ]}
[[set�(V , M)]]FSD e = ↑{σ ′ −→ κ | ∃δ ∈ [[V ]]FD e. 〈� : δ〉 ∧ σ ′ −→ κ ∈ [[M]]FSD e

& � /∈ dom(σ ′)}

15
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Proof. By an easy induction over M , we can show that

[[M]]Fe[x �→ X] =�↑
δ∈X
[[M]]Fe[x �→↑δ]

It follows that the function λλX ∈ FD . [[M]]FSD e[x �→ X] is continuous. Therefore, applying the clauses of Definition 3.12 to
the model F , we get:

[[x]]FD e = e(x)

[[λx.M]]FD e = �(λλX ∈FD . [[M]]FSD e[x �→ X])
[[[V ]]]FSD e = unitF ([[V ]]FD e)

[[M � V ]]FSD e = ([[M]]FSD e) �F ([[V ]]FD e)

[[get�(λx.M)]]FSD e = getF� ([[λx.M]]FD e)

[[set�(V , M)]]FSD e = setF� ([[V ]]FD e, [[M]]FSD e)

Then the thesis follows by Equations (7)-(10). �
5. Deriving the type assignment system

In [9] the filter model is a λ-model where validity of typing judgments and derivability in the type assignment system
coincide, which is the key for proving the completeness of the type assignment system. Here we revert the process: in
Section 4 we have obtained a filter model out of the denotational semantics of the calculus; by extending to λimp the
set theoretic interpretation of types for the ordinary λ-calculus, we get a notion of validity of typing judgments which,
when particularized to the model F , determines the assignment system as the axiomatization of the truth in that model.
Such axiomatization is implicit in Theorem 4.20 where the interpretation of terms is evidently inductive; as we show in
this section, this provides the guidance to derive the typing system in parallel to the inductive definition of the predicate
ϕ ∈ [[Q ]]Fe in the theorem, where Q is either a value or a computation and ϕ is a type of the appropriate language.

Let D = (D, [[·]]D , [[·]]SD) be a λimp-model, and  : D
∼−→ (D −→SD D) is the isomorphism in Definition 3.12. Recall that:

S = (D⊥)L C = (D × S)⊥ SD D = S −→ C

and that dom(ς)= {� ∈ L | ς(�) �= ⊥D⊥} for ς ∈ S . In the following A ranges over D,SD (short for SD D), S, C .

Definition 5.1 (Type Interpretation). Define the maps [[·]]A :LA −→ ℘(A) by

[[ωA]]A = A [[ϕ ∧ψ]]A = [[ϕ]]A ∩ [[ψ]]A
and

[[δ −→ τ ]]D = {d ∈ D | ∀d′ ∈ [[δ]]D . (d)(d′) ∈ [[τ ]]SD}
[[〈� :ωD⊥〉]]S = S

[[〈� : δ〉]]S = {ς ∈ S | � ∈ dom(ς) & ς(�) ∈ [[δ]]D} if δ ∈ LD

[[δ × σ ]]D×S = [[δ]]D × [[σ ]]S
[[σ −→ τ ]]SD = {g ∈ SD D | ∀ς ∈ [[σ ]]S . g(ς) ∈ [[τ ]]C }

As a first consequence of this definition, we have a model of the subtyping relations ≤A as subset inclusion of type
interpretations.

Lemma 5.2. For ϕ,ψ ∈LA we have

ϕ ≤A ψ ⇒ [[ϕ]]A ⊆ [[ψ]]A

Proof. By induction over the definition of ≤A . �
Let us introduce the concept of typing context as follows.

Definition 5.3. A typing context � is a finite set {x1 : δ1, . . . , xn : δn} where n ≥ 0, the xi ’s are pairwise distinct, and δi ∈ LD

for all i. We set dom(�)= {x1, . . . , xn}.
16
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We define the concepts of truth in a model and of validity of the typing Q : ϕ w.r.t. a context � as follows.

Definition 5.4. Let D be a λimp-model, e ∈ EnvD and � a context; then define

1. e |=D � if e(x) ∈ [[δ]]D for all x : δ ∈ �

2. � |=D Q : ϕ if [[Q ]]De ∈ [[ϕ]]D for all e |=D �

3. � |= Q : ϕ if � |=D Q : ϕ for all D

When � |=D Q : ϕ we say that Q : ϕ is true in D w.r.t. the context �; when � |= Q : ϕ we say that Q : ϕ is valid w.r.t. �.

Next, we look for a type interpretation in the case of the model F which we take from [9] (see Remark 4.5):

Definition 5.5. For A = D, S, C , and SD , and ϕ ∈LA define:

[[ϕ]]F = {X ∈FA | ϕ ∈ X}

Such interpretation is a generalization of the natural interpretation of intersection types over an extended type structure
[16], which turns out to be a type interpretation in the sense of Definition 5.1.

Proposition 5.6. The family of mappings [[ϕ]]FA is a type interpretation. Moreover:

1. [[δ −→ τ ]]F = {X ∈FD | ∀Y ∈ [[δ]]F . X · Y ∈ [[τ ]]F }
2. [[〈� :ωD⊥〉]]F =FS

3. [[〈� : δ〉]]F = {X ∈FS | X · {�} ∈ [[δ]]F } if δ ∈LD

4. [[δ× σ ]]F = {X ∈FD×S | π1(X) ∈ [[δ]]F & π2(X) ∈ [[σ ]]F }
5. [[σ −→ κ]]F = {X ∈FSD | ∀Y ∈ [[σ ]]F . X · Y ∈ [[κ]]F }

where, for X ∈FD×S ∼= (FD ×FS ), π1(X)= {δ ∈LD | ∃σ ∈LS . δ× σ ∈ X} and similarly for π2(X).

Proof. The first part is immediate from the definition of type interpretation and of filters.
To see (1) observe that ↑ϕ ∈ [[ϕ]]F . Hence, if X ∈ [[δ −→ τ ]]F then δ −→ τ ∈ X , which implies that X · ↑δ = ↑τ ∈ [[τ ]]F .

Vice versa if X · Y ∈ [[τ ]]F for all Y ∈ [[δ]]F then in particular X · ↑δ = ↑τ ∈ [[τ ]]F , which implies that for some δ′ ∈ ↑δ,
δ′ −→ τ ∈ X ; but then δ ≤D δ′ so that δ′ −→ τ ≤D δ −→ τ and therefore δ −→ τ ∈ X as X is upward closed.

All the other cases are similar and easier. We just remark that in part (4) π1(X) is a filter: indeed it is nonempty and
upward closed because X is such. If δ1, δ2 ∈ π1(X) then δ1×σ1, δ2×σ2 ∈ X for some σ1 and σ2; then X � (δ1×σ1)∧ (δ2×
σ2)= (δ1 ∧ δ2)× (σ1 ∧ σ2), so that δ1 ∧ δ2 ∈ π1(X). The same holds of π2(X). �

As said at the beginning of this section, the type assignment system will be obtained as a complete axiomatization of
the truth of typing judgments in F ; more precisely we expect to obtain a set of axioms and rules such that

� 
 Q : ϕ is derivable in the system ⇐⇒ � |=F Q : ϕ (11)

In the first place, we manage to eliminate the universal quantification over the e ∈ EnvF such that e |=F � which is
involved in the definition of � |=F Q : ϕ . To this aim, we endow the set EnvF with a partial order as follows.

Definition 5.7. Over EnvF we define the ordering:

e � e′ ⇔ ∀x ∈ Var. e(x)⊆ e′(x)

Proposition 5.8. The poset (EnvF ,�) is a cpo, with bottom e⊥ such that e⊥(x)= ↑ωD for all x ∈ Var, and for all directed E ⊆ EnvF
there exists the sup�↑E such that

∀x ∈ Var. (�↑E)(x) =
⋃
e∈E

e(x)

Proof. To prove the statement it suffices to check that �↑E is well defined. Now if E is directed then for any e, e′ ∈ E there
exists e′′ ∈ E such that e � e′′ � e′ , that is e(x)⊆ e′′(x)⊇ e′(x) for all x ∈ Var. It follows that {e(x) | e ∈ E} is a directed set of
filters for any x, whose sup is

⋃
e∈E e(x). �
17
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Proposition 5.8 can be restated by saying that (EnvF ,�) is the infinite product of FD with itself, indexed over Var. As
such it is an object of ω-Alg, in particular it is algebraic with compact points e ∈ K (EnvF ) which are such that for all x ∈ Var,
e(x) is compact in FD , namely e(x)= ↑ϕ for some type ϕ . Among the compact environments, a special role is played by
those e f such that e f (x) �= ↑ωD only for finitely many x ∈ Var, that we call finite. As it is easily seen, any environment
e ∈ K (Env) is the directed sup of the set {e f ∈ K (EnvF ) | e f is finite & e f � e}, which then holds for arbitrary e ∈ Env by
algebraicity. Now finite environments can be paired with contexts as follows.

Definition 5.9. Given �= {x1 : δ1, . . . , xn : δn} define e� ∈ EnvF by

e�(xi)=↑D δi and e�(y)=↑ωD if y /∈ dom(�)

Let us abbreviate �(x)= δ if x : δ ∈ � and �(x)=ωD , otherwise.

Lemma 5.10. For all e ∈ EnvF and context �, e |=F � if and only if e� � e.

Proof.

e |=F � ⇐⇒ ∀x ∈ Var. e(x) ∈ [[�(x)]]F by Definition 5.4

⇐⇒ ∀x ∈ Var. �(x) ∈ e(x) by Definition 5.5

⇐⇒ ∀x ∈ Var. e�(x)=↑�(x)⊆ e(x) since e(x) is a filter

⇐⇒ e� � e by Definition 5.7 �
For any contexts � and �′ we define the context

�∧ �′ def= {x : δ ∈ � | x /∈ dom(�′)}
∪ {x : δ′ ∈ �′ | x /∈ dom(�)}
∪ {x : δ ∧ δ′ | x : δ ∈ � & x : δ′ ∈ �′}

In particular (�∧ �′)(x)= �(x)∧ �′(x).

Lemma 5.11.

1. For all e ∈ EnvF the set E = {e� | e |=F �} is directed and e =�↑ E
2. For all Q ∈ Term and directed E , the family of filters {[[Q ]]Fe | e ∈ E} is directed and

[[Q ]]F (�↑E)=�↑
e∈E [[Q ]]Fe

Proof. Part (1): suppose that e�, e�′ ∈ E ; then e |=F � and e |=F �′ . By Lemma 5.10 we deduce that e� � e � e�′ . On the
other hand

(e� � e�′)(x) = ↑�(x) � ↑�′(x)

= ↑(�(x)∧ �′(x))

= ↑(�∧ �′)(x)

hence e� � e�′ = e�∧�′ by the arbitrary choice of x ∈ Var. Again by Lemma 5.10 we conclude that e |=F �∧ �′ , namely
e�∧�′ ∈ E , which is therefore directed.
From the above it follows that �E � e; to see the inverse it suffices to observe that if δ ∈ e(x), then e{x:δ} ∈ E so that

δ ∈ e{x:δ}(x)⊆
⋃

e�∈E
e�(x)= (�↑E)(x)

for any x ∈ Var, and we conclude that e ��E .

Part (2): we reason by induction over Q ∈ Term.
Case Q ≡ x: then {[[Q ]]Fe | e ∈ E} = {e(x) | e ∈ E}, which is directed by the hypothesis that E is such. Then

[[Q ]]F (�E)= (�↑E)(x)=
⋃

e(x)=�↑
e∈E ([[Q ]]Fe)
e∈E
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Case Q ≡ λx.M: let X = {[[λx.M]]Fe | e ∈ E}, and recall that [[λx.M]]Fe =↑{δ −→ τ | τ ∈ [[M]]Fe[x �→↑δ]}. Let F1, F2 ∈
X , namely Fi = [[λx.M]]Fei for some ei ∈ E and i = 1,2. By directness of E , there exists e3 ∈ E such that e1, e2 � e3;
then take F3 = [[λx.M]]Fe3 ∈X .
W.l.o.g. a non trivial element Fi for i = 1,2 has the shape δi =∧

j∈ J i
δ
(i)
j −→ τ

(i)
j where τ

(i)
j ∈ [[M]]Fei[x �→↑δ

(i)
j ] for

all j ∈ J i . Now the set {e1, e2, e3} is directed with sup e3, so that by induction the set of filters {[[M]]Fei[x �→↑δ
(i)
j ] |

i = 1,2,3} is directed with sup [[M]]Fe3[x �→↑δ
(i)
j ], for all j ∈ J i . This implies that δ

(i)
j −→ τ

(i)
j ∈ [[λx.M]]Fe3 for all

j ∈ J i , and hence δi ∈ [[λx.M]]Fe3 as the latter is a filter. We conclude that F1, F2 ⊆ F3, so X is directed. Now

[[Q ]]F (�↑ E) = ↑{δ −→ τ | τ ∈ [[M]]F (�↑ E)[x �→↑δ]}
= ↑{δ −→ τ | τ ∈⋃

e∈E [[M]]Fe[x �→↑δ]}
by induction and (�↑ E)[x �→↑δ] =�↑e∈E e[x �→↑δ]

= ⋃
e∈E ↑{δ −→ τ | τ ∈ [[M]]Fe[x �→↑δ]}

since E is directed

= ⋃
e∈E [[λx.M]]Fe

= �↑e∈E [[Q ]]Fe

Case Q ≡ M � V : then {[[M � V ]]Fe | e ∈ E} is directed since {[[M]]Fe | e ∈ E} and {[[V ]]Fe | e ∈ E} are such by induction,
[[M � V ]]Fe = ([[M]]Fe) �F ([[V ]]Fe), and the operator �F is continuous by Lemma 4.17, and hence monotonic. Now

[[Q ]]F (�E) = [[M]]F (�E) �F [[V ]]F (�E)

= (�e∈E [[M]]Fe) �F (�e′∈E [[V ]]Fe′) by induction

= �e,e′∈E ([[M]]Fe) �F [[V ]]Fe′) by continuity of _ �F _

= �e′′∈E ([[M]]Fe′′) �F [[V ]]Fe′′) by directness of E
= �e′′∈E [[Q ]]Fe′′

The remaining cases of [V ], get�(λx.M) and set�(V , M) are similar, using the continuity of unitF (_), getF� (_) and
setF� (_, _), respectively. �

The content of part (2) of Lemma 5.11 is that for any Q ∈ Term the mapping [[Q ]]F : EnvF −→ FA , where A is either D
or SD according to the kind of Q , is continuous, hence monotonic. We use this fact in the proof of the next theorem.

Theorem 5.12. For any e ∈ EnvF , context �, Q ∈ Term and ϕ in the appropriate language, we have

� |=F Q : ϕ ⇐⇒ ϕ ∈ [[Q ]]Fe�

Proof. (⇒) Trivially e� � e� so that e� |=F � by Lemma 5.10. By the hypothesis � |=F Q : ϕ we have [[Q ]]Fe� ∈ [[ϕ]]F ,
and hence ϕ ∈ [[Q ]]Fe� by Definition 5.5.
(⇐) Let e |=F �, then by Lemma 5.10 e� � e; by Lemma 5.11.2 [[Q ]]F is monotonic, so that [[Q ]]Fe� ⊆ [[Q ]]F e. By this the
hypothesis ϕ ∈ [[Q ]]Fe� implies ϕ ∈ [[Q ]]Fe and hence [[Q ]]Fe ∈ [[ϕ]]F by Definition 5.5 and we conclude � |=F Q : ϕ by
the arbitrary choice of e. �

In view of Theorem 5.12, we can obtain the formal system to derive the typing judgments � 
 Q : ϕ , replacing � |=F

Q : ϕ by ϕ ∈ [[Q ]]Fe� in (11), namely such that

� 
 Q : ϕ is derivable in the system ⇐⇒ ϕ ∈ [[Q ]]Fe�

The latter is inductively defined in Theorem 4.20 by clauses of the form

[[Q ]]Fe� =↑{ψ | ϕ1 ∈ [[Q 1]]Fe�1 & · · · & ϕn ∈ [[Q n]]Fe�n }
which we rephrase into the form

ϕ1 ∈ [[Q 1]]Fe�1 & · · · & ϕn ∈ [[Q n]]Fe�n ⇒ψ ∈ [[Q ]]Fe� (12)

and adding the clauses in the left column in Table 1 to take into account the closure operator ↑ X , which is the least filter
including the set X .
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Table 1
Logical rules.

ω ∈ [[Q ]]Fe�
� 
 Q :ω (ω)

ϕ,ψ ∈ [[Q ]]Fe� ⇒ ϕ ∧ψ ∈ [[Q ]]Fe�

� 
 Q : ϕ � 
 Q :ψ
� 
 Q : ϕ ∧ψ

(∧)

ϕ ∈ [[Q ]]Fe� & ϕ ≤ψ ⇒ψ ∈ [[Q ]]Fe�

� 
 Q : ϕ ϕ ≤ψ

� 
 Q :ψ (≤)

Table 2
Syntax oriented rules.

δ ∈ ↑δ = e�,x:δ(x)
= [[x]]Fe�,x:δ �, x : δ 
 x : δ (var)

τ ∈ [[M]]Fe�,x:δ
⇒ δ→ τ ∈ [[λx.M]]Fe�

�, x : δ 
 M : τ
� 
 λx.M : δ→ τ

(λ)

δ ∈ [[V ]]Fe� & σ ∈LS

⇒ σ → δ× σ ∈ [[[V ]]]Fe�

� 
 V : δ
� 
 [V ] : σ → δ× σ

(unit)

σ → δ′ × σ ′ ∈ [[M]]Fe� &
δ′ → σ ′ → δ′′ × σ ′′ ∈ [[V ]]Fe�

⇒ σ → δ′′ × σ ′′ ∈ [[M � V ]]Fe�

� 
 M : σ → δ′ × σ ′
� 
 V : δ′ → σ ′ → δ′′ × σ ′′

� 
 M � V : σ → δ′′ × σ ′′
(�)

σ → κ ∈ [[M]]FD e�,x:δ
⇒ (〈� : δ〉 ∧ σ)→ κ

∈ [[get�(λx.M)]]FSD e�

�, x : δ 
 M : σ → κ

� 
 get�(λx.M) : (〈� : δ〉 ∧ σ)→ κ
(get)

δ ∈ [[V ]]FD e� &
〈� : δ〉 ∧ σ ′ → κ ∈ [[M]]FSD e� &
� /∈ dom(σ ′)

⇒ σ ′ → κ ∈ [[set�(V , M)]]FSD e�

� 
 V : δ
� 
 M : (〈� : δ〉 ∧ σ)→ κ
� /∈ dom(σ )

� 
 set�(V , M) : σ → κ
(set)

Now the implications (12) are associated with the rules

�1 
 Q 1 : ϕ1 · · · �n 
 Q n : ϕn

� 
 Q :ψ
in the right column of Table 1 and Table 2. Notice that in the second and fifth row of Table 2 we have e�,x:δ in place of
e[x �→ ↑δ] as in Theorem 4.20, however, they are the same environment.

6. Type-semantics and completeness

Collecting all the rules in the right column of Table 1 and Table 2, we get the type assignment system in Fig. 1.

Definition 6.1. (Intersection type assignment system for λimp) The type assignment system for λimp is defined by the rules
in Fig. 1, where in case of rules (ω), (∧) and (≤), the types ω,ϕ and ψ belong to the languages in accordance with the
kind of subject Q .

By construction, the type system enjoys the analogous property of the “Type-semantics theorem” for intersection types
and the ordinary λ-calculus (see [11], Thm. 16.2.7). We premise the following lemma, formally proving that the construction
in the previous section exactly matches the semantics of terms in the model F .

Lemma 6.2. Let Q ∈ T erm and � be any typing context, then

[[Q ]]Fe� = {ϕ | � 
 Q : ϕ}
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Fig. 1. Intersection type assignment system for λimp .

Proof. The proof is based on Theorem 4.20 that characterizes [[Q ]]Fe�
in terms of operations over filters: it will be used

without explicit mention below.
The inclusion [[Q ]]Fe�

⊆ {ϕ | � 
 Q : ϕ} is shown by induction over Q .

Case Q ≡ x: then [[x]]Fe�
= e�(x). If x : δ ∈ � for some δ then e�(x)=↑δ and � 
 x : δ′ for all δ′ ≥ δ by rules (var) and (≤).

Otherwise x /∈ dom(�) implies that e�(x)=↑ωD so that � 
 x : δ for any δ =ωD by rules (ω) and (≤).
Case Q ≡ λx.M: then by Definition 4.7 we have

[[λx.M]]Fe� = �(λλX ∈FD . [[M]]FSD e�[x �→ X])
= ↑{δ −→ τ | τ ∈ [[M]]Fe�[x �→↑δ]}

By definition of the ↑_ operator, the filter above consists of intersections
∧

i∈I δi −→ τi such that τi ∈ [[M]]Fe�[x �→↑δi]
for all i ∈ I . Observing that e�[x �→↑δi] = e�,x:δi we have by induction that �, x : δi 
 M : τi and therefore � 
 λx.M :
δi −→ τi by rule (λ) for all i ∈ I . Hence � 
 λx.M :∧i∈I δi −→ τi by repeated use of rule (∧).

Case Q ≡ [V ]: then [[[V ]]]F e� =↑{σ −→ δ × σ | δ ∈ [[V ]]Fe�} by Equation (7). By induction we have � 
 V : δ and the thesis
follows by rule (unit).

Case Q ≡ M � V : then, by Equation (8), [[M � V ]]Fe� is the filter

↑{σ −→ δ′′ × σ ′′ | ∃δ′,σ ′. σ −→ δ′ × σ ′ ∈ [[M]]Fe� & δ′ −→ σ ′ −→ δ′′ × σ ′′ ∈ [[V ]]Fe�}
As in the case of λ-abstraction, the types in such a filter have the shape

∧
i∈I σi −→ δ′′i ×σ ′′i and σi −→ δ′i ×σ ′i ∈ [[M]]Fe�

and δ′i −→ σ ′i −→ δ′′i × σ ′′i ∈ [[V ]]Fe� for all i ∈ I . Therefore by rule (�) we have � 
 M � V : σi −→ δ′′i × σ ′′i for all i ∈ I and
we conclude by repeated use of rule (∧).

Case Q ≡ get�(λx.M): then by Equation (9) we have that [[get�(λx.M)]]F e� is the filter

↑{(〈� : δ〉 ∧ σ)−→ κ | δ −→ (σ −→ κ) ∈ [[λx.M]]Fe�}
Reasoning as above we know that δ −→ (σ −→ κ) ∈ [[λx.M]]Fe� implies that σ −→ κ ∈ [[M]]Fe�,x:δ ; hence by induction
�, x : δ 
 M : σ −→ κ , from which the thesis follows by rule (get).

Case Q ≡ set�(V , M): then by Equation (10) we know that [[set�(V , M)]]F e� is the filter

↑{σ ′ −→ κ | ∃δ ∈ [[V ]]Fe�. 〈� : δ〉 ∧ σ ′ −→ κ ∈ [[M]]Fe� & � /∈ dom(σ ′)}
By induction � 
 V : δ and � 
 M : 〈� : δ〉 ∧ σ ′ −→ κ ; now condition � /∈ dom(σ ′) allows to apply rule (set), and we are
done.

The inclusion [[Q ]]Fe�
⊇ {ϕ | � 
 Q : ϕ} is proved by induction over the derivation of � 
 Q : ϕ . The cases of rules (ω),

(∧) and (≤) are immediate by the induction hypothesis and the fact that [[Q ]]Fe�
is a filter.

Case (var): then Q ≡ x, ϕ ≡ δ and x : δ ∈ �; hence

[[x]]Fe� = e�(x)=↑δ � δ

Case (λ): then Q ≡ λx.M , ϕ ≡ δ −→ τ and the premise is �, x : δ 
 M : τ . By induction τ ∈ [[M]]Fe�,x:δ ; on the other hand,
as observed above, [[λx.M]]Fe� =↑{δ −→ τ | τ ∈ [[M]]Fe�[x �→↑δ]}, and e�[x �→↑ δ] = e�,x:δ , hence we conclude that
δ −→ τ ∈ [[λx.M]]Fe� .
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Case (unit): then Q ≡ [V ], ϕ ≡ σ −→ δ × σ and the premise is � 
 V : δ. By induction δ ∈ [[V ]]Fe� hence σ −→ δ × σ ∈
unitF [[V ]]Fe� = [[[V ]]]Fe� by Equation (7).

Case (�): then Q ≡ M � V , ϕ ≡ σ −→ δ′′ ×σ ′′ which is derived from the premises � 
 M : σ −→ δ′ ×σ ′ and � 
 V : δ′ −→ σ ′ −→
δ′′ × σ ′′ . By induction σ −→ δ′ × σ ′ ∈ [[M]]Fe� and δ′ −→ σ ′ −→ δ′′ × σ ′′ ∈ [[V ]]Fe� so that σ −→ δ′′ × σ ′′ ∈ [[M]]Fe� �F

[[V ]]Fe� = [[M � V ]]Fe� by Equation (8).
Case (get): then Q ≡ get�(λx.M), ϕ ≡ (〈� : δ〉 ∧ σ) −→ κ and the premise is �, x : δ 
 M : σ −→ κ . By induction σ −→ κ ∈

[[M]]Fe�, x:δ so that, by reasoning as in case (λ), we have that δ −→ σ −→ κ ∈ [[λx.M]]Fe� , from which we conclude
(〈� : δ〉 ∧ σ)−→ κ ∈ getF� ([[λx.M]]Fe�)= [[get�(λx.M)]]F e� by Equation (9).

Case (set): then Q ≡ set�(V , M), ϕ ≡ σ −→ κ and the premises are � 
 V : δ and � 
 M : (〈� : δ〉 ∧ σ) −→ κ ; also we know
that � /∈ dom(σ ). By induction δ ∈ [[V ]]Fe� and (〈� : δ〉 ∧ σ) −→ κ ∈ [[M]]Fe� . Then we conclude that ϕ ≡ σ −→ κ ∈
setF� ([[V ]]FD e�, [[M]]FSD e�)= [[set�(V , M)]]FSD e� by Equation (10). �

We are now in place to state the main theorem of this section.

Theorem 6.3 (Type semantics). For all V ∈ Val and M ∈ Com:

1. [[V ]]FD e = {δ ∈LD | ∃�. e |=F � & � 
 V : δ}
2. [[M]]FSD e = {τ ∈LSD | ∃�. e |=F � & � 
 M : τ }

Proof. Recall that e |=F � if and only if e� � e:

[[V ]]FD e = [[V ]]FD (�{e� | e |=F �}) by Lemma 5.11.1

= �e��e [[V ]]FD e� by Lemma 5.11.2

= ⋃
e��e [[V ]]FD e� by Lemma 5.11.2

as {[[V ]]FD e� | e� � e} is directed

= ⋃
e��e{δ | � 
 V : δ} by Lemma 6.2

= {δ | ∃�.� 
 V : δ & e |=F �}
The proof in case of [[M]]FSD e is similar. �
In spite of the complexity of the construction we have been going through in the last sections, the payoff of our work

is a system with one typing rule for each syntactical construct in the grammar of the calculus, plus the “logical” rules from
Table 1 which are standard in intersection type systems with subtyping since [9].

The immediate consequence of the type-semantics property in [9] is the completeness of the type assignment system.
This easily extends to λimp and to the type assignment system introduced so far. We conclude this section by the complete-
ness theorem for our system.

Theorem 6.4 (Completeness).

� 
 Q : ϕ⇔ � |= Q : ϕ

Proof. Part ⇒ is shown by induction over � 
 Q : ϕ . For the ⇐ part:

� |= Q : ϕ ⇒ � |=F Q : ϕ by Definition 5.4 and Theorem 4.20

⇒ [[Q ]]Fe� ∈ [[ϕ]]F since e� |=F �

⇒ ϕ ∈ [[Q ]]Fe� by Definition 5.5

⇒ � 
 Q : ϕ by Theorem 6.3 �
7. Discussion and related works

The present paper extends and revises [23], providing a full description of the denotational semantics of λimp , a detailed
construction of the filter model and of the process deriving the type system from the semantics, along with the proofs of
the type-semantics and of the completeness theorems.

We have also profited from the present extended version to fix an error in [24,23]. In the former presentation of the
theory ThS we had no distinction among ωD and ωD⊥ (as the latter was not included in the type syntax) so that the
equation ωS = 〈� : ωD〉 was derivable. Unfortunately, this falsifies the main theorem of [24], namely the characterization
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of convergence. The mismatch arises because there we represent stores by certain store terms that are necessarily finite,
hence denoting partial stores; also we consider divergent a term of the form get�(λx.M) when evaluated with a store that
is undefined w.r.t. �; this is rather subtle because in a context like set�(V , get�(λx.M)) the term will converge as soon as
M[V /x] does. To catch this in the model we have to distinguish among the bottom value ⊥D , and the new bottom ⊥D⊥ ,
represented by the type ωD⊥ , so that we can discriminate the case ς(�) = ⊥D⊥ modeling the fact that ς is undefined at
�, from the case ς(�)=⊥D where ς is defined and holds a value. Here we achieve such a distinction by taking S = (D⊥)L

instead of DL as we did in [23].

The calculus and its monadic semantics. But for the operators get� and set� , the calculus syntax is the same as in [22],
where we considered a pure untyped computational λ-calculus, namely without operations nor constants. Therefore, the
monad T and the respective unit and bind were generic, so that types cannot convey any specific information about the
domain T D , nor about effects represented by the monad.

The algebraic operators get� and set� come from Plotkin and Power [38,39,37]. Their definition is essentially the same
as in [39], where the store monad in Moggi [34] is generated by the update and lookup operations. In [38] it is proved
that the behavior of such operators can be axiomatized by equations such that the monad is determined by the operators
themselves under the hypothesis that the set of locations is finite. In our case the locations are infinite so that the monad
induced by the algebraic theory in [38] is a proper submonad of ours.

We have borrowed the notation for get� and set� from the “imperative λ-calculus” in Chapter 3 of [27], where also a
definition of the convergence predicate of a configuration to a result is considered. Such a definition is a particular case of
the analogous notion in Dal Lago et al. [21,20] for generic algebraic effects. It is stated in semantic terms, while we preferred
the syntactical treatment in the algebra of store terms in [24].

Intersection types and computational effects. Intersection types are an extension of Curry simple types, whose intended
meaning is that of predicates of untyped terms. In particular, intersection types embody a form of ad hoc-polymorphism,
where one may consider the conjunction of semantically unrelated types. As an instance of Leibnitz’s law of identity of
indiscernibles, terms can be identified with the set of their properties, namely types. As a consequence, updating the value
associated to a location may radically change the types of the store itself.

Our store types are not reference types, and indeed we do not consider the locations among the values, nor we have a
construct for dynamic allocation. This makes difficult the comparison to Davis and Pfenning’s [25] and to the subsequent
Dezani and Ronchi’s [18]. In Pfenning’s and others work, intersection types are added to the Hindley-Milner type system for
ML to enhance type expressivity and to strengthen polymorphism. However, the resulting system is unsound, which forces
the restriction of intersection types to values and the loss of subtyping properties. The issue is due to reference types in ML,
where the type of a location is its “intrinsic” type in the sense of Reynolds [40]. In contrast, our store types are predicates
over the stores, namely “extrinsic” types, telling what are the meanings of the values associated to the locations in the store.

Type and effect systems. A further line of research is to use our type system to investigate a semantic understanding of type
and effect systems, introduced in [28] and pursued in [43]. In the insightful paper by Wadler [50] a type and effect judgment
� 
 e : A, ε is translated into the ordinary typing � 
 e : T ε A, where T is a monad. This has fostered the application of type
systems with monadic types to static analysis for code transformation in Benton et al. [15,14], raising the question of the
semantics of the types T ε A, that has been answered by [32]. See also [36] providing a type interpretation based on indexed
(strong) co-monads.

In the papers by Benton and others, the semantics of monadic types with effect decorations is given in terms of PERs
that are preserved by read and write operations. Such semantics validates equations that do hold under assumptions about
the effects of the equated programs; e.g. only pure terms, neither depending on the store nor causing any mutation, can
be evaluated in arbitrary order, or repeated occurrences of the same pure code can be replaced by a reference where the
value of the code is stored after computing it just once. Such properties are nicely reflected in our types: if λx.M has type
δ −→ σ −→ δ′ × σ , and dom(σ ) includes all the � occurring in M , then we know that the function represented by λx.M is
pure; similarly if M : σ −→ δ × σ and N : σ −→ δ′ × σ then for any P : σ −→ κ both M;N; P and N;M; P will have the same
types, and hence the same behavior. In general, this suggests how to encode regions with store types in our system.

Filter model construction. Since [9] we know that a λ-model can be constructed by taking the filters of types in an
intersection type system with subtyping. The relation among the filter model and Scott’s D∞ construction has been subject
to extensive study, starting with [16] and continuing with [19,4,1,7]. In the meantime, Abramsky’s theory of domain logic
in [2] provided a generalization of the same ideas to algebraic domains in the category of 2/3 SFP, of which ω-Alg is a (full)
subcategory, based on Stone duality.

A further research direction is to move from ω-Alg to other categories such as the category of relations. The latter is
deeply related to non-idempotent intersection types [17,12] that have been shown to catch intensional aspects of λ-calculi
involving quantitative reasoning about computational resources. If the present approach can be rephrased in the category of
relations, then our method could produce non-idempotent intersection type systems for effectful λ-calculi.

Refinement, essential, and non idempotent intersection types. Another view of intersection types is as refined types of
ordinary types (see [2]), so that conjunction makes sense only among subtypes of the same type. This seems in contrast with
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the main example in the literature which is the type (σ ∧ (σ −→ τ ))−→ τ of the term λx.xx. However, both σ and σ −→ τ
are subtypes of ω = ω −→ ω in [9], which is the counterpart of Scott’s domain equation D = D −→ D . Here we have the
equations ωD = ωD −→ ωSD and ωSD = ωS −→ ωC , representing the solution of the domain equation D = D −→ T D , where
T is (a variant of) the state monad in [34]. The study of type interpretation in the category of models of computational
λ-calculi deserves further investigation.

As said before, our type system is inspired by [9], where the intersection types are related by the subtyping relation. It
is known that subtyping can be avoided e.g. in the “essential” system in [45], which has syntax directed rules. Compared to
the system in [9], the essential intersection type system is equally powerful w.r.t. the characterization of strongly normal-
izable λ-terms and other similar properties, but it is unrelated to the Scott D∞ model of the λ-calculus, which is instead
isomorphic to the filter model in [9]. In general, the correspondence exploited in [2] among type theories and domains gets
lost in case of essential types, describing webbed-models like Engeler’s.

Another family of intersection type systems have been introduced by De Carvalho in [17]. Moving from Engeler’s model,
De Carvalho obtains a system where intersection is not idempotent, that is σ is not a subtype of σ ∧ σ . This provides an
intensional type system that is sensible to the temporal complexity of the reduction of terms to normal form. It is a natural
development of our work to design a non-idempotent system for the side-effects with higher-order stores.

Towards a categorical perspective. Development of the present work would be a method for synthesizing intersection type
systems for a computational λ-calculus with algebraic operators for generic effects in the sense of [39]. Such a process
should be described in categorical terms; indeed, while it is well known how to present the denotational semantics of
the calculus as a functor into a suitable category of meanings, it has been shown in [35] that a system like ours is itself a
particular functor. A natural question is whether the latter functor can be uniformly obtained from the categorical semantics
of the calculus.

8. Conclusion

In this paper we presented a type assignment system to study the semantics of an imperative computational λ-calculus
equipped with global store and algebraic operators. The system defines the semantics of the untyped calculus.

Deriving the type system from semantics as in Section 5 is the main contribution of our paper. In the present work, we
exploit denotational semantics of type systems, in general, but reverse the process from semantics to types. Usually, one
starts with a calculus and a type system, looking for semantics and studying its properties. On the contrary, we move from
a domain equation and the definition of the denotational semantics of the calculus of interest and synthesize a filter model
and an intersection type system. This synthetic use of domain logic is, in our view, prototypical w.r.t. the construction of
logics catching properties of any computational λ-calculus with operators. We expect that the study of such type systems
will be of help in understanding the operational semantics of such calculi, a topic that has been addressed in [21,20], but
with different mathematical tools. Indeed, by addressing the investigation in such a way, we smoothly obtain soundness
and, possibly, completeness.
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