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Introduction

Homogenization theory is a relatively recent theory. Its mathematical literature is
very wide and includes a large number of problems in different settings.
Although its recent development, the origins of homogenization theory go back to
Poisson, Mossotti, Maxwell, Clausius, Rayleigh (see [41], [38], [37], [23], [42] respec-
tively). Nevertheless, the development of homogenization methods was stimulated
by the studies on the physics of composite materials with highly heterogeneous mi-
crostructure. The first mathematical papers on homogenization were published by
Sanchez-Palencia (see [44], [45]), where the author studied the behaviour of the so-
lutions of linear elliptic equations with periodic highly oscillating coefficients as the
size of the period vanishes. De Giorgi and Spagnolo (see [26]) gave the first proof of
the convergence, based on the G-convergence theory of partial differential equations,
that deals with sequences of differential operators, including the case with non peri-
odic coefficients. Thereafter several treatises on the homogenization were published.
The main references are the monographs by Bensoussan et al., Sanchez-Palencia,
Lions, Bakhvalov and Panasenko and Oleinik et al. (see [4], [46], [35], [3] and [40]
respectively).
The thesis is divided into three chapters, each one devoted to a different variational
problem. In Chapter 1 we recall the definitions and main results used throughout the
thesis. In Chapters 2 and 3 we treat homogenization of inequalities and equations
respectively, related to monotone operators, whereas in the last chapter we consider
a penalization problem for an integral functional in the framework of Γ-convergence.
The common feature of these problems is the presence of highly oscillating periodic
coefficients and point-wise constraints on the gradient of the unknown. In Chapter 2
we consider a family of variational inequalities with convex oscillating constraints on
the gradient of the unknown, whereas in Chapter 3 we consider a family non linear
elliptic equations with linear constraints on the gradient of the unknown. Then, in
Chapter 4 we study the asymptotic behaviour of related minimum problems associ-
ated to integral functionals in the Γ-convergence setting. (see, for example [14] and
[21]).
The literature on the topics discussed in this thesis is quite wide: the main references
for homogenization of functionals with constraints on the gradient are [10], [11], [12],
[13], [17] and [25], while for homogenization problems in perforated domains with
various boundary conditions in the linear case we refer to [19], [20],[21] and [22].
There exists also a large number of papers and monographs on homogenization of
variational inequalities. We refer to [34], [5], [6] and [24] just to mention a few of
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them. On the contrary, there exist rather few articles on variational inequalities and
equations, with constraints on the gradient (see, for example [17]).
In general, variational inequalities arise as necessary conditions for the existence of
solutions of constrained minimization problems. Indeed, in the most general case, if
F : X −→ R is a convex and Gateaux-differentiable function on a normed space X,
if u ∈ X is a solution of the minimum problem F (u) = inf {F (t) : t ∈ X}, then u
satisfies also the Euler equation F ′(u) = 0. If the infimum is computed on a closed
and convex subset K ⊂ X, then the minimality of u ∈ K implies that u satisfies the
variational inequality

(1) 〈dF (u), v − u〉 > 0

for every v ∈ K, where dF (u) represents the Gateaux differential of F (for details see
for example, [28]). Variational inequalities of more general type can be considered
by replacing dF (u) with an operator A : H → H ′. This type of inequalities arises
in elastoplastic torsion problems (see, for example, [43]). A simple model for the
elastoplastic torsion of a homogeneous cylindrical bar of cross-section Ω ⊂ R2 is
given by the variational inequality (1), where dF (u) involves the Laplace operator,
H = H1

0 (Ω) and K consists of functions whose gradients have modulus which are
almost everywhere bounded by a constant (see, for instance, [27]).

The elastoplastic torsion problem can be modelled, from a physical point of view,
considering an isotropic and homogeneous elastic cylinder with a simply connected
cross section Ω ⊂ R2. Here the term isotropic means that the properties of the
material are independent of the direction in space. It is assumed that such a cylinder
is subjected to a torsion stress applied at both ends and with the lateral boundary
stress-free (see Fig. 1). The solution to this problem in the pure elastic deformation
was given by Saint-Venant, in 1855. Specifically, he made the assumption that the
deformations of the bar consist in

(i) a rotation of cross sections given as function of the x1 and x2 components of
the displacement p = (p1, p2, p3) by p1 = −θx3x2, p2 = θx3x1, where θx3

represents the angle of rotation (with θ > 0), of the cross section at a distance
x3 from the origin, taken at an end of the cross section;

(ii) the distortions of the cross sections given by a function η independent of x3

(2) p3 = θη(x1, x2).

Hence, the strain tensor (in index notation) εij = 1
2
(pi,j + pj,i), where pi,j = ∂pi/∂xj

i, j = 1, 2, 3, has all components zero exept

(3) ε13 =
1

2

(
∂p1

∂x3

+
∂p3

∂x1

)
=
θ

2
(ηx1−x2) and ε23 =

1

2

(
∂p2

∂x3

+
∂p3

∂x2

)
=
θ

2
(ηx2 +x1)

Then, using the Hooke’s law for isotropic materials (i.e. the stress-strain relation
in linear elasticity for isotropic materials) in index tensor notation σij = λεkkδij +
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Figure 1: Elastoplastic torsion problem

2µεij, i, j = 1, 2, 3, where δij is the delta of Kronecker and λ, µ the Lamè constants,
it turns out that the tensor σij has all components zero exept

(4) σ13 = 2µε13 = µθ(ηx1 − x2) and σ23 = 2µε23 = µθ(ηx2 + x1).

Here, the Lamè second parameter µ > 0 represents a property of the constitutive
material of the bar, the modulus of rigidity or shear modulus.
Under these conditions, the equilibrium equation ∇ · σ = 0 reduces to the scalar
equation

σ13,1 + σ23,2 = 0

which means that we can express σ13 and σ23 as

(5) σ13 = ux2 , σ23 = −ux1

where u = u(x1, x2) is called stress function. Then, by (4) and (5) we deduce that
the stress function must verify the Poisson equation

(6) ∆u = ux1x1 + ux2x2 = −2µθ.

The stress-free condition σijnj = 0 on the lateral boundary of the cylinder, from (5),
becomes du/ds = 0, where s denotes the curvilinear abscissa and nj the components
of the outward unit vector normal to the lateral surface of the cylinder. This implies
that the stress function must be constant along ∂Ω, and since Ω is a simply connected
section and (5) defines u up to a constant, we can take

(7) u = 0 on ∂Ω.
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If the plasticity of the material is taken into account the stresses cannot be arbitrary.
Assuming here the Von Mises criterion for an elastic perfectly plastic material, in this
case it reduces to the condition that the quantity

√
(σ13)2 + (σ23)2 = |∇u| cannot

be greater than a certain given constant γ > 0, the threshold of plasticity. Then, the
cross section Ω is divided into two regions:

P = {|∇u|= γ} = plastic zone,(8)
E = {|∇u|< γ} = elastic zone.(9)

Here, the equation (6) is satisfied in the elastic zone (9).
Now, in order to write the mathematical formulation for the elasto-plastic problem,
it is necessary to use the principle of minimum complementary work, which states
that the complementary work of the elastoplastic bar, considered as a functional of
an arbitrary stress system satisfying the equilibrium conditions and the Von Mises
criterion, takes a minimum value for the stress system actually realized in the elasto-
plastic bar.
Using (4) and (5), the amount of strain energy stored in a bar of length l is given by

R =
1

2

ˆ
Ω×]0,l[

σijεij dx1 dx2 =
l

2µ

ˆ
Ω

(σ2
13 + σ2

23) dx1 dx2

=
l

2µ

ˆ
Ω

|∇u|2 dx1 dx2

where εij denotes the components of the strain tensor εij = 1
2
(pi,j + pj,i). Since on

the lateral surface of the bar the given forces are zero, the work on it vanishes. At
the bottom (x3 = 0) and at the top of the bar (x3 = l) the work turns out to be

(10) W = 2θl

ˆ
Ω

u dx1 dx2,

thus, the complementary energy is, by definition, J = R−W , i.e.

(11) J(u) =
l

2µ

ˆ
Ω

|∇u|2 dx1 dx2 − 2θl

ˆ
Ω

u dx1 dx2.

Hence the principle of minimum complementary energy leads to the variational prob-
lem

(12) u ∈Mγ : J(u) 6 J(v), ∀v ∈Mγ,

where J is given by (11) and the convex set of admissible stress functions is given by

(13) Mγ = {v ∈ V : |∇v|6 γ in Ω, u = 0 on ∂Ω} ,

here we also have V = H1(Ω) for the vector space of functions with finite comple-
mentary energy. Note that (6) is the Euler equation for (12) in the case of a pure
elastic torsion without the gradient constraint (i.e. for γ = +∞).
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The constrained minimization problem (12), by the previous arguments, is equivalent
to the variational inequality with gradient constraint (13)

(14) u ∈Mγ :

ˆ
Ω

∇u · (∇v −∇u) dx1 dx2 > 2µθ

ˆ
Ω

(v − u) dx1 dx2, ∀v ∈Mγ.

The model and the corresponding bibliography can be found in [43, Chapter 1,
Section 6] or [27, Chapter V, Section 6].

Starting from the consideration that in [16] the authors studied the constrained
minimization problem (12), related to a functional similar to (11), associated to a
constraint defined as (15), in Chapters 2 and 3 we consider a generalization of problem
(14) (which is equivalent to (12)). Indeed, in Chapter 2 we consider inequality (16)
(that is a generalization of (14)) whereas in Chapter 3 we take into account the
constraint (32). In this case the inequality (16) turns out to be the equation (33).
Thus, in Chapter 2 we consider a general constraint defined by

(15) Kε =
{
v ∈ H1

0 (Ω) : ∇v(x) ∈ C
(x
ε

)
a.e. in Ω

}
where ε > 0, Ω is a bounded open set of Rn, Y = [0, 1]n denotes the unit cube and

C : Rn → Conv(Rn)

y 7→ C(y)

represents a multifunction with values in the closed convex sets of Rn such that

1. C(·) is Y -periodic on Rn

2. 0 ∈ C(y)

3. for every q ∈ Rn, the function

Π̃C(y) : Rn → Rn

y 7→ Π(y)q

is Lebesgue measurable with respect to y, where Π(·) denotes the projection
operator Π :Rn → C(y).

4. C(y) = Rn if y /∈ B, where B is a given Y -periodic set in Rn which is disperse
in the sense that B ∩ Y ⊂⊂ Y

If C(y) = {0} as y ∈ B, the setKε contains admissible stress functions v, modelling a
bar containing stiff, periodically distributed fibers. If C(y) = Bγ(y) as y ∈ B, where
Bγ(y) denotes a ball in Rn of constant radius γ, the set Kε still contains admissible
stress functions v, modelling a bar containing elastoplastic periodically distributed
fibers.
Then, we consider inequalities related to monotone operators with periodic rapidly
oscillating coefficients, where the period of the coefficients is given by the small



6

positive parameter ε. Specifically, we consider the following problem, with unknown
uε ∈ Kε

(16)
ˆ

Ω

a
(x
ε
,∇uε

)
(∇v −∇uε) dx >

ˆ
Ω

g(v − uε) dx, ∀ v ∈ Kε

where g ∈ L2(Ω) and a = a(y, ξ) : Rn × Rn → Rn is a function strictly monotone
and Lipschitz continuous with respect to ξ, measurable on Y and Y -periodic on Rn

for every ξ ∈ Rn.

Ω

”

Figure 2: The periodic domain

This problem is based on some ideas that come from two different sources: with
regard to the constraint and the type of problem we took some cues from [16]. In-
deed, in this article the authors consider homogenization problems for quadratic
Lagrangians with rapidly oscillating periodic constraints on the gradients of admissi-
ble functions. These gradients have to belong to a given convex set not intersecting
the boundaries of the inclusions. Here they approach the problem using two-scale
convergence and Γ-convergence methods. Then they use these methods for study-
ing the asymptotic behaviour of the solutions of the minimum problem over Kε (as
ε→ 0) for the integral functional

(17) I(u) =

ˆ
Ω

(|∇u|2−2gu) dx,

with Ω ⊂ Rn open and bounded and g ∈ L2(Ω). Then they establish the homogenized
problem, satisfied by the limit of the solutions to minKε I(u), as ε → 0. Since the
minimum of (17) is computed on the convex set Kε, then for fixed ε > 0 if uε ∈ Kε

satisfies minKε I(u), then it has also to satisfy (1) with dF (u) = dI(u) = ∆u−g, i.e.

(18) 〈−∆uε − g, v − uε〉 > 0, ∀v ∈ Kε

We observe that (18) is equivalent to

(19)
ˆ

Ω

∇uε(∇v −∇uε) dx >
ˆ

Ω

g(v − uε) dx, ∀ v ∈ Kε.
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As a generalization of this problem, we considered inequality (16). With regard to
the assumptions on the function a = a(y, ξ) : Rn×Rn → Rn we took some cues from
[17].

B

Y

Figure 3: The cell of periodicity

Then, we study the asymptotic behaviour of the solutions of inequality (16) as ε→ 0
and we deduce the two-scale homogenized inequality satisfied by the limit of the
solutions of (16). The two-scale homogenized inequality is obtained through several
steps. First, for fixed ε, we establish an existence and uniqueness result for the
solution uε of the inequality (16) along with an a priori estimate for it. Moreover,
by means of the so called Minty’s lemma (see Lemma 1.4.4) we deduce an equivalent
formulation of such problem. Then we define a local problem, also called cell problem,
related to the cell of periodicity Y , with unknown W (ξ) ∈ Kξ

(20)
ˆ
Y

a(y, ξ +∇yW (ξ))(∇yM(ξ)−∇yW (ξ)) dy > 0 ∀M(ξ) ∈ Kξ

where

(21) Kξ =

{
M(ξ) ∈

H1
per(Y )

R
: ξ +∇yM(ξ) ∈ C(y) a.e. in Y

}
, for ξ ∈ Rn

with C(y) = Rn if y /∈ B and we establish an existence and uniqueness result for the
solution W (ξ) of the inequality (20) along with an a priori estimate for it. Also for
this problem we deduce its equivalent formulation given by Minty’s lemma.
As a first convergence result, we establish the two-scale homogenized inequality,
satisfied by the limit of the sequence of the solutions {uε} to (16) and the limit of
the sequence of the gradients {∇uε}, for piecewise affine test functions in H1

0 (Ω).
Then, using several properties of the solution to the cell problem (see Proposition
2.3.2 and Corollary 2.3.2) we establish the main result of this chapter (see Proposition
2.4.2), that is the two-scale homogenized inequalityˆ

Ω

ˆ
Y

a(y,∇v0(x) +∇yW (y,∇v0))(∇v0(x) +∇yW (y,∇v0)+

−∇u0(x)−∇yu1(x, y)) dx dy >
ˆ

Ω

g(v0 − u0) dx, ∀ v0 ∈ H1
0 (Ω)

(22)
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where u0 is the (weak) limit of {uε}, ∇u0(x) + ∇yu1(x, y) is the (two-scale) limit
of {∇uε} and W (y, ξ) is the unique solution of the variational inequality (20), for
ξ ∈ Rn.
Furthermore, under some assumptions, we deduce the form of the macroscopic ho-
mogenized variational inequality and we infer it in terms of a doubly non linear
operator, so-called homogenized operator Ahom. Throughout this section (Section
2.5) we assume that the following (two scale) inequality

ˆ
Ω

ˆ
Y

a(y,∇v0(x) +∇yv1(x, y))(∇v0(x) +∇yv1(x, y)−∇u0(x)+

−∇yu1(x, y)) dx dy >
ˆ

Ω

g(v0 − u0)dx, ∀(v0, v1) ∈ K2.

(23)

is established, where

K2 =
{

(v0, v1) ∈ H1
0 (Ω)× L2(Ω ;H1

per(Y )/R) :

∇v0 +∇yv1(x, y) ∈ C(y) for a.e.x ∈ Ω, y ∈ Y } ,
(24)

with C(y) = Rn if y /∈ B and where u0 is the (weak) limit of (the sequence of
solutions to (16)) {uε} and ∇u0(x) +∇yu1(x, y) is the (two-scale) limit of {∇uε}.
Under this assumption we establish the following equivalent formulation of (23) (i.e.
the Minty’s lemma for (23))

ˆ
Ω

ˆ
Y

a(y,∇u0(x) +∇yu1(x, y))(∇v0(x) +∇yv1(x, y)−∇u0(x)+

−∇yu1(x, y)) dx dy >
ˆ

Ω

g(v0 − u0) dx, ∀ (v0, v1) ∈ K2.

(25)

Furthermore, using the strict monotonicity of a(y, ξ) we deduce that

(26) ∇yu1(x, y) = ∇yW (y,∇u0(x)).

In view of (26) and taking v1 = W (y,∇v0(x)) in (25) we obtain
ˆ

Ω

ˆ
Y

a(y,∇u0 +∇yW (y,∇u0))(∇v0 +∇yW (y,∇v0)+

−∇u0 −∇yW (y,∇u0)) dy dx >
ˆ

Ω

g(v0 − u0) dx, ∀ v0 ∈ H1
0 (Ω).

(27)

Finally, from (27) we derive the (macroscopic) variational inequality

(28)
ˆ

Ω

(Ahom(∇u0,∇v0)− Ahom(∇u0,∇u0)) dx >
ˆ

Ω

g(v0 − u0) dx,

for every v0 ∈ H1
0 (Ω), where the twice-nonlinear operator Ahom : Rn × Rn → R is

defined as

(29) Ahom(ξ, η) =

ˆ
Y

a(y, ξ +∇yW (y, ξ)) · (η +∇yW (y, η)) dy,
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where W (y, ξ) denotes the solution of (20).
Further, in the Section 2.6, we make an attempt to determine the inequality (23) in
the special case

K2 = Ks
2 =

{
(v0, v1) ∈ H1

0 (Ω)× L2(Ω;H1
per(Y )/R) :

∇v0 +∇yv1(x, y) ∈ Cs(y) for a.e. x ∈ Ω, y ∈ Y } .

where

(30) Cs(y) =

{
B1(0) if y ∈ B
Rn if y /∈ B

and where B1(0) = {ξ ∈ Rn : |ξ|6 1}. Nonetheless, so far inequality (23) is valid
for every (v0, v1) in Ks

2 ∩ {C∞0 (Ω)×C∞0 (Ω;C∞per(Y ))} and the density result in Ks
2 is

still an open problem.
The last section of this chapter regards some remarks on the two-scale homogenized
inequality (22). Indeed, this inequality is reduced to an equation, provided the map

(31)
Rn → Rn

ξ 7→ ∇yW (·, ξ)

is Gateaux-differentiable. Nevertheless, this map may not be Gateaux-differentiable.

The results of Chapter 2 are achieved by means of multiple scale expansions, two-
scale convergence and related properties. The notion of two-scale convergence arises
from an article by G. Nguetseng (see [39]) which has been afterwards developed by G.
Allaire in 1992 (see [2]). This method is particularly useful for the homogenization
of partial differential equations with periodically oscillating coefficients.

The topic regarding Chapter 3 is about non linear elliptic equations. This type of
equations arise in the mechanics of strongly non-homogeneous media. In such prob-
lems the domain may contain small cavities distributed periodically with period ε.
In mechanics, domains of this type are referred as perforated. The main problem
consists in constructing an effective medium, i.e. in defining the so-called homoge-
nized system and finding its solutions which approximate the solutions of the given
system describing a strongly non-homogeneous medium.
For instance, let Q be a cylindrical bar with N identical cylindrical cavities having
generators parallel to those of Q (see Figure 4). Let Ω be the cross-section of the
bar, Ωε the cross-section of the domain occupied by the material (i.e. the perforated
domain). Denoting by Bi

ε the single hole of size ε, corresponding to the cross section
of a single cavity, we have Ωε = Ω \

⋃N
i=1B

i
ε. The study of the elastic torsion of this

bar leads to the following problem

−∆uε = 2µθ in Ωε

uε = const on ∂Bi
ε

uε = 0 on ∂Ω
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Figure 4: The perforated cylinder

where µ represents the shear modulus of the material, θ the angle of twist and uε the
stress function. Typically, the number of holes are distributed periodically. The aim
of this problem is to establish if uε has a limit u0 as ε→ 0, and if it satisfies a limit
equation, so-called homogenized equation. In other words the heterogeneous bar Q
is replaced by a homogeneous (or virtual) one, the response of which under torsion
approximates as closely as possible that of Q.
In Chapter 3 we deal with a homogenization problem involving elliptic equations
related to the same monotone operators considered in Chapter 2. Here the constraint
is defined by the set of functions

(32) K̂ε =
{
v ∈ H1

0 (Ω) : ∇v(x) ∈ C0

(x
ε

)
a.e. in Ω

}
with

C0(y) =

{
{0} if y ∈ B
Rn if y /∈ B

where B and Y are defined as in Chapter 2. Due to the nature of C0(y), the cos-
traint K̂ε is a closed subspace of H1

0 (Ω). This kind of equations are also derived
from inequalities of Chapter 2 which, due to the constraint, reduce to equations.
Specifically, we consider the following problem with unknown uε ∈ K̂ε

(33)
ˆ

Ω

a
(x
ε
,∇uε

)
∇ϕdx =

ˆ
Ω

gϕ dx, ∀ϕ ∈ K̂ε

where g ∈ L2(Ω) and a(y, ξ) defined as in Chapter 2. Then we study the asymptotic
behavior of the solutions of such equation as ε → 0 and we deduce the form of the
homogenized variational equation satisfied by the limit of the solutions of (33). The
homogenized equation is obtained through several steps. First, for fixed ε, we estab-
lish an existence and uniqueness result for the solution uε of the equation (33) along
with an a priori estimate for it and for the term a

(
x
ε
,∇uε

)
. Then, after determining
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the Euler-Lagrange equation related to the minimum problem corresponding to (33),
we define a local problem (also called cell problem) related to the cell of periodicity
Y . This problem is formulated in terms of the following equation, with unknown
wξ ∈ K̂ξ

(34)
ˆ
Y

a(y, ξ +∇wξ) · ∇ϕdy = 0, ∀ϕ ∈ HB

where

(35) K̂ξ =
{
v ∈ H1

] (Y ) : ξ +∇v(y) ∈ C0(y) a.e. in Rn
}
, ξ ∈ Rn,

and

(36) HB =
{
ϕ ∈ H1

] (Y ) : ∇ϕ = 0 over B
}
.

For this problem we establish existence and uniqueness for its solution. The main
result of this chapter (see Theorem 3.3.3), states that the sequence of solutions {uε}
of problem (33) converges to the solution u, as ε→ 0, of the homogenized variational
equation

(37)
ˆ

Ω

ahom(∇u) · ∇ϕdx =

ˆ
Ω

gϕ dx ∀ϕ ∈ H1
0 (Ω)

where the function ahom : Rn → Rn is defined as

(38) ahom(ξ) · η =

ˆ
Y \B

a(y, ξ +∇wξ) · (η +∇wη) dy, ∀ ξ, η ∈ Rn,

where wξ ∈ K̂ξ and wη ∈ K̂η are solutions of the cell problem (34).
In the proof we follow the approach adopted by Cioranescu and Saint Jean Paulin
(see [21]) in the case of linear equations, i.e. we prove the homogenization result using
extension operators and a compensated compactness argument. More precisely, using
well known extension lemmas (see [21, Lemma 2] if n = 2, [30, Chapter 3, Section
3.2] if n > 2) we establish an extension lemma for z ∈ L2(Y \B)n such that

−div z = g in D′(Y \B)(39) ˆ
Y \B

z · ∇ϕdy =

ˆ
Y

gϕ dy ∀ ϕ ∈ C∞0 (Y ) : ∇ϕ|B= 0,(40)

with g ∈ L2(Ω). This lemma states that there exists an extension z̃ ∈ L2(Y )n of
z ∈ L2(Y \B)n such that

−div z̃ = g on Y and in D′(Y ),(41)
z̃ = z on Y \B,(42) ˆ

B

|z̃|2 dy 6 c

(ˆ
Y

|g|2 dy +

ˆ
Y \B
|z|2 dy

)
.(43)
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where c is a constant independent of z and g. Then, applying this result in the
homogenization setting with z(x) = bε(x) = a(x

ε
,∇uε) we determine the extension

b̃ε ∈ L2(Ω′)n of bε(x) ∈ L2(Ωε)
n with Ω′ ⊂⊂ Ω along with a priori estimate for

it. Here Ωε = Ω \ Bε, where Bε represents the set homothetic of B with ratio ε.
Furthermore, setting β(y) = a (y, ξ +∇wξ(y)) we deduce an extension β̃ ∈ L2(Y )n

(of β(y) ∈ L2(Y \B)n) along with a priori estimate for it.
Using these extension lemmas it is possible to pass to the limit in (33), by means of
a compensated compactness argument as ε→ 0 obtaining

(44)
ˆ

Ω

a0(∇u) · ∇ϕdx =

ˆ
Ω

gϕ dx ∀ϕ ∈ H1
0 (Ω)

where
a0(ξ) =

ˆ
Y

β̃(y, ξ) dy.

As a last step we show that a0 = ahom and we conclude that the result is independent
of the subsequence and of the extension operator.
The results of Chapter 3 are obtained using different techniques than in Chapter 2.
Indeed, we used some results of compensated compactness (see [47]) which permit
to compute the limit of the product of two weak convergent sequences.
The last section, Chapter 4, is concerned with the asymptotic behaviour of related
minimum problems associated to integral functionals in the Γ-convergence setting.
(see, for example [14]). Specifically, we consider the functional

(45) Fε,h(u) =


ˆ

Ω

fε,h(x,∇u(x)) dx, if u ∈ H1
0 (Ω)

+∞, if u /∈ H1
0 (Ω)

where

(46) fε,h(x, ξ) =
(

1 + hχB

(x
ε

))
|ξ|2=

{
|ξ|2(1 + h) if x

ε
∈ B

|ξ|2 if x
ε
/∈ B

and where B is a given 1-periodic set in Rn such that B∩Y ⊂⊂ Y , with Y = [0, 1]n.

The aim of this chapter is to compute and compare the following (iterated) Γ-limits

(47) Γ1 = Γ- lim
ε→0

(
Γ- lim

h→∞
Fε,h

)
,

and

(48) Γ2 = Γ- lim
h→∞

(
Γ- lim

ε→0
Fε,h

)
.

It turns out that the two Γ-limits (47) and (48) coincide. Specifically,

(49) Γ1 = Γ2 = F∞0 (u) =


ˆ

Ω

fhom(∇u) dx, if u ∈ H1
0 (Ω)

+∞, else
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where

(50) fhom(ξ) = inf
w∈H1

]

ξ+∇yw(y)∈C0(y)

ˆ
Y

|ξ +∇w(y)|2 dy, ξ ∈ Rn

with

(51) C0(y) =

{
{0} if y ∈ B
Rn if y /∈ B

Thus, the main results of this chapter are Proposition 4.2.6 and Proposition 4.2.7.
The achievements of this chapter are obtained using well known results of the Γ-
convergence theory and of the two-scale convergence. Further, in Proposition 4.2.6
we used a particular method from [16] (see [16, §4]).

Perspectives

The perspectives are based upon several considerations on the research developed in
this thesis.
Since in this thesis there are still a couple of open problems, it is natural to attempt
to solve them in the future. The problems to be solved are

1. Determine if the two scale inequality (23) holds, at least for a particular choice
of the multifunction C(y).

2. Establish, under proper conditions, if the map (31) is Gateaux-differentiable.

We can also consider some generalizations of the problems regarding Chapters 2,
3 and 4. For instance we may consider the variational inequality (16) with the
constraint

(52) Kε = K̃ε =
{
v ∈ H1

0 (Ω) : |∇v(x)|6 ϕ
(x
ε

)
a.e. in Ω

}
,

where Ω ⊂ Rn is open, bounded and connected and ϕ denotes a periodic function,
where ε > 0 takes its values in a sequence which tends to zero. Such functions are
also called rapidly oscillating periodic functions (see section 1.2.1).
The aim of this problem is to study the asymptotic behaviour of the sequence uε as ε
goes to zero and to prove that the limit of the sequence satisfies, in a suitable sense,
a (limit) variational problem, so-called homogenized problem.
Furthermore, we may consider to study the problem of Chapter 4 following a dif-
ferent approach. Since we have computed the two iterated Γ-limits (47) and (48)
considering the parameters ε and h independent, we may, however, consider some
dependence between ε and h. With this approach it could be possible to obtain the
two Γ-limits (47) and (48) "in one shot" instead of calculating the respective first
level Γ-limits.
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Another possible generalization regards the functional setting considered in this the-
sis. Since we achieved all the results in the setting of the Sobolev space H1(Ω) =
W 1,2(Ω), with Ω ⊂ Rn open, bounded and connected, we may consider to study
every problem in the setting of the Sobolev spaces W 1,p(Ω), with 1 < p <∞.



Chapter 1

Preliminaries

We recall here only the definitions and the main results that we used throughout
the thesis. The majority of the theorems are standard and their proofs, as well as a
more detailed analysis, can be found in several textbooks on Functional Analysis.

1.1 Lp spaces

In this section, we recall the abstract definition of the notion of weak convergence
and the definition of the notions of strong and weak convergence in Hilbert spaces.
Then, we detail these notions to Lp spaces. Moreover, we remind the definition of the
notions of Lp space for scalar and vector-valued functions, along with some related
results.

1.1.1 Strong and weak convergence

We start with the definition of weak convergence

Definition 1.1.1 Let X be a real Banach space, X∗ its dual and 〈·, ·〉 the product
duality over X∗ ×X.

1. A sequence {xε} in X is said to converge weakly to x ∈ X and we denote

xε ⇀ x in X

if 〈x∗, xε〉 → 〈x∗, x〉 as ε→ 0, for every x∗ ∈ X∗.

2. A sequence {x∗ε} in X∗ is said to converge weakly* to x∗ ∈ X∗ and we denote

x∗ε
∗
⇀ x∗ in X∗

if 〈x∗ε, x〉 → 〈x∗, x〉 as ε→ 0, for every x ∈ X.

We recall here the definitions of strong and weak convergence, that are valid in any
Hilbert space (for more details on it we refer to, for example [9]).
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Definition 1.1.2 Let H be a Hilbert space, equipped with scalar product 〈·, ·〉 and
norm ‖v‖=

√
〈v, v〉.

1. A sequence {xε} in H is said to converge strongly to x in H, and we denote
xε → x if

(1.1) ‖xε − x‖→ 0 as ε→ 0.

2. A sequence {xε} in H is said to converge weakly to x in H, and we denote
xε⇀x, if for all y ∈ H

(1.2) 〈xε, y〉 → 〈x, y〉 as ε→ 0.

Proposition 1.1.3 (Properties of the weak convergence) Let H be a Hilbert
space equipped with scalar product 〈·, ·〉 and norm ‖x‖ =

√
〈x, x〉 and let {xε} be a

sequence in H. Then

1. If xε → x strongly then xε⇀x weakly as ε→ 0.

2. If xε⇀x weakly then there exists a constant c > 0 such that ‖xε‖6 c.

3. If xε⇀x weakly then ‖xε‖ is bounded and ‖x‖6 lim infε→0‖xε‖, i.e. the norm
is lower-semicontinuous with respect to the weak convergence.

4. If ‖xε‖6 c then, up to a subsequence, xε ⇀ x weakly as ε→ 0.

5. If xε⇀x weakly and hε → h strongly in H then 〈hε, xε〉 → 〈h, x〉 as ε→ 0.

1.1.2 Lp spaces

Definition 1.1.4 Let Ω be an open subset of Rn.

1. Let p ∈ R with 1 6 p < +∞. We define

(1.3) Lp(Ω) =

{
f : Ω→ R : f is measurable and

ˆ
Ω

|f(x)|pdx < +∞
}
,

with

(1.4) ‖f‖Lp(Ω) =

(ˆ
Ω

|f(x)|pdx
) 1

p

.

It can be shown that ‖·‖Lp(Ω) is a norm.

2. If p = +∞, a measurable function f : Ω→ R is said to be in L∞(Ω) if

(1.5) ‖f‖L∞(Ω) = inf {C : |f | 6 C a.e. in Ω} < +∞.

It is proved that ‖·‖L∞(Ω) defines a norm.
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Theorem 1.1.5 For every 1 6 p 6 +∞ , Lp(Ω) is a Banach space. It is separable
if 1 6 p < +∞ and reflexive if 1 < p < +∞. Moreover, L2(Ω) turns out to be a
Hilbert space for the scalar product

〈f, g〉L2(Ω) =

ˆ
Ω

f(x)g(x) dx.

Definition 1.1.6 Let 1 6 p 6 +∞, we denote by p′ its conjugate exponent, i.e.

1

p
+

1

p′
= 1

with the convention that if p = +∞ then p′ = 1 and reciprocally.

Proposition 1.1.7 (Holder’s inequality) Assume f ∈ Lp(Ω) and g ∈ Lp
′
(Ω)

with 1 6 p 6 +∞. Then fg ∈ L1(Ω) and

(1.6)
ˆ

Ω

|f(x)g(x)| dx 6 ‖f‖Lp(Ω) ‖g‖Lp′ (Ω) .

If p = 2 this inequality is called Cauchy-Schwarz inequality.

Remark 1.1.8 The notion of weak convergence in Lp(Ω) becomes as follows:
let 1 6 p < +∞ and p′ its conjugate, then fε ⇀ f weakly in Lp(Ω) if

(1.7)
ˆ

Ω

fεϕdx→
ˆ

Ω

fϕ dx,

as ε→ 0, for every ϕ ∈ Lp′(Ω).
If p = +∞, fε ⇀ f weakly* in L∞(Ω) if

(1.8)
ˆ

Ω

fεϕdx→
ˆ

Ω

fϕ dx,

as ε → 0, for every ϕ ∈ L1(Ω). Since L1(Ω) is not reflexive, weak convergence and
weakly* convergence in L∞(Ω) are not equivalent.

We now recall the definition of Lp space for vector-valued functions.

Definition 1.1.9 Let Ω be an open subset of Rn and X a Banach space.

1. Let p ∈ R with 1 6 p < +∞, then u ∈ Lp(Ω;X) if and only if

• u : Ω −→ X is measurable (that implies that the function Ω 3 t 7→
‖u(t)‖pX∈ R is measurable),

•
ˆ

Ω

‖u(t)‖pXdt < +∞,
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with

‖u‖Lp(Ω;X)=

(ˆ
Ω

‖u(t)‖pXdt
) 1

p

.

It can be shown that ‖·‖Lp(Ω;X) is a norm.

2. Let p = +∞, then u ∈ L∞(Ω;X) if and only if

• u : Ω −→ X is measurable (which means that the function Ω 3 t 7→
‖u(t)‖pX∈ R is measurable),

• ‖u‖L∞(Ω;X)= inf {α : ‖u(x)‖X6 α a.e. in Ω} < +∞.

It is proved that ‖·‖L∞(Ω;X) defines a norm.

1.2 Sobolev spaces
In this section, we recall some important results on Sobolev spaces that we use in
this thesis. We first recall the notions of the space of test functions D and of space
of distributions D′.
Let us introduce the multi-index notation for derivatives. Let α = (α1, α2, . . . , αn)
be a multi-index, i.e. a n-tuple of non negative integers αj with j = 1, . . . , n. The
notation

Dα =
∂|α|

∂α1∂α2 . . . ∂αn

indicates the generic derivative of order |α|= α1 + α2 + · · ·+ αn.

Definition 1.2.1 Let f : Ω→ R be a continuous function with Ω ⊂ Rn. The set

supp(f) = {x : f(x) 6= 0}

is called support of the function f . It may equivalently be defined as the smallest
closed set of Ω outside which f vanishes identically.

Definition 1.2.2 A smooth function φ : Ω → R is said to have compact support
if there exists a compact subset K of Ω such that φ(x) = 0 for all x ∈ Ω \ K. We
denote by C∞0 (Ω) the set of infinitely differentiable functions φ : Ω→ R with compact
support. C∞0 (Ω) has the structure of vector space.

Definition 1.2.3 Let {ϕk} ⊂ C∞0 (Ω) and ϕ ∈ C∞0 (Ω). The sequence {ϕk} is said
to converge to ϕ in C∞0 (Ω) if

1. there exists a compact set K of Ω that contains the supports of every ϕk,

2. Dαϕk → Dαϕ uniformly in Ω, for every α = (α1, . . . , αn).

We indicate with D(Ω) the space C∞0 (Ω) endowed with the notion of convergence of
Definition 1.2.3. The space D(Ω) is usually referred as the space of test functions.
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Definition 1.2.4 A map T : D(Ω) 7→ R is called a distribution on Ω with values in
R if and only if

1. T is linear, i.e.
T (c1ϕ1 + c2ϕ2) = c1T (ϕ1) + c2T (ϕ2),

∀ c1, c2 ∈ R, ϕ1, ϕ2 ∈ D(Ω).

2. T is continuous, i.e.
T (ϕk)

k→∞−−−→ T (ϕ),

for every sequence ϕk
k→∞−−−→ ϕ in D(Ω).

We denote by D′(Ω) the space of distributions on Ω. D′(Ω) has the structure of vector
space.

Let us recall the definition of Sobolev space.

Definition 1.2.5 Let Ω be an open subset of Rn and 1 6 p 6 +∞. The Sobolev
space W 1,p(Ω) is defined by

W 1,p(Ω) = {u ∈ Lp(Ω) : ∇u ∈ Lp(Ω)},

where ∇u = (∇1u,∇2u, · · · ,∇nu) =
(
∂u
∂x1
, ∂u
∂x2
, . . . , ∂u

∂xn

)
denotes the first order dis-

tributional derivative of the function u.
On W 1,p(Ω) we define the norm

‖u‖W 1,p(Ω) =
(
‖u‖pLp(Ω)+‖∇u‖

p
Lp(Ω)n

) 1
p
, if 1 6 p < +∞,(1.9)

‖u‖W 1,∞(Ω) = max‖∇u‖L∞(Ω)n , if p =∞.(1.10)

Definition 1.2.6 Let 1 6 p < +∞, W 1,p
0 (Ω) denotes the closure of C∞0 (Ω) in

W 1,p(Ω). W−1,q(Ω) with 1/p+ 1/q = 1 indicates the dual space of W 1,p
0 (Ω).

Remark 1.2.7 If p = 2, H1(Ω) stands for W 1,2(Ω) whereas H1
0 (Ω) stands for

W 1,2
0 (Ω). Similarly H−1(Ω) denotes W−1,2(Ω). The spaces H1(Ω) and H1

0 (Ω) are
naturally endowed with the scalar product 〈u, v〉H1(Ω) = 〈u, v〉L2(Ω)+

∑n
i=1〈∇iu,∇iv〉L2(Ω)

which induces the norm ‖u‖H1(Ω).

Let us state some important results on Sobolev spaces.

Theorem 1.2.8 For every 1 6 p 6 +∞ , W 1,p(Ω) is a Banach space. It is separable
if 1 6 p < +∞ and reflexive if 1 < p < +∞. Moreover, the space W 1,p

0 (Ω) endowed
with the norm induced by W 1,p(Ω) is a separable Banach space if 1 6 p < +∞ and
it’s reflexive if 1 < p < +∞.
The spaces H1(Ω) and H1

0 (Ω) are separable Hilbert spaces.
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Definition 1.2.9 Let Ω be a bounded open set of Rn and f a function in L1(Ω).
The mean value of f over Ω is the real numberM(f) given by

(1.11) MΩ(u) =
1

|Ω|

ˆ
Ω

u(x) dx.

Theorem 1.2.10 Let Ω be a bounded open set of Rn then

(i) (Poincaré inequality) Let 1 6 p < +∞. Then there exists a constant C > 0
such that

(1.12) ‖u‖Lp(Ω)6 C‖∇u‖Lp(Ω;Rn),

for every u ∈ W 1,p
0 (Ω).

(ii) (Poincaré-Wirtinger inequality) If Ω is connected with Lipschitz boundary and
1 6 p < +∞, then there exists a constant C(Ω) > 0 such that

(1.13) ‖u−MΩ(u)‖Lp(Ω)6 C(Ω)‖∇u‖Lp(Ω;Rn),

for every u ∈ W 1,p(Ω), whereMΩ is defined by (1.11).

Remark 1.2.11 As a consequence of the previous theorem it follows that ‖∇u‖Lp(Ω;Rn)

defines a norm on W 1,p
0 (Ω), denoted by ‖∇u‖W 1,p

0 (Ω) which is equivalent to the norm
‖∇u‖W 1,p(Ω).

Theorem 1.2.12 (Rellich’s theorem) Let Ω be a bounded open set of Rn with
smooth boundary. If ‖uj‖H1(Ω)6 k for all j then, up to a subsequence, uj → u weakly
in H1(Ω) and strongly in L2(Ω).

Theorem 1.2.13 Let Ω be a bounded open set in Rn such that ∂Ω is Lipschitz
continuous. Then, there exists a unique linear continuous map

(1.14) γ : H1(Ω) 7→ L2(∂Ω)

such that for any u ∈ H1(Ω)∩C0(Ω) it follows that γ(u) = u|∂Ω. The function γ(u)
is called the trace of u on ∂Ω.

For a proof of this theorem we refer to [1].

Definition 1.2.14 Suppose that ∂Ω is Lipschitz continuous. We define the set
H

1
2 (∂Ω) as the range of the map (1.14), i.e. H

1
2 (∂Ω) = γ(H1(Ω)).

Definition 1.2.15 Suppose that ∂Ω is Lipschitz continuous. We denote by H−
1
2 (∂Ω)

the space defined by
H−

1
2 (∂Ω) =

(
H

1
2 (∂Ω)

)′
.

Proposition 1.2.16 The space H−
1
2 (∂Ω) has the following properties:
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1. Suppose that ∂Ω is Lipschitz continuous. Then, it holds the inclusion L2(∂Ω) ⊂
H−

1
2 (∂Ω) with compact injection.

2. Suppose that ∂Ω is Lipschitz continuous, ν is the exterior unit normal vector
and introduce the space

H(Ω, div) =
{
U ∈ L2(Ω)n : divU ∈ L2(Ω)

}
.

Then U · ν ∈ H− 1
2 (∂Ω) and the map

U ∈ H(Ω, div) 7→ U · ν ∈ H−
1
2 (∂Ω)

is linear and continuous.
Moreover, if U ∈ H(Ω, div) and w ∈ H1(Ω) then

(1.15) −
ˆ

Ω

divU · w dx =

ˆ
Ω

U · ∇w dx+
H−

1
2 (∂Ω)

〈U · ν, w〉
H

1
2 (∂Ω)

.

For a proof of this theorem we refer to [36].

1.2.1 Rapidly oscillating periodic functions

Let us start with some properties of rapidly oscillating periodic functions, also called
in short periodic functions (see [18, Chapter 2]).
Let Y be the subset of Rn defined by

(1.16) Y =]0, l1[× · · ·×]0, ln[

where l1, . . . , ln are given positive real numbers. The set Y is also called the reference
period.

Definition 1.2.17 Let Y be defined as (1.16) and f a function defined almost ev-
erywhere on Rn. The function f is called Y -periodic if and only if

(1.17) f(x+ kliei) = f(x) a.e. on Rn, ∀k ∈ Z, ∀i ∈ {1, . . . , n}

where {e1, . . . , en} is the canonical basis of Rn.

Theorem 1.2.18 Let us consider a Y -periodic function f in Lp(Y ). Set

fε(x) = f
(x
ε

)
a.e. in Rn.

Then, if 1 6 p < +∞

(1.18) fε ⇀M(f) =
1

|Y |

ˆ
Y

f(y) dy weakly in Lp(ω),

for any bounded open subset ω of Rn, as ε→ 0.
If p = +∞,

(1.19) fε⇀M(f) =
1

|Y |

ˆ
Y

f(y) dy weakly* in L∞(Rn),

as ε→ 0.
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Definition 1.2.19 Suppose that Ω ⊂ Rn is open and connected. The quotient space

(1.20) W (Ω) =
H1(Ω)

R

is defined as the space of classes of equivalence with respect to the relation

u ' v ⇐⇒ u− v is a constant, ∀u, v ∈ H1(Ω).

We denote by u̇ the class of equivalence represented by u.

Proposition 1.2.20 Suppose that Ω ⊂ Rn is open and connected. The following
quantity:

(1.21) ‖u̇‖W (Ω) = ‖∇u‖L2(Ω), ∀u ∈ u̇, u̇ ∈ W (Ω),

defines a norm on W (Ω) for which W (Ω) is a Banach space.
Moreover, W (Ω) is a Hilbert space for the scalar product

(1.22) (u,w)W (Ω) =
n∑
i=1

(
∂v

∂xi
,
∂w

∂xi

)
L2(Ω)

, ∀ u,w ∈ W (Ω).

1.2.2 Compensated compactness

The following proposition, that it is used in Chapter 3, permits to calculate (under
suitable hypothesis) the limit of the product of two weakly convergent sequences.

Proposition 1.2.21 Let Ω be a bounded open subset of Rn and 1 < p < +∞. Let
{uε} be a sequence converging to u weakly in W 1,p(Ω), and let {gε} be a sequence in
Lq(Ω,Rn) converging weakly to g in Lq(Ω,Rn) with 1/p+ 1/q = 1. Moreover assume
that {−div gε} converges to −div g strongly in W−1,p(Ω). Then

(1.23)
ˆ

Ω

〈gε,∇uε〉ϕdx
ε→0−−→

ˆ
Ω

〈g,∇u〉ϕdx,

for every ϕ ∈ C∞0 (Ω).

1.3 Two-scale convergence
The concept of two-scale convergence was introduced by Nguetseng (see [39]). Nonethe-
less, Allaire (see [2]) has been the first who studied it deeply. We collect here a few
definitions and properties of the two-scale convergence, useful in the sequel (for de-
tails, see [2]).

Throughout this section Ω denotes an open set of Rn and Y = [0, 1]n the closed unit
cube. From now on we will consider the following functional spaces:

• Cper(Y ), the subspace of C(Rn) of Y -periodic functions.
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• C∞per(Y ), the subspace of C∞(Rn) of Y -periodic functions.

• Lpper(Y ), the subspace of Lp(Y ) of Y-periodic functions in the sense of Definition
1.2.17. It is also defined as the completion of C∞per(Y ) for the norm of Lp(Y ).

• H1
per(Y ), the space given by the closure of C∞per(Y ) for the norm of H1(Y ).

•
H1

per(Y )

R
, the (quotient) space of equivalence classes with respect to the relation

u ' v ⇐⇒ u− v is a constant, ∀ u, v ∈ H1
per(Y ).

• H1
] the subspace of H1

per(Y ) of the functions with zero mean value.

• L2
per(Y,C(Ω)), the space of measurable functions on Y ×Rn such that u(y, ·) ∈

C(Ω) for any y ∈ Y and ‖u(y, x)‖C(Ω) ∈ L2
per(Y ) (see Definition 1.1.9 with

Ω = Y , X = C(Ω) and p = 2).

• Lp(Ω, Cper(Y )), the space of measurable functions u : x ∈ Ω → u(x, ·) ∈
Cper(Y ) such that ‖u(x, y)‖Cper(Y ) ∈ Lp(Ω), with p = 1, 2 (see Definition 1.1.9
with X = Cper(Y ) and p = 1, 2).

• L2(Ω × Y ) = L2(Ω;L2(Y )), the space of measurable functions u : x ∈ Ω →
u(x, ·) ∈ L2(Y ) such that ‖u(x, y)‖L2(Y ) ∈ L2(Ω) (see Definition 1.1.9 with
X = L2(Y ) and p = 2).

• D(Ω;C∞per(Y )) the space of measurable functions u : x ∈ Ω→ u(x, ·) ∈ C∞per(Y )
such that the map x ∈ Ω 7→ u(x, ·) ∈ C∞per(Y ) is indefinitely differentiable with
compact support in Ω.

• C(Ω, Cper(Y )) the space of measurable functions u : x ∈ Ω→ u(x, ·) ∈ Cper(Y )
such that the map x ∈ Ω 7→ u(x, ·) ∈ Cper(Y ) is continuous.

Definition 1.3.1 A function ψ ∈ L2(Ω× Y ), Y -periodic in y (in the sense of Defi-
nition 1.2.17), is called an "admissible" test function if and only if

(1.24) lim
ε→0

ˆ
Ω

∣∣∣ψ (x, x
ε

)∣∣∣ dx =

ˆ
Ω

ˆ
Y

|ψ(x, y)| dx dy.

Lemma 1.3.2 Let ψ ∈ L1(Ω;Cper(Y )). Then, for any positive value of ε, ψ
(
x,
x

ε

)
is a measurable function on Ω such that

(1.25)
∥∥∥ψ (x, x

ε

)∥∥∥
L1(Ω)

6 ‖ψ(x, y)‖L1(Ω;Cper(Y )) =

ˆ
Y

sup
y∈Y
|ψ(x, y)| dx < +∞

and ψ is an "admissible" test function, i.e. satisfies (1.24).

Remark 1.3.3 ψ(x, y) is an "admissible" test function also if satisfies
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(1.26) lim
ε→0

ˆ
Ω

ψ
(
x,
x

ε

)
dx =

ˆ
Ω

ˆ
Y

ψ(x, y) dx dy.

Corollary 1.3.4 Assume that Ω is a bounded open set (its closure Ω is thus com-
pact). Let ψ(y, x) ∈ L1

per(Y ;C(Ω)), i.e. measurable, summable and Y -periodic in y,
with values in the Banach space of continuous functions in Ω. Then, for any positive
value of ε, ψ

(
x
ε
, x
)
is a measurable function on Ω such that

(1.27)
∥∥∥ψ (x

ε
, x
)∥∥∥

L1(Ω)
6 C(Ω) ‖ψ(y, x)‖L1

per(Y ;C(Ω)) ,

and ψ(y, x) is an "admissible" test function, i.e.

(1.28) lim
ε→0

ˆ
Ω

∣∣∣ψ (x
ε
, x
)∣∣∣ dx =

ˆ
Ω

ˆ
Y

|ψ(y, x)| dx dy.

Definition 1.3.5 A sequence {vε(x)} in L2(Ω) is two-scale convergent to a limit
v0(x, y) belonging to L2(Ω× Y ), and we will write vε

2
⇀ v0, if

(1.29) lim
ε→0

ˆ
Ω

vε(x)ψ
(
x,
x

ε

)
dx =

ˆ
Ω

ˆ
Y

v0(x, y)ψ(x, y) dy dx,

for every ψ ∈ D(Ω;C∞per(Y )).

Remark 1.3.6 In the definition above we considered test functions inD(Ω;C∞per(Y )).
Other choices of space of test functions are actually possible. For example, in the
case where Ω is bounded, we could have replaced D(Ω;C∞per(Y )) by L2(Ω;Cper(Y )),
C(Ω;Cper(Y )) or L2

per(Y ;C(Ω)).

In the following, we list some results of the two-scale convergence useful in the sequel

Proposition 1.3.7 (compactness) Every uniformly bounded sequence {vε} in L2(Ω)
is relatively compact with respect to two-scale convergence. This means that if there
exists c > 0 such that ‖vε‖L2(Ω) ≤ c then there exists (at least) a subsequence, that

we will name {vε} again, such that vε
2
⇀ v0, with v0 ∈ L2(Ω× Y ).

For the proof of this proposition we refer to [2, Theorem 1.2].

Proposition 1.3.8 (lower semicontinuity) Let vε be a sequence of functions in
L2(Ω), which two-scale converges to a limit v0(x, y) ∈ L2(Ω× Y ). Then

(1.30) vε ⇀ v(x) =

ˆ
Y

v0(x, y) dy weakly in L2(Ω).

Furthermore we have

(1.31) lim inf
ε→0

‖vε‖L2(Ω) > ‖v0‖L2(Ω×Y ) > ‖v‖L2(Ω) .
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For the proof of this proposition we refer to [2, Proposition 1.6].

Proposition 1.3.9 If vε(x)
2
⇀ v0(x, y) and a ∈ L∞per(Y ) then

(1.32) a
(x
ε

)
vε(x)

2
⇀ a(y)v0(x, y)

For the proof of this proposition we refer to [48, §2].

Proposition 1.3.10 (two-scale convergence of the sequence of gradients) Let
{uε} be a bounded sequence in H1(Ω) that converges weakly to a limit u in H1(Ω).
Then uε

2
⇀ u(x) and there exists u1(x, y) ∈ L2(Ω;H1

per(Y )/R) such that, up to a
subsequence, ∇uε

2
⇀ ∇u(x) +∇yu1(x, y).

For the proof of this proposition we refer to [2, Proposition 1.14].

Remark 1.3.11 (set of smooth test functions) In order to get uε
2
⇀ u0 it is

enough that (1.29) is satisfied for all test functions ϕ in a dense subset of L2
per(Y,C(Ω)).

In particular it is enough to choose ϕ(x, y) = ϕ1(x)ϕ2(y) with ϕ1 ∈ C∞0 (Ω) and
ϕ2 ∈ C∞per(Y ).

An important property of two-scale convergence is that it preserves convex con-
straints, namely, the following result holds for a Y -periodic family of closed convex
sets C(y) of Rn statisfying the measurabilty condition 3 of Section 2.1 (see [16,
Lemma 2]).

Lemma 1.3.12 Let {vε} be a bounded sequence in L2(Ω)n such that vε ∈ C
(
x
ε

)
a.e.

in Ω and vε(x)
2
⇀ v(x, y). Then

(1.33) v(x, y) ∈ C(y) a.e. in Ω× Y

Proof: For a fixed y, let Π = Π(y) : Rn → Rn be the projector of Rn to the closed
convex C = C(y), i.e.

‖a− Πa‖ = min
z∈C
‖a− z‖ , ∀ a ∈ Rn,

where ‖·‖ denotes the usual norm in Rn. We know that (see, for instance [28, Ch.
II, §3])

(1.34) v ∈ C ⇐⇒ (a− Πa) · (v − Πa) 6 0, ∀ a ∈ Rn.

Therefore, for a ∈ Rn, ϕ ∈ C∞0 (Ω), ϕ > 0, w ∈ C∞per(Rn), w > 0, we have
ˆ

Ω

ϕ(x)w
(x
ε

)(
a− Π

(x
ε

)
a
)
·
(
vε − Π

(x
ε

)
a
)
dx 6 0.
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Hence, using the assumption Π(y)a ∈ L∞per(Y ) (see Section 2.1), the definition of
two-scale convergence and (1.32), we getˆ

Ω

ˆ
Y

ϕ(x)w(y)(a− Π(y)a) · (v(x, y)− Π(y)a) dx dy 6 0.

Since ϕ and w are arbitrary, it follows that

(a− Π(y)a) · (v(x, y)− Π(y)a) 6 0 a.e. in Ω× Y.

This, together with (1.34), implies (1.33). 2

Example 1.3.13 (Strong L2 convergence implies two-scale convergence)

(1.35) if ‖uε(x)− u(x)‖L2(Ω)

ε→0−→ 0 ⇒ uε(x)
2
⇀ u(x).

We start considering that, for fixed ψ ∈ D(Ω;C∞per(Y ))

(1.36)
ˆ

Ω

uε(x)ψ
(
x,
x

ε

)
dx =

ˆ
Ω

(uε(x)− u(x))ψ
(
x,
x

ε

)
dx+

ˆ
Ω

u(x)ψ
(
x,
x

ε

)
dx.

Then, by the Cauchy-Schwarz inequality and Lemma 1.3.2 it follows that

(1.37)
∣∣∣∣ˆ

Ω

(uε(x)− u(x))ψ
(
x,
x

ε

)
dx

∣∣∣∣ 6 ‖uε − u‖L2(Ω) ‖ψ‖L1(Ω,Cper(Y )) → 0,

as ε→ 0. On the other hand by Remark 1.3.3 and Remark 1.3.6

(1.38)
ˆ

Ω

u(x)ψ
(
x,
x

ε

)
dx→

ˆ
Ω

ˆ
Y

u(x)ψ(x, y) dx dy,

as ε→ 0. Then, by (1.36), (1.37) and (1.38) statement (1.35) follows.

1.4 Monotone operators
Let X be a reflexive Banach space, X ′ its dual and 〈·, ·〉 the canonical pairing over
X ′ ×X. Let us give the following definitions.

Definition 1.4.1 An operator A : X → X ′ is said to be monotone if and only if for
all u, v ∈ X

〈Au− Av, u− v〉 > 0.

Definition 1.4.2 An operator A : X → X ′ is said to be hemicontinuous if and only
if the function

R 3 t→ 〈A(u+ tv), w〉
is continuous for all u, v, w,∈ X.

Definition 1.4.3 An operator A : X → X ′ is said to be coercive if and only if
∃ x0 ∈ D(A) such that

(1.39) lim
||x||→∞
x∈D(A)

〈Ax, x− x0〉
||x||

= +∞.
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1.4.1 Minty’s lemma

Lemma 1.4.4 Let K be a closed convex set of X and let A : K → X ′ be monotone
and continuous on finite dimensional subspaces. Then u satisfies

u ∈ K : 〈Au, v − u〉 > 0, for all v ∈ K

if and only if satisfies

u ∈ K : 〈Av, v − u〉 > 0, for all v ∈ K.

For a proof of this theorem we refer to [31, Lemma 1.5, Chapter III, §1].

1.5 Abstract existence theorems

1.5.1 Lax-Milgram Lemma

Let V be a normed space. A bilinear form a on V is called continuous if there exists
a positive constant M such that

(1.40) |a(u, v)|6M ||u||V ||v||V , for every u, v ∈ V,

and coercive if there exists a positive constant α such that

(1.41) a(u, v) > α||u||2V , for every u ∈ V.

Lemma 1.5.1 Let H be a Hilbert space, a(·, ·) : H × H → R a continuous and
coercive bilinear form, F (·) : H → R a bounded linear functional. Then there exists
a unique solution to the problem

find u ∈ H : a(u, v) = F (v), ∀ v ∈ H.

Moreover, the solution satisfies the a priori estimates

||u||H6
||F ||H
α

.

For a proof of this very classical result we refer, for example, to [9].

1.5.2 Hartmann-Stampacchia’s theorem

Theorem 1.5.2 Let X be a reflexive Banach space. If A : X → X ′ is a monotone,
hemicontinuous and coercive operator with D(A) = X then A is surjective.

For a proof of this theorem we refer to [33, Théorème 2.1, Ch. 2, §2].
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1.6 Γ - convergence
We recall here some preliminary notions of Γ-convergence that will be necessary in
the sequel (for details see, for example, [7]).

Let X be a metric space equipped with the distance d.

Definition 1.6.1 Let Fj : X → R̃ for every j ∈ N. The sequence of functions {Fj}
is said to Γ-converge in X to F∞ : X → R̃ with respect to the topology generated by
the metric d, denoting

Γ(d)- lim
j→∞

Fj = F∞

if, for every x ∈ X we have

(1) (Γ- lim inf inequality) for every sequence {xj} converging to x with respect to
the d-topology

(1.42) F∞(x) 6 lim inf
j→+∞

Fj(xj),

(2) (Γ- lim sup inequality) there exists a sequence {xj} converging to x, with respect
to the d-topology, such that

(1.43) F∞(x) > lim sup
j→+∞

Fj(xj),

or, equivalently by (1.42),

(1.44) F∞(x) = lim
j→∞

Fj(xj).

The function F∞ is called the Γ-limit of {Fj}.
The definition above can also be given at a fixed point x ∈ X: we say that {Fj}
Γ-converges at x to the value F∞(x) if (1), (2) above hold; in this case we write
F∞(x) = Γ- limj→∞ Fj(x). In this notation, Fj Γ-converges to F∞ if and only if
F∞(x) = Γ- limj→∞ Fj(x) at all x ∈ X.

Definition 1.6.2 Let f : X → R̃ be a function. Its lower-semicontinuous envelope
f̄ is the greatest lower-semicontinuos function not greater than f , that is

(1.45) f̄ = sup{g(x) : g l.s.c. g 6 f}, for every x ∈ X.

Remark 1.6.3 From the definition of Γ-convergence we immediately obtain the
following properties
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(a) We have

(1.46) f̄ = Γ- lim
j
f(x) = lim inf

y→x
f(y).

(b) If Fj 6 Fj+1 for all j ∈ N, then

(1.47) Γ- lim
j→∞

Fj = sup
j∈N

F j = lim
j→∞

F j,

in particular if Fj is l.s.c. for every j ∈ N, then

(1.48) Γ- lim
j→∞

Fj = lim
j→∞

Fj.

The fundamental theorem of Γ-convergence

We recall here a fundamental convergence result which will be useful in the sequel.

Definition 1.6.4 A sequence {fj} is equi-mildly coercive if there exists a non-empty
compact set (independent of j) K ⊂ X such that

(1.49) inf{fj(x) : x ∈ X} = inf{fj(x) : x ∈ K},

for all j.

Theorem 1.6.5 Let {fj} be a sequence of equi-mildly coercive functions on X and
let f∞ = Γ- limj fj(x), then

(1.50) min{f∞(x) : x ∈ X} = lim
j

(inf{fj(x) : x ∈ X}) .

Moreover we have also convergence of minimizers: if xh → x and lim
j
fj(xj) = lim

j

(
inf
X
fj(x)

)
,

then x is a minimizer for f∞.

For a proof of this theorem we refer to [7, Chapter 1, Section 1.5].
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Chapter 2

Homogenization of variational
inequalities

This chapter is devoted to the homogenization of variational inequalities mentioned
in the introduction.
In section 2.1 we give the statement of the problem and we establish, for fixed ε > 0,
existence and uniqueness of the solution uε, along with an a priori estimate for it.
Then, we give an equivalent formulation of such a problem, given by Minty’s lemma.
In section 2.2 we determine the limit convex set by means of some properties of
two-scale convergence. In section 2.3 we formulate the cell problem, we establish
existence and uniqueness and an a priori estimate for its solution together with an
equivalent formulation of such a problem, given by Minty’s lemma. Furthermore,
we determine some regularity results for the solution of the cell problem. In section
2.4 we establish the two-scale limit inequality, so-called homogenized variational in-
equality. We do it throughout two different steps: first, we establish the two-scale
homogenized inequality for piecewise affine test functions in H1

0 (Ω) then, using a
density argument and the regularity properties of the solution to the cell problem,
for every test function in H1

0 (Ω). Thus, the main result of this chapter is Proposition
2.4.2.
Nevertheless, in section 2.5 assuming that we established the macroscopic homoge-
nized inequality (2.96), we derive the macroscopic homogenized inequality in terms
of a doubly non linear operator. Thus, the main result of this section is Theorem
2.5.5. Furthermore in section 2.6 we make an attempt to determine the macroscopic
homogenized inequality in a special case. Nonetheless, we established just a partial
result.
The chapter ends with some remarks related to the macroscopic homogenized in-
equality.
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2.1 Statement of the problem and preliminary re-
sults

Let B be a given Y -periodic set in Rn which is disperse in the sense that B∩Y ⊂⊂ Y .
Let C(y) ⊂ Rn be a family of nonempty closed convex sets of arbritary structure,
defined by the map

C : Rn → Conv(Rn)

y 7→ C(y)

where Conv(Rn) denotes the family of all closed convex subsets of Rn. Let Y = [0, 1]n

denote the cell of periodicity. The properties of C(y) are:

1. C(·) is Y -periodic on Rn,

2. 0 ∈ C(y),

3. for every q ∈ Rn, the function

Π̃C(y) : Rn → Rn

y 7→ Π(y)q

is Lebesgue measurable with respect to y, where Π(·) denotes the projection
operator Π :Rn → C(y) and Π(y)q ∈ L2

per(Y ) for every q ∈ Rn,

4. C(y) = Rn if y /∈ B.

Let Ω be a bounded open connected set in Rn with Lipschitz boundary ∂Ω. Let us
define the set of functions

(2.1) Kε =
{
v ∈ H1

0 (Ω) : ∇v(x) ∈ C
(x
ε

)
a.e. in Ω

}
Under the above assumptions, Kε is a nonempty closed convex set in H1

0 (Ω) and
0 ∈ Kε.
We consider a variational inequality, with small positive parameter ε, in the unknown

uε ∈ Kε:

(2.2)
ˆ

Ω

a
(x
ε
,∇uε

)
(∇v −∇uε) dx >

ˆ
Ω

g(v − uε) dx, ∀ v ∈ Kε

where g ∈ L2(Ω) and a(y, ξ) : Rn × Rn −→ Rn is a function whose properties are:

(I) a(·, ξ) is measurable on Y and Y -periodic on Rn for every ξ ∈ Rn ,

(II) a(y, 0) = 0, for a.e. y ∈ Rn ,
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(III) (strictly monotone with uniform bound) ∃α > 0 such that

α|ξ1 − ξ2|26 (a(y, ξ1)− a(y, ξ2)) · (ξ1 − ξ2), for a.e. y ∈ Rn,∀ ξ1, ξ2 ∈ Rn,

(IV) (Lipschitz continuous uniformly in y) ∃C > 0 such that

|a(y, ξ1)− a(y, ξ2)|6 C|ξ1 − ξ2|, for a.e. y ∈ Rn,∀ ξ1, ξ2 ∈ Rn.

As a preliminary result we prove an existence and uniqueness proposition for the
solution of the variational inequality (2.2) together with a priori estimate for such a
solution and an equivalent formulation for inequality (2.2)

Proposition 2.1.1 For fixed ε > 0 and g ∈ L2(Ω) there exists the unique solution
uε ∈ Kε of inequality (2.2). Such solution satisfies the following a priori estimate

(2.3) ‖uε‖H1
0 (Ω) 6 c

where c = c
(

1
α
, ‖g‖L2

)
is independent of ε. Moreover, inequality (2.2) is equivalent

to the following variational inequality for uε ∈ Kε

(2.4)
ˆ

Ω

a
(x
ε
,∇v

)
(∇v −∇uε) dx >

ˆ
Ω

g(v − uε) dx ∀v ∈ Kε

Remark 2.1.2 The equivalence between inequalities (2.2) and (2.4) has the follow-
ing sense (for fixed ε): uε ∈ Kε is a solution of (2.2) if and only if uε ∈ Kε is a
solution of (2.4).

Proof: The existence and uniqueness of the solution of (2.2) are known results (see,
for instance, [31] or [33]). Regarding the a priori estimate, by assumptions (II)
and (III) we have

ˆ
Ω

(
a
(x
ε
,∇uε

)
− a

(x
ε
, 0
))
∇uε dx > α

ˆ
Ω

|∇uε|2 dx = α ‖uε‖2
H1

0 (Ω)

on the other hand, by the Cauchy-Schwarz and Poincaré inequality
ˆ

Ω

a
(x
ε
,∇uε

)
∇uε dx 6

ˆ
Ω

guε dx 6 ‖g‖L2(Ω) ‖uε‖L2(Ω) 6 k ‖g‖L2(Ω) ‖∇uε‖L2(Ω)n

6 C ‖uε‖H1
0 (Ω)

whence
α ‖uε‖2

H1
0 (Ω) 6 C ‖uε‖H1

0 (Ω)
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setting c =
C

α
, estimate (2.3) follows.

Regarding the last statement, let us define the operator

Aε : H1
0 (Ω)→ H−1(Ω)

v 7→ Aεv = −div
(
a
(x
ε
,∇v

))
,

(2.5)

defined by the pairing

H−1 〈Aεv, w〉H1
0

=

ˆ
Ω

a
(x
ε
,∇v

)
∇w dx,

and the operator

Ãε : H1
0 (Ω)→ H−1(Ω)

v 7→ Ãεv = Aεv − g = −div
(
a
(x
ε
,∇v

))
− g,

(2.6)

defined by the pairing

H−1

〈
Ãεv, w

〉
H1

0

=

ˆ
Ω

a
(x
ε
,∇v

)
∇w dx−

ˆ
Ω

gw dx.

By the so-called Minty’s lemma (see Lemma 1.4.4), if Ãε is monotone and hemicon-
tinuous, the following equivalence holds:

(2.7)

H−1

〈
Ãεuε, v − uε

〉
H1

0

> 0

∀ v ∈ Kε
⇐⇒

H−1

〈
Ãεv, v − uε

〉
H1

0

> 0

∀ v ∈ Kε

Step 1 Observing that

(2.8) H−1

〈
Ãεv − Ãεw, v − w

〉
H1

0

=H−1 〈Aεv − Aεw, v − w〉H1
0

by assumption (III) it follows that

H−1 〈Aεv − Aεw, v − w〉H1
0

=

ˆ
Ω

(
a
(x
ε
,∇v

)
− a

(x
ε
,∇w

))
(∇v −∇w) dx

> α

ˆ
Ω

|∇v −∇w|2 dx > 0

then, by Definition 1.4.1 Ãε is monotone.
Step 2 Let us consider the function

(2.9) R 3 t 7→ H−1

〈
Ãε(u+ tv), w

〉
H1

0

=

ˆ
Ω

a
(x
ε
,∇(u+ tv)

)
∇w dx−

ˆ
Ω

gw dx.
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For fixed t1, t2 ∈ R, by (2.8), using the Cauchy-Schwarz inequality and assump-
tion (IV) it follows that∣∣∣∣H−1

〈
Ãε(u+ t1v), w

〉
H1

0

−H−1

〈
Ãε(u+ t2v), w

〉
H1

0

∣∣∣∣ = β(u, v, w, t1, t2)

β(u, v, w, t1, t2) =

∣∣∣∣ˆ
Ω

[
a
(x
ε
,∇(u+ t1v)

)
− a

(x
ε
,∇(u+ t2v)

)]
∇w dx

∣∣∣∣
6

(ˆ
Ω

∣∣∣a(x
ε
,∇u+ t1∇v

)
− a

(x
ε
,∇u+ t2∇v

)∣∣∣2 dx)1/2(ˆ
Ω

|∇w|2 dx
)1/2

6 C

(ˆ
Ω

|(t1 − t2)∇v|2 dx
)1/2(ˆ

Ω

|∇w|2 dx
)1/2

= C|t1 − t2|‖∇v‖L2(Ω) ‖∇w‖L2(Ω) −→ 0 as t1 → t2

then the function (2.9) is continuous. Therefore, by Definition 1.4.2 Ãε is hemicon-
tinuous.
In view of Step 1 and Step 2 Minty’s lemma is fulfilled, then equivalence (2.7) holds,
which means that (2.2) is equivalent to (2.4). 2

Our purpouse is to study the asymptotic behavior of the sequence {uε} as ε goes to
zero and to prove that the limit of the sequence satisfies, in a suitable sense, a (limit)
variational problem, so-called homogenized problem.

2.2 Limit convex set
Lemma 2.2.1 Let {uε} be a sequence of solutions to variational inequality (2.2),
then (up to a subsequence) uε

H1

⇀ u0, uε
L2

→ u0, uε
2
⇀ u0(x), ∇uε

2
⇀ ∇u0(x) +

∇yu1(x, y) with u1(x, y) ∈ L2(Ω;H1
per(Y )/R) and

∇u0(x) +∇yu1(x, y) ∈ C(y) a.e. in Ω× Y
Proof: Since uε ∈ Kε for every ε, ∇uε ∈ C

(
x
ε

)
a.e. in Ω. Further by (2.3) the

sequence {uε} is bounded in H1
0 (Ω) then, by Rellich’s theorem (see Theorem 1.2.12),

up to a subsequence uε
H1

⇀ u0, uε
L2

→ u0. Furthermore, by the two-scale convergence
of the sequence of gradients (see Proposition 1.3.10) uε

2
⇀ u0(x) and there exists

u1(x, y) ∈ L2(Ω;H1
per(Y )/R) such that, up to a subsequence, ∇uε

2
⇀ ∇u0(x) +

∇yu1(x, y). Therefore, by Lemma 1.3.12 ∇u0(x) +∇yu1(x, y) ∈ C(y) a.e. in Ω× Y .
2

2.3 The cell problem
In this section we introduce the following variational inequality in the unknown
W (ξ) = W (·, ξ) ∈ Kξ

(2.10)
ˆ
Y

a(y, ξ +∇yW (ξ))(∇yM(ξ)−∇yW (ξ)) dy > 0 ∀M(ξ) ∈ Kξ
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where

(2.11) Kξ =

{
M(ξ) ∈

H1
per(Y )

R
: ξ +∇yM(ξ) ∈ C(y) a.e. in Y

}
, for ξ ∈ Rn

and for simplicity, we set M(·, ξ) = M(ξ). Inequality (2.10) will be called the cell
problem.
We just remark that, again by Minty’s lemma, W (ξ) ∈ Kξ is a solution of (2.10) if
and only if it solves

(2.12)
ˆ
Y

a(y, ξ +∇yM(ξ))(∇yM(ξ)−∇yW (ξ)) dy > 0 ∀M(ξ) ∈ Kξ.

This means that (2.10) and (2.12) are equivalent.

Proposition 2.3.1 For fixed ξ ∈ Rn there exists a unique solution W (ξ) ∈ Kξ of
the variational inequality (2.10) and this inequality is equivalent to (2.12). Moreover,
the solution W (ξ) satisfies the a priori estimates

(2.13) ‖ξ +∇yW (ξ)‖L2(Y )n 6 ν|ξ|,

and

(2.14) ‖∇yW (ξ)‖L2(Y )n 6 (ν + 1)|ξ|,

∀ ξ ∈ Rn, where ν > 0.

Proof: For fixed ξ ∈ Rn, Kξ is a closed and convex set. Furthermore, the existence
and uniqueness of the solution of (2.10) and the equivalence between (2.10) and (2.12)
are known results (see, for example [31] or [33]). Therefore, we need to prove only
the a priori estimate.
We observe that in Kξ we can define the following test function

(2.15) wξ(y) =


−ξ · y if y ∈ B
−
(

1− dist(y,B)
δ

)
(ξ · y) + dist(y,B)

δ
µ if 0 6 dist(y,B) 6 δ

µ dist(y,B) > δ

where
µ =

1

|B|

ˆ
B

(−ξ · y) dy, δ = dist(B, ∂Y ).

For such a function we have wξ(y) ∈ W 1,∞(Y ) and

(2.16) |∇ywξ(y)|6 |ξ|
√
n

δ
.

Using (2.15) as test function for (2.10), we obtain the following cell problem in the
unknown W (ξ) ∈ Kξ

(2.17)
ˆ
Y

a(y, ξ +∇yW (ξ))(∇ywξ(y)−∇yW (ξ)) dy > 0,
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∀ wξ ∈ Kξ, that is equivalent to

C =

ˆ
Y

a(y, ξ +∇yW (ξ))(ξ +∇yW (ξ)) dy

6
ˆ
Y

a(y, ξ +∇yW (ξ))(ξ +∇ywξ(y)) dy = D;

(2.18)

by the Cauchy-Schwarz inequality, assumptions (II), (IV) and by (2.16) we have

D 6

(ˆ
Y

|a(y, ξ +∇yW (ξ))|2 dy
) 1

2
(ˆ

Y

|ξ +∇ywξ(y)|2 dy
) 1

2

6 c

(ˆ
Y

|ξ +∇yW (ξ)|2 dy
) 1

2
(ˆ

Y

|ξ|2dy +

ˆ
Y

|∇ywξ(y)|2 dy
) 1

2

6 c

(ˆ
Y

|ξ +∇yW (ξ)|2 dy
) 1

2

[(
1 +

(√
n

δ

)2
)
|ξ|2
] 1

2

= c

(ˆ
Y

|ξ +∇yW (ξ)|2 dy
) 1

2

|ξ|.

(2.19)

On the other hand, by assumptions (II) and (III) it follows that

(2.20) c

ˆ
Y

|ξ +∇yW (ξ)|2 dy 6 C,

then from (2.18), (2.19) and (2.20) we obtain

(2.21)
(ˆ

Y

|ξ +∇yW (ξ)|2 dy
) 1

2

6 c|ξ|.

Finally, squaring both members of (2.20) and indicating ν = c2 we obtain the state-
ment. In view of (2.13) the a priori estimate (2.14) follows straightforwardly. 2

Proposition 2.3.2 The function

(2.22)
Rn −→ L2(Y ;Rn)

ξ 7 −→ ∇yW (·, ξ)

satisfies the estimate
(2.23)ˆ

Y

|ξ1 +∇yWξ1 − ξ2 −∇yWξ2 |2 dy 6 c(|ξ1|+|ξ2|)|ξ1 − ξ2|+c|ξ1 − ξ2|2, ∀ ξ1, ξ2 ∈ Rn

where c > 0.
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Proof: Let ξ1, ξ2 ∈ Rn be fixed, we choose two test functions M1 and M2, belonging
to Kξ1 and Kξ2 respectively defined as

(2.24) M1 = (1− λ)Wξ2 + λWη1 ,

and

(2.25) M2 = (1− λ)Wξ1 + λWη2 ,

where
η1 =

ξ1

λ
− 1− λ

λ
ξ2, η2 =

ξ2

λ
− 1− λ

λ
ξ1 and 0 < λ < 1.

We observe that M1 ∈ H1
per(Y ), let us check that ξ1 +∇M1 ∈ C(y). We have

ξ1 +∇M1 = ξ1 + (1− λ)∇yWξ2 + λ∇yWη1

= (1− λ)(ξ2 +∇yWξ2) + λ(η1 +∇yWη1) ∈ C(y),

then M1 ∈ Kξ1 . Likewise, M2 ∈ Kξ2 .
Substituting (2.24) and (2.25) into (2.10) we obtain the following two inequalities

(2.26)
ˆ
Y

a(y, ξ1 +∇yWξ1)(∇M1 −∇yWξ1) dy > 0,

and

(2.27)
ˆ
Y

a(y, ξ2 +∇yWξ2)(∇M2 −∇yWξ2) dy > 0.

Then, substituting ∇M1 = (1 − λ)∇yWξ2 + λ∇yWη1 and ∇M2 = (1 − λ)∇yWξ1 +
λ∇yWη2 into (2.26) and (2.27) respectively we obtain

(2.28)
ˆ
Y

a(y, ξ1 +∇yWξ1)[(1− λ)∇yWξ2 + λ∇yWη1 −∇yWξ1)] dy > 0,

and

(2.29)
ˆ
Y

a(y, ξ2 +∇yWξ2)[(1− λ)∇yWξ1 + λ∇yWη2 −∇yWξ2)] dy > 0.

Adding up (2.28) and (2.29) we obtain
ˆ
Y

[a(y, ξ1 +∇yWξ1)− a(y, ξ2 +∇yWξ2)](∇yWξ2 −∇yWξ1) dy

+ λ

ˆ
Y

a(y, ξ1 +∇yWξ1)[∇yWη1 −∇yWξ2 ] dy

+ λ

ˆ
Y

a(y, ξ2 +∇yWξ2)[∇yWη2 −∇yWξ1 ] dy > 0,

(2.30)
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that is equivalent to
ˆ
Y

[a(y, ξ1 +∇yWξ1)− a(y, ξ2 +∇yWξ2)](ξ1 − ξ2) dy

+ λ

ˆ
Y

a(y, ξ1 +∇yWξ1)[∇yWη1 −∇yWξ2 ] dy

+ λ

ˆ
Y

a(y, ξ2 +∇yWξ2)[∇yWη2 −∇yWξ1 ] dy

>
ˆ
Y

[a(y, ξ1 +∇yWξ1)− a(y, ξ2 +∇yWξ2)](ξ1 +∇yWξ1 − ξ2 −∇yWξ2) dy.

(2.31)

We observe that we can estimate the following terms

(2.32) A = λ

ˆ
Y

a(y, ξ1 +∇yWξ1)(∇yWη1 −∇yWξ2) dy,

(2.33) B = λ

ˆ
Y

a(y, ξ2 +∇yWξ2)(∇yWη2 −∇yWξ1) dy,

(2.34) D =

ˆ
Y

[a(y, ξ1 +∇yWξ1)− a(y, ξ2 +∇yWξ2)](ξ1 +∇yWξ1 − ξ2 −∇yWξ2) dy,

and

(2.35) E =

ˆ
Y

[a(y, ξ1 +∇yWξ1)− a(y, ξ2 +∇yWξ2)](ξ1 − ξ2) dy.

Indeed, by the Cauchy-Schwarz inequality, assumptions (II) and (IV) and Proposition
2.3.1 we obtain

A 6 λ

(ˆ
Y

|a(y, ξ1 +∇yWξ1)|2 dy
) 1

2
(ˆ

Y

|∇yWη1 −∇yWξ2|2 dy
) 1

2

6 λc

(ˆ
Y

|ξ1 +∇yWξ1|2 dy
) 1

2
(ˆ

Y

|∇yWη1 −∇yWξ2|2 dy
) 1

2

6 λc|ξ1|(‖∇yWη1‖L2(Y )n + ‖∇yWξ2‖L2(Y )n) 6 λc|ξ1|(|η1|+|ξ2|)
6 c|ξ1||ξ1 − ξ2|+λc|ξ1||ξ2|,

(2.36)

similarly

B 6 c|ξ2||ξ1 − ξ2|+λc|ξ1||ξ2|,(2.37)

then

(2.38) A+B 6 c(|ξ1|+|ξ2|)|ξ1 − ξ2|+λc|ξ1||ξ2|.
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On the other hand, by assumption (III)

(2.39) D > c

ˆ
Y

|ξ1 +∇yWξ1 − ξ2 −∇yWξ2|2 dy,

then from (2.31), (2.38) and (2.39) it follows that

(2.40) c

ˆ
Y

|ξ1 +∇yWξ1 − ξ2 −∇yWξ2|2 dy 6 E + c(|ξ1|+|ξ2|)|ξ1 − ξ2|+λc|ξ1||ξ2|.

Moreover, by assumption (IV) and by the Cauchy-Schwarz inequality we have

E 6

(ˆ
Y

|a(y, ξ1 +∇yWξ1)− a(y, ξ2 +∇yWξ2)|2 dy
) 1

2

|ξ1 − ξ2|

6 L ‖ξ1 +∇yWξ1 − ξ2 −∇yWξ2)‖L2(Y ) δ
|ξ1 − ξ2|

δ

6 L
δ2

2
‖ξ1 +∇yWξ1 − ξ2 −∇yWξ2)‖2

L2(Y ) +
L

2δ2
|ξ1 − ξ2|2.

(2.41)

Then, from (2.40), taking into account (2.41) we have

(
c− Lδ

2

2

)
‖ξ1 +∇yWξ1 − ξ2 −∇yWξ2)‖2

L2(Y ) 6
L

2δ2
|ξ1 − ξ2|2+c(|ξ1|+|ξ2|)|ξ1 − ξ2|

+ λc|ξ1||ξ2|.

(2.42)

Finally, choosing δ > 0 such that c − L δ2

2
> 0 and passing to the limit as λ → 0 in

(2.42) the statement follows. 2

Corollary 2.3.3 The function (2.22) is Hölder continuous, i.e. there exists c > 0
such that

(2.43)
ˆ
Y

|∇yWξ1 −∇yWξ2|2 dy 6 c(|ξ1|+|ξ2|)|ξ1 − ξ2|+c|ξ1 − ξ2|2,

∀ ξ1, ξ2 ∈ Rn.
Proof: Observing that

ˆ
Y

|∇yWξ1 −∇yWξ2|2 dy =

ˆ
Y

|ξ1 +∇yWξ1 − ξ2 −∇yWξ2 − ξ1 + ξ2|2 dy

6 2

ˆ
Y

|ξ1 +∇yWξ1 − ξ2 −∇yWξ2|2 dy + 2|ξ1 + ξ2|2
(2.44)

using (2.23) it follows statement (2.43). 2
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2.4 The two-scale homogenized variational inequal-
ity

In this section we begin by stating and proving a convergence result for the variational
inequality (2.2), i.e. we determine the two scale homogenized variational inequality
for piecewise affine test functions in H1

0 (Ω). Then, we state and prove the main result
of this chapter, Proposition 2.4.2.

2.4.1 The two scale homogenized inequality for piecewise affine
test functions in H1

0(Ω)

Now, we establish a first homogenization result of variational inequality (2.2).

Proposition 2.4.1 Let uε be the solution of variational inequality (2.2), then (up
to a subsequence)

uε ⇀ u0 weakly in H1
0 (Ω), ∇uε

2
⇀ ∇u0+∇yu1(x, y) with u1(x, y) ∈ L2(Ω;H1

per(Y )/R)

as ε→ 0 and u0, u1 satisfy the following variational inequality

ˆ
Ω

ˆ
Y

a(y,∇v0(x) +∇yW (y,∇v0(x)))(∇v0(x) +∇yW (y,∇v0(x))+

−∇u0(x)−∇yu1(x, y)) dx dy >
ˆ

Ω

g(v0(x)− u0(x)) dx ∀ v0 piecewise affine inH1
0 (Ω)

(2.45)

where W (y, ξ) is the unique solution of the inequality (2.10), for ξ ∈ Rn.

Proof: This proof is based on the technique used in [16] for the proof of the homog-
enization theorem.
By means of H1 weak and two-scale convergences we pass to the limit in (2.4) (up
to a subsequence as ε→ 0) choosing v = vε such that

(2.46) vε ∈ Kε, vε ⇀ v0 weakly in H1(Ω) and vε → v0 strongly in L2(Ω).

To this end, as a first attempt, we consider a test function constructed in the form
of the first approximation

v(x) = vε(x) = v0(x) + εW
(x
ε
,∇v0(x)

)
where v0 ∈ C∞0 (Ω) and W (y, ξ) is the (unique) solution of the cell problem (2.10).
For such vε we have

∇vε(x) = ∇v0(x) +∇yW
(x
ε
,∇v0(x)

)
+ ε∇ξW

(x
ε
,∇v0(x)

)
∇2v0(x)

here ∇v0(x) +∇yW
(
x
ε
,∇v0(x)

)
∈ C(x

ε
) but ∇vε may violate this condition. Let us

build vε of a more complex structure, making use of the fact that the set B on which
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C(y) may be different from Rn is disperse. Let us consider a partition of Rn into
simplexes and let v0(x) be a continuous function which is affine on each simplex and
identically vanishes in a neighborhood of ∂Ω. Thus,

v0(x) =
N∑
j=1

χQj(x)(ξj · x+ cj), with cj ∈ R

and
∇v0 = ξj = const. on each Qj, for j = 1, . . . , N

where {Qj}Nj=1 are the simplexes such that Qj ∩Ω 6= ∅. It is assumed that v0 ≡ 0 on
the other simplexes.
Let us define, on each Qj, the function

Vε(x) = v0(x) + εW
(x
ε
,∇v0(x)

)
= v0(x) + εW

(x
ε
, ξj
)

clearly Vε is of class H1(Qj) for j = 1, . . . , N . Since ∇Vε(x) ∈ C(x
ε
) on each Qj, we

have Vε(x) ∈ Kε. However Vε(x), as a function over Rn, may be discontinuous across
the faces of the simplexes Qj. Let us change the values of Vε(x) near the faces of Qj

so as to obtain a regular function everywhere.
For a fixed j, denote Qε

j the union of all sets ε(Y + z) ⊆ Qj, where z ∈ Zn. Since B
is a disperse set, we can assume, without loss of generality, that

dist(Bε, ∂Qε) >
ε

4
, where Bε = εB, Qε = Qε

1 ∪ . . . ∪Qε
N

therefore, we can construct a function ψε ∈ C∞(Rn) such that

ψε(x) =

{
1 for x ∈ Rn, dist(x,Bε \Qε) > ε

4

0 for x ∈ Rn, dist(x,Bε \Qε) 6 ε
8

0 6 ψε 6 1, |∇ψε|6
c

ε

thus, ψε(x) = 1 on Qε and ψε(x) = 0 near the components of Bε outside Qε.

Let us change the function v0(x) so that it becomes constant near the set Bε \Qε

that consists of the components of Bε outside all Qε
j . Let Y k

ε = ε(Y +zk), k = 1, 2, . . .
be the cubes of the homothetic lattice εZn with zk ∈ Zn and let

vε0(x) =

{
ψε(x)v0(x) + (1− ψε(x))ṽε,k0 (x) if x ∈ Y k

ε ⊂ Rn \Qε

v0(x) if x ∈ Qε

where
ṽε,k0 (x) =

 
Y kε

v0(t) dt, if x ∈ Y k
ε ⊆ Rn \Qε.

Here
ffl
A
f(t) dt = 1

|A|

´
A
f(t) dt, where |A| denotes the measure of A ⊂ Rn.

In order to regularize the function Vε(x) so as to obtain a continuous function every-
where, we need also to consider a function ϕε ∈ C∞(Rn) such that
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Qε
j

Qj

Qj+1

Qε
j+1

Bε = εB

ε

Figure 2.1: the simplexes and the multirectangles

ϕε(x) =

{
1 if x ∈ Qε, dist(x, ∂Qε) > ε

4

0 if x ∈ Rn \Qε

0 6 ϕε 6 1, |∇ϕε|6
c

ε
.

Let us prove that the functions

(2.47) vε(x) = vε0(x) + εϕε(x)W
(x
ε
,∇v0(x)

)
form the desired test function, i.e. satisfy (2.46). Clearly vε ∈ Kε, since in a
neighborhood of Bε ∩ Qε, we have ϕε = 1, vε0 = v0, and therefore ∇vε ∈ C

(
x
ε

)
.

On the other hand, in a neighborhood of Bε \ Qε we have ϕε = 0 and vε0=const.,
therefore ∇vε = ∇vε0 = 0 ∈ C

(
x
ε

)
in that neighborhood. Thus, ∇vε0 ∈ C

(
x
ε

)
in a

neighborhood of Bε, and therefore in the whole of Rn, since C
(
x
ε

)
= Rn outside Bε.

Then, it is enough to prove that vε ⇀ v0 weakly in H1(Ω) and vε → v0 strongly in
L2(Ω). To this end, we split the proof in the following steps A− E:
Step A. vε0 → v0 strongly in L2(Ω).
Let us define the set

Iε(Ω) =
{
k ∈ Zn : Y k

ε ⊆ Rn \Qε
}

Since

(2.48) vε(x) = v0(x) + (vε0(x)− v0(x)) + εϕε(x)W
(x
ε
,∇v0(x)

)
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then

ˆ
Ω

|vε0(x)− v0(x)|2 dx =
∑
k∈Iε

ˆ
Y kε ∩Ω∩{ψε 6=1}

|(1− ψε)ṽε,k0 (x) + (ψε − 1)v0(x)|2 dx

6 2
∑
k∈Iε

ˆ
Y kε ∩Ω∩{ψε 6=1}

(
|ṽε,k0 (x)|2+|v0(x)|2

)
dx→ 0

(2.49)

as ε→ 0, where the last two integrals converge to zero because |Ω∩{ψε(x) 6= 1} |→ 0,
as ε→ 0.
Step B. The term

(2.50) εϕε(x)W
(x
ε
,∇v0(x)

)
converges to zero strongly in L2(Ω) and weakly in H1(Ω).
We notice that since W (·, ξj) ∈ H1

] (Y ), where ξj ∈ Qj, then

∥∥∥εϕε(x)W
(x
ε
,∇v0(x)

)∥∥∥
L2(Ω)

= ε

(ˆ
Ω

∣∣∣ϕε(x)W
(x
ε
,∇v0(x)

)∣∣∣2 dx) 1
2

= ε

(
N∑
j=1

ˆ
Qj

∣∣∣ϕε(x)W
(x
ε
, ξj

)
χQj

∣∣∣2 dx) 1
2

6 ε

(
N∑
j=1

ˆ
Qj

∣∣∣W (x
ε
, ξj

)
χQj

∣∣∣2 dx) 1
2

= ε

(ˆ
Ω

∣∣∣W (x
ε
,∇v0(x)

)∣∣∣2 dx) 1
2

→ 0

(2.51)

as ε→ 0, i.e. (2.50) converges to zero strongly in L2(Ω).
Since
(2.52)
∇
(
εϕε(x)W

(x
ε
,∇v0(x)

))
= ε∇ϕε(x)W

(x
ε
,∇v0(x)

)
+ ϕε(x)∇yW

(x
ε
,∇v0(x)

)
we have that the first term on the right hand side of (2.52) converges to zero strongly
in L2(Ω), i.e.

(2.53)
ˆ

Ω

∣∣∣ε∇ϕε(x)W
(x
ε
,∇v0(x)

)∣∣∣2 dx→ 0

as ε→ 0. Indeed, defining the set

Rε =
{
x ∈ Qε : d(x, ∂Qε) <

ε

4

}
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obviously Rε ⊆ Qε, where Qε = Qε
1 ∪ . . . ∪Qε

N . Then we have
ˆ

Ω

∣∣∣ε∇ϕε(x)W
(x
ε
,∇v0(x)

)∣∣∣2 dx =

ˆ
Rε

∣∣∣ε∇ϕε(x)W
(x
ε
,∇v0(x)

)∣∣∣2 dx
6 c

ˆ
Rε

∣∣∣W (x
ε
,∇v0(x)

)∣∣∣2 dx.
Since Rε =

⋃N
j=1(Rε ∩Qε

j) and there exists c > 0 such that

(2.54) ]
{
Y k
ε : Y k

ε ∩Rε 6= ∅
}
6
c|∂Qε

j|n−1ε

εn
= c|∂Qε

j|n−1ε
1−n

we have
ˆ
Rε

∣∣∣W (x
ε
,∇v0(x)

)∣∣∣2 dx =
N∑
j=1

ˆ
Rε

∣∣∣W (x
ε
, ξj

)∣∣∣2 χQεj (x) dx

=
N∑
j=1

∑
k∈Jε

ˆ
Y kε ∩Rε∩Qεj

∣∣∣W (x
ε
, ξj

)∣∣∣2 dx
= εn

N∑
j=1

∑
k∈Jε

ˆ
1
ε
Y kε ∩Rε∩Qεj

|W (y, ξj)|2dy

6
N∑
j=1

εc|∂Qε
j|n−1

ˆ
Y

|W (y, ξj)|2dy −→ 0

(2.55)

as ε→ 0, where
Jε =

{
k ∈ Zn : Y k

ε ∩Rε 6= ∅
}

and |∂Qε
j|n−1−→

ε→0
|∂Qj|n−1. Thus (2.53) is proved.

We observe that, for fixed ξj ∈ Qj we have

ˆ
Ω

ϕε(x)∇yW
(x
ε
,∇v0(x)

)
Ψ(x) dx =

N∑
j=1

ˆ
Qj

∇yW
(x
ε
, ξj

)
χQj(x)Ψ(x) dx+

+
N∑
j=1

ˆ
Qj

(ϕε(x)− 1)∇yW
(x
ε
, ξj

)
χQj(x)Ψ(x) dx

= A+B,

since W (·, ξj) ∈ H1
] (Y ) by Theorem 1.2.18

A =
N∑
j=1

ˆ
Qj

∇yW
(x
ε
, ξj

)
χQj(x)Ψ(x) dx

→
N∑
j=1

ˆ
Qj

(ˆ
Y

∇yW (y, ξj) dy

)
χQj(x)Ψ(x) dx = 0,

(2.56)
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as ε→ 0.
On the other hand

B =

ˆ
Ω

(ϕε(x)− 1)∇yW
(x
ε
,∇v0

)
Ψ(x) dx

=

ˆ
Ω∩{ϕε(x)6=1}

(ϕε(x)− 1)∇yW
(x
ε
,∇v0

)
Ψ(x) dx,

(2.57)

but
|Ω ∩ {x : ϕε(x) 6= 1} |∼ cεn−1|∂Ω|,→ 0

as ε→ 0. By the Cauchy-Schwarz inequality we have∣∣∣∣ˆ
Ω∩{ϕε(x) 6=1}

(ϕε(x)− 1)∇yW
(x
ε
,∇v0

)
Ψ(x) dx

∣∣∣∣
6

(ˆ
Ω

∣∣∣∇yW
(x
ε
,∇v0

)∣∣∣2 dx) 1
2
(ˆ

Ω

|ψ(x)|2dx
)
|Ω ∩ {ϕε 6= 1} |→ 0,

(2.58)

as ε→ 0. Then

(2.59)
ˆ

Ω

ϕε(x)∇yW
(x
ε
,∇v0(x)

)
Ψ(x) dx→ 0 as ε→ 0,

for all Ψ ∈ C∞0 (Ω).
We observe that there exists c > 0 such that

(2.60)
∥∥∥ϕε(x)∇yW

(x
ε
,∇v0(x)

)∥∥∥
L2(Ω)

6 c.

Indeed, since 0 6 ϕε 6 1 and ∇yW (y,∇v0(x)) ∈ L2
per(Y ;C(Ω)) then, by Corollary

1.3.4 it follows (2.60).
Since C∞0 (Ω) is dense in L2(Ω) and ϕε(x)∇yW

(
x
ε
,∇v0(x)

)
is bounded in L2(Ω) by

(2.60) we have

(2.61)
ˆ

Ω

ϕε(x)∇yW
(x
ε
,∇v0(x)

)
Ψ(x) dx→ 0 as ε→ 0,

for all Ψ ∈ L2(Ω), i.e. by definition of weak convergence (see §2.3.2) the second term
on the right hand side of (2.52) converges to zero weakly in L2(Ω). Finally, in view
of (2.52), (2.53), (2.61) and we have that (2.50) converges to zero weakly in H1(Ω).
Step C. vε → v0 strongly in L2(Ω).
By (2.48), (2.49) and (2.51)

ˆ
Ω

|vε(x)− v0(x)|2 dx =

ˆ
Ω

∣∣∣vε0(x)− v0(x) + εϕε(x)W
(x
ε
,∇v0(x)

)∣∣∣2 dx
6 2

ˆ
Ω

|vε0(x)− v0(x)|2 dx

+ 2

ˆ
Ω

∣∣∣εϕε(x)W
(x
ε
,∇v0(x)

)∣∣∣2 dx −→ 0

(2.62)
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as ε→ 0, then ‖vε − v0‖L2(Ω) → 0 as ε→ 0.

Step D. ∇vε0 → ∇v0 strongly in L2(Ω).
Let us consider the gradients of vε0 − v0(x). For x ∈ Y k

ε \Qε we have

(2.63) ∇vε0(x)−∇v0(x) = ∇ψε(x)(v0(x)− ṽε,k0 (x)) +∇v0(x)(ψε(x)− 1)

we observe that, by the Poincaré-Wirtinger inequality, since the Poincaré constant
is proportional to (diamY k

ε )2 =
√
nε2 we have

ˆ
Ω

|∇ψε(x)(v0(x)− ṽε,k0 (x)|2 dx =
∑
k∈Iε

ˆ
Y kε ∩Ω∩{ψε 6=1}

|∇ψε(x)(v0(x)− ṽε,k0 (x)|2 dx

≤
∑
k∈Iε

c

ε2

ˆ
Y kε ∩Ω∩{ψε 6=1}

|v0(x)− ṽε,k0 (x)|2 dx

≤
∑
k∈Iε

C

ˆ
Y kε ∩Ω∩{ψε 6=1}

|∇v0(x)|2 dx

≤ C

ˆ
Ω∩{ψε 6=1}

|∇v0(x)|2 dx −→ 0

(2.64)

as ε→ 0, where the last term tends to zero because |Ω∩{ψε(x) 6= 1} |→ 0 and ε→ 0.
On the other hand

(2.65)
ˆ

Ω∩{ψε 6=1}
|∇v0(x)(ψε(x)− 1)|2 dx ≤

ˆ
Ω∩{ψε 6=1}

|∇v0(x)|2 dx→ 0 as ε→ 0

then, by (2.64) and (2.65) we have
ˆ

Ω

|∇vε0(x)−∇v0(x)|2 dx =

ˆ
Ω

|∇ψε(x)(v0(x)− ṽε,k0 (x)) +∇v0(x)(ψε(x)− 1)|2 dx

=

ˆ
Ω∩{ψε 6=1}

|∇ψε(x)(v0(x)− ṽε,k0 (x)) +∇v0(x)(ψε(x)− 1)|2 dx

6 2

ˆ
Ω∩{ψε 6=1}

|∇ψε(x)(v0(x)− ṽε,k0 (x))|2 dx

+ 2

ˆ
Ω∩{ψε 6=1}

|∇v0(x)(ψε(x)− 1)|2 dx→ 0

as ε→ 0, then we proved ‖∇vε0(x)−∇v0(x)‖L2(Ω) → 0 as ε→ 0.

Step E. vε ⇀ v0 weakly in H1(Ω).
Since

∇vε(x) = ∇v0(x) +∇vε0(x)−∇v0(x) + ε∇ϕε(x)W
(x
ε
,∇v0(x)

)
+ ϕε(x)∇yW

(x
ε
,∇v0(x)

)
,

(2.66)
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by Step B and Step D we have ∇vε ⇀ ∇v0 weakly in L2(Ω), then vε ⇀ v0 weakly in
H1(Ω).
Setting v = vε, defined by (2.47) in (2.4), we want to pass to the limit, up to a
subsequence as ε→ 0 in

(2.67)
ˆ

Ω

a
(x
ε
,∇vε

)
(∇vε −∇uε) dx >

ˆ
Ω

g(vε − uε) dx ∀vε ∈ Kε.

At this stage we can consider passing to the limit in the following two terms:

(2.68)
ˆ

Ω

a
(x
ε
,∇vε

)
· ∇vε dx,

and

(2.69)
ˆ

Ω

a
(x
ε
,∇vε

)
· ∇uε dx.

To this end it is useful to decompose ∇vε(x) as

∇vε(x) = ∇v0(x) +∇vε0(x)−∇v0 + ε∇
[
ϕε(x)W

(x
ε
,∇v0(x)

)]
= Zε(x) +∇vε0(x)−∇v0 + εW

(x
ε
,∇v0(x)

)
∇ϕε(x)

(2.70)

where

(2.71) Zε(x) = ∇v0(x) + ϕε(x)∇yW
(x
ε
,∇v0(x)

)
.

By (2.53) and Step D it can be easily verified that

(2.72) (∇vε − Zε) −→ 0 strongly in L2(Ω)

as ε→ 0.
We observe that, thanks to (2.72), the terms (2.68) and (2.69) can be replaced by

(2.73)
ˆ

Ω

a
(x
ε
, Zε(x)

)
· ∇vε dx

and

(2.74)
ˆ

Ω

a
(x
ε
, Zε(x)

)
· ∇uε dx,

respectively. Indeed (2.68) can be expressed as
ˆ

Ω

a
(x
ε
,∇vε

)
· ∇vε dx =

ˆ
Ω

a
(x
ε
, Zε(x)

)
· ∇vε dx+

ˆ
Ω

a
(x
ε
,∇vε

)
· ∇vε dx

−
ˆ

Ω

a
(x
ε
, Zε(x)

)
· ∇vε dx

48



then, by assumption (IV) and by the Cauchy-Schwarz inequality we have

∣∣∣∣ˆ
Ω

[
a
(x
ε
,∇vε

)
− a

(x
ε
, Zε

)]
· ∇vε dx

∣∣∣∣ 6 (ˆ
Ω

∣∣∣a(x
ε
,∇vε

)
− a

(x
ε
, Zε

)∣∣∣2 dx) 1
2

·
(ˆ

Ω

|∇vε|2 dx
) 1

2

6 L

(ˆ
Ω

|∇vε − Zε|2 dx
) 1

2
(ˆ

Ω

|∇vε|2 dx
) 1

2

→ 0

as ε→ 0. Using the same argument we obtain

∣∣∣∣ˆ
Ω

[
a
(x
ε
,∇vε

)
− a

(x
ε
, Zε

)]
· ∇uε dx

∣∣∣∣ 6 L

(ˆ
Ω

|∇vε − Zε|2 dx
) 1

2
(ˆ

Ω

|∇uε|2 dx
) 1

2

→ 0

as ε→ 0, where the boundedness of ∇uε is given by (2.3).
However, the terms (2.73) and (2.74) can be further reduced. To this end we decom-
pose (2.73) as

(2.75)
ˆ

Ω

a
(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
· ∇vε dx+ r1

ε

where

(2.76) r1
ε =

ˆ
Ω

[
a
(x
ε
, Zε(x)

)
− a

(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))]
· ∇vε(x) dx

We observe that by the Cauchy-Schwarz inequality and assumption (IV) we have

r1
ε 6 L

ˆ
Ω

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
,∇v0(x)

)∣∣∣ |∇vε(x)| dx

6 L

(ˆ
Ω

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
,∇v0(x)

)∣∣∣2 dx) 1
2

‖∇vε(x)‖L2(Ω) ,

(2.77)

furthermore
ˆ

Ω

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
,∇v0(x)

)∣∣∣2 dx =

=
N∑
j=1

ˆ
Ω∩Qj

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
, ξj

)∣∣∣2 dx(2.78)

with ξj = ∇v0(x). Therefore, for any fixed j, over the set where ϕε 6= 1, since

]
{
Y k
ε : Y k

ε ⊆ Ω ∩Qj ∩ {ϕε(x) 6= 1}
}
6
C|∂Qj

ε|n−1ε

εn
= C|∂Qj

ε|n−1ε
1−n
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and |∂Qj
ε|n−1−→

ε→0
|∂Qj|n−1 we have

ˆ
Ω∩Qj

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
, ξj

)∣∣∣2 dx =

=

ˆ
Ω∩Qj∩{ϕε(x)6=1}

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
, ξj

)∣∣∣2 dx
6

∑
Y kε ⊆Ω∩Qj∩{ϕε(x)6=1}

ˆ
Y kε

∣∣∣∇yW
(x
ε
, ξj

)∣∣∣2 dx
=

∑
Y kε ⊆Ω∩Qj∩{ϕε(x) 6=1}

ˆ
Y k
|∇yW (y, ξj)|2·εn dy

6 C|∂Qj
ε|n−1ε

ˆ
Y

|∇yW (y, ξj)|2 dy −→ 0

(2.79)

as ε→ 0. Thus, in view of (2.77), (2.78) and (2.79) we can state that

(2.80) r1
ε → 0 as ε→ 0

Similarly, the term (2.74) can be decomposed as

(2.81)
ˆ

Ω

a
(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
· ∇uε dx+ r2

ε

where

(2.82) r2
ε =

ˆ
Ω

[
a
(x
ε
, Zε(x)

)
− a

(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))]
· ∇uε(x) dx

Accordingly, by the Cauchy-Schwarz inequality and assumption (IV), (2.3), (2.78)
and (2.79) we have

r2
ε 6 L

ˆ
Ω

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
,∇v0(x)

)∣∣∣ |∇uε(x)| dx

6 L

(ˆ
Ω

∣∣∣(ϕε(x)− 1)∇yW
(x
ε
,∇v0(x)

)∣∣∣2 dx) 1
2

‖∇uε(x)‖L2(Ω) .

(2.83)

Thus, in view of (2.3), (2.78) and (2.79) we can state that

(2.84) r2
ε → 0 as ε→ 0

Hence, in view of (2.68), (2.69), (2.73), (2.74), (2.75), (2.80), (2.81) and (2.84) we
can replace ∇vε with ∇v0(x) +∇yW

(
x
ε
,∇v0(x)

)
in (2.75) and pass to the limit in

the following two terms

(2.85)
ˆ

Ω

a
(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
·
(
∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
dx

and
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(2.86)
ˆ

Ω

a
(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
· ∇uε(x) dx,

respectively. Regarding (2.85), we can apply Corollary 1.3.4 with

Ψ
(x
ε
, x
)

= a
(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
·
(
∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
,

where we notice that since Ψ(y, x) ∈ L1
] (Y,C(Qj)), ∀ j = 1, . . . , N , then, Ψ(y, x) is

an admissible test function in the two-scale convergence setting. Accordingly, (2.85)
converges, as ε→ 0, to

(2.87)
ˆ

Ω

ˆ
Y

a (y,∇v0(x) +∇yW (y,∇v0(x))) · (∇v0(x) +∇yW (y,∇v0(x))) dx dy

On the other hand, (2.86) can be splitted as follows
ˆ

Ω

a
(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
· ∇uε(x) dx

=
N∑
j=1

ˆ
Ω∩Qj

a
(x
ε
,∇v0(x) +∇yW

(x
ε
,∇v0(x)

))
· ∇uε(x) dx

(2.88)

We notice that Ψ(y, x) = a (y,∇v0(x) +∇yW (y,∇v0(x))) is a function in L2](Y,C(Qj))
n,

∀ j = 1, . . . , N , hence, by Corollary 1.3.4 again, it is an admissible test function in the
two-scale convergence setting. Since ∇uε

2
⇀ ∇u0 +∇yu1, by definition of two-scale

convergence we have that (2.88) converges, as ε→ 0, to

N∑
j=1

ˆ
Ω∩Qj

ˆ
Y

a(y,∇v0(x) +∇yW (y,∇v0(x))) · (∇u0 +∇yu1(x, y)) dx dy

=

ˆ
Ω

ˆ
Y

a(y,∇v0(x) +∇yW (y,∇v0(x))) · (∇u0 +∇yu1(x, y)) dx dy

(2.89)

Finally, considering the limits (2.87) and (2.89), we can state that (2.45) is proved.
2

2.4.2 The homogenized inequality for test functions v0 in H1
0(Ω)

In view of Proposition 2.4.1 and of the regularity properties of the solution W (ξ)
to the local problem (2.10) (see section 2.3), we now establish the homogenized
variational inequality for test functions v0 ∈ H1

0 (Ω).

Proposition 2.4.2 Let uε be the solution of variational inequality (2.2), then (up
to a subsequence)

uε ⇀ u0 weakly in H1
0 (Ω), ∇uε

2
⇀ ∇u0+∇yu1(x, y) with u1(x, y) ∈ L2(Ω, H1

per(Y )/R)

51



as ε→ 0 and u0, u1 satisfy the following variational inequality
ˆ

Ω

ˆ
Y

a(y,∇v0(x) +∇yW (y,∇v0))(∇v0(x) +∇yW (y,∇v0)+

−∇u0(x)−∇yu1(x, y)) dx dy >
ˆ

Ω

g(v0 − u0) dx ∀ v0 ∈ H1
0 (Ω)

(2.90)

where W (y, ξ) is the unique solution of the inequality (2.10), for ξ ∈ Rn.

Proof: We observe that, given u0 ∈ H1
0 (Ω), we can consider a sequence

{
vj0
}
, with

vj0 piecewise affine in H1
0 (Ω) for all j ∈ N, such that vj0 → v0 strongly in H1

0 (Ω) as
j → +∞. Then, substituting in (2.45) we get

ˆ
Ω

ˆ
Y

a(y,∇vj0(x) +∇yW (y,∇vj0))(∇vj0(x) +∇yW (y,∇vj0)+

−∇u0(x)−∇yu1(x, y)) dx dy >
ˆ

Ω

g(vj0 − u0) dx,

(2.91)

whence

Aj +

ˆ
Ω

ˆ
Y

(a(y,∇v0(x) +∇yW (y,∇v0))(∇vj0(x) +∇yW (y,∇vj0)+

−∇u0(x)−∇yu1(x, y)) dx dy >
ˆ

Ω

g(vj0 − u0) dx,

(2.92)

where

Aj =

ˆ
Ω

ˆ
Y

[a(y,∇vj0(x) +∇yW (y,∇vj0)− a(y,∇v0(x) +∇yW (y,∇v0)](∇vj0+

+∇yW (y,∇vj0)−∇u0 −∇yu1(x, y)) dx dy.

(2.93)

Since a(y, ·) is Lipschitz-continuous, by Proposition 2.3.2 and the Cauchy-Schwarz
inequality we have

∣∣Aj∣∣ 6 C

ˆ
Ω

(ˆ
Y

∣∣∇vj0(x) +∇yW (y,∇vj0)−∇v0(x)−∇yW (y,∇v0)
∣∣2 dy) 1

2

·
(ˆ

Y

∣∣∇vj0(x) +∇yW (y,∇vj0)−∇u0 −∇yu1(x, y)
∣∣2 dy) 1

2

dx

6 Cc
∥∥∇vj0(x) +∇yW (y,∇vj0)−∇u0 −∇yu1(x, y)

∥∥
L2(Y )

(2.94)

·
(ˆ

Ω

(|∇v0(x)|+|∇vj0(x)|)|∇v0(x)−∇vj0(x)|+c′|∇v0(x)−∇vj0(x)|2 dx
) 1

2

−→ 0

as j →∞. Then, passing to the limit in (2.93), as j →∞, (2.90) follows easily. 2
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2.5 The macroscopic homogenized variational inequal-
ity

Consider the set

K2 =
{

(v0, v1) ∈ H1
0 (Ω)× L2(Ω ;H1

per(Y )/R) :

∇v0 +∇yv1(x, y) ∈ C(y) for a.e.x ∈ Ω, y ∈ Y } ,
(2.95)

the pair (u0, u1) determined in Proposition 2.4.1 satisfies
ˆ

Ω

ˆ
Y

a(y,∇v0(x) +∇yv1(x, y))(∇v0(x) +∇yv1(x, y)−∇u0(x)+

−∇yu1(x, y)) dx dy >
ˆ

Ω

g(v0 − u0)dx.

(2.96)

In this section we assume that

(2.97) (2.96) is satisfied ∀ (v0, v1) ∈ K2.

Remark 2.5.1 We observe that (2.96) reduces to (2.90) if the pair (v0, v1) is of the
special type with v1(x, y) = W (y,∇v0(x)).

Lemma 2.5.2 Variational inequality (2.96) is equivalent to
ˆ

Ω

ˆ
Y

a(y,∇u0(x) +∇yu1(x, y))(∇v0(x) +∇yv1(x, y)−∇u0(x)

−∇yu1(x, y)) dx dy >
ˆ

Ω

g(v0 − u0) dx ∀ (v0, v1) ∈ K2

(2.98)

Proof: For any pair (z0, z1) ∈ K2, and every real number t, 0 < t < 1, we may choose
(v0, v1) = (u0 + t(z0−u0), u1 + t(z1−u1)) as an admissible pair for (2.96). With this
choice in (2.96) we get

ˆ
Ω

ˆ
Y

a (y,∇(u0 + t(z0 − u0)) +∇y(u1 + t(z1 − u1))) · (∇(z0 − u0))+

+∇y((z1 − u1))) dx dy >
ˆ

Ω

g(z0 − u0) dx

(2.99)

where we have also divided by the common factor t. Since a(y, ·) is Lipschitz-
continuous we can pass to the limit in (2.99) as t→ 0 obtaining

ˆ
Ω

ˆ
Y

a (y,∇u0(x) +∇yu1(x, y)) · (∇z0 +∇yz1(x, y)−∇u0(x)+

−∇yu1(x, y)) dx dy >
ˆ

Ω

g(z0 − u0) dx

(2.100)

which is (2.98) with the test pair (z0, z1). 2
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Lemma 2.5.3 Variational inequality (2.98) implies

(2.101) ∇yu1(x, y) = ∇yW (y,∇u0(x))

Proof: By the strict monotonicity of a(y, ·), we have

α

ˆ
Ω

ˆ
Y

|∇yu1 −∇yW (y,∇u0)|2 dx dy = α

ˆ
Ω

ˆ
Y

|∇u0 +∇yu1 −∇u0+

−∇yW (y,∇u0)|2 dx dy 6
ˆ

Ω

ˆ
Y

(a(y,∇u0 +∇yu1)− a(y,∇u0+

+∇yW (y,∇u0)))(∇yu1 −∇yW (y,∇u0)) dx dy =

=

ˆ
Ω

ˆ
Y

a (y,∇u0 +∇yu1) (∇yu1 −∇yW (y,∇u0) dx dy+

−
ˆ

Ω

ˆ
Y

a (y,∇u0 +∇yW (y,∇u0)) (∇yu1 −∇yW (y,∇u0) dx dy

Note that both terms above are non positive, the first one by (2.98) with v0 = u0 and
v1 = W (y,∇u0), the second one by the cell problem (2.10) with ξ = ∇u0 and test
function u1(x, ·). It follows that ∇yu1 − ∇yW (y,∇u0) = 0 for a.e. (x, y) ∈ Ω × Y,
which is (2.101). 2

In order to obtain the mascroscopic homogenized inequality for problem (2.2), we
give the following definition.

Definition 2.5.4 The nonlinear operator Ahom : Rn × Rn → R is defined as

(2.102) Ahom(ξ, η) =

ˆ
Y

a(y, ξ +∇yW (y, ξ)) · (η +∇yW (y, η)) dy

where W (y, ξ) denotes the solution of variational inequality (2.10).

Considering Lemma 2.5.2 and 2.5.3 we can state the following convergence result,
which is the main one of this section.

Theorem 2.5.5 Given any g ∈ L2(Ω), let uε be the solution of variational inequality
(2.2). Then

uε ⇀ u0 weakly in H1
0 (Ω) and ∇uε

2
⇀ ∇u0 +∇yW (y,∇u0) as ε→ 0,

where u0 ∈ H1
0 (Ω) is the unique solution of the following homogenized variational

inequality

(2.103)
ˆ

Ω

(Ahom(∇u0,∇v0)− Ahom(∇u0,∇u0)) dx >
ˆ

Ω

g(v0 − u0) dx,

∀ v0 ∈ H1
0 (Ω), where the (twice-nonlinear) operator Ahom(ξ, η) is given by Definition

2.5.4.
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Proof: In view of Lemma 2.5.3 we rewrite (2.98) as
ˆ

Ω

ˆ
Y

a(y,∇u0(x) +∇yW (y,∇u0))(∇v0(x) +∇yv1(x, y)−∇u0(x)

−∇yW (y,∇u0)) dx dy >
ˆ

Ω

g(v0 − u0) dx ∀ (v0, v1) ∈ K2

(2.104)

At this point, we can take v1 = W (y,∇v0). In fact v1 satisfies the constraints

(2.105) ∇v0 +∇yv1(x, y) ∈ C(y) a.e. in Ω× Y for v0 ∈ H1
0 (Ω)

since W (ξ) ∈ Kξ for ξ ∈ Rn. Hence, we obtain that
ˆ

Ω

ˆ
Y

a(y,∇u0 +∇yW (y,∇u0))(∇v0 +∇yW (y,∇v0)+

−∇u0 −∇yW (y,∇u0)) dy dx >
ˆ

Ω

g(v0 − u0) dx, ∀ v0 ∈ H1
0 (Ω)

(2.106)

where W (y, ξ) is the solution of the cell problem (2.10) for ξ ∈ Rn. Finally, integrat-
ing with respect to y in (24) and considering the homogenized operator (2.102) we
deduce the (macroscopic) inequality (2.103), which is the statement. 2

2.6 The macroscopic homogenized variational inequal-
ity: a special case

In this section we want to show that assumption (2.97) of section 2.5 is satisfied as
least for a particular choice of C. Actually we obtain only a partial result.
Let us consider the following set

Ks
2 =

{
(v0, v1) ∈ H1

0 (Ω)× L2(Ω;H1
per(Y )/R) :

∇v0 +∇yv1(x, y) ∈ Cs(y) for a.e. x ∈ Ω, y ∈ Y } .

where

(2.107) Cs(y) =

{
B1(0) if y ∈ B
Rn if y /∈ B

and where B1(0) = {ξ ∈ Rn : |ξ|6 1}.
We would like to establish inequality (2.96) for every (v0, v1) ∈ K2 = Ks

2 .

Proposition 2.6.1 Let (u0, u1) be defined by Proposition 2.4.1 with Kε replaced by

(2.108) Kε
s =

{
v ∈ H1

0 (Ω) : ∇v(x) ∈ Cs
(x
ε

)
a.e. in Ω

}
with Cs(y) as in (2.107). Then, (u0, u1) satisfies inequality (2.96) for every (v0, v1) ∈
Ks

2 ∩ {C∞0 (Ω)× C∞0 (Ω;C∞per(Y ))}.
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Proof: Let us consider the test function

(2.109) wε(x) =
v0 + εv1

(
x, x

ε

)
1 + εM

, whereM = ‖∇xv1(x, y)‖L∞(Ω×Y ).

The test function (2.109) has the following properties:

1. wε ∈ Kε
s

Since (v0, v1) ∈ Ks
2 we have

(2.110) ∇wε(x) =
1

1 + εM

(
∇v0(x) +∇yv1

(
x,
x

ε

)
+ ε∇xv1

(
x,
x

ε

))
then

|∇wε(x)| = 1

1 + εM

(∣∣∣∇v0(x) +∇yv1

(
x,
x

ε

)
+ ε∇xv1

(
x,
x

ε

)∣∣∣)
6

∣∣∇v0(x) +∇yv1

(
x, x

ε

)∣∣
1 + εM

+
εM

1 + εM
6 1

for a.e.
(
x, x

ε

)
∈ Ω×B, which implies wε ∈ Kε

s .

2. wε
2
⇀ v0

Since wε → v0 strongly in L2(Ω), indeed

‖wε − v0‖2
L2(Ω) =

ˆ
Ω

∣∣∣∣∣εv1

(
x, x

ε

)
− εMv0(x)

1 + εM

∣∣∣∣∣
2

dx→ 0

as ε→ 0. Then, by Example 1.3.13, wε
2
⇀ v0.

3. ∇wε
2
⇀ ∇v0 +∇yv1

We observe that

‖∇wε(x)‖L2(Ω) =
1

1 + εM

(ˆ
Ω

∣∣∣∇v0(x) +∇yv1

(
x,
x

ε

)
+ ε∇xv1

(
x,
x

ε

)∣∣∣2 dx) 1
2

< c,

with c independent of ε. Furthermore, we have

1

1 + εM

ˆ
Ω

(
∇v0(x) +∇yv1

(
x,
x

ε

)
+ ε∇xv1

(
x,
x

ε

))
·Ψ
(
x,
x

ε

)
dx

→
ˆ

Ω

ˆ
Y

(∇v0(x) +∇v1(x, y)) ·Ψ(x, y) dx dy

for every ψ(x, y) in D(Ω;C∞per(Y )), as ε → 0 hence, by definition of two-scale
convergence, ∇wε

2
⇀ ∇v0 +∇v1.
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Then, in order to obtain the statement we have to consider variational inequality
(2.2) for the test function (2.109), which turns out to be

(2.111)
ˆ

Ω

a
(x
ε
,∇wε

)
(∇wε −∇uε) dx >

ˆ
Ω

g(wε − uε) dx,

and passing to the limit as ε→ 0. The left hand side of (2.111) can be written asˆ
Ω

a
(x
ε
,∇wε

)
(∇wε −∇uε) dx =

=

ˆ
Ω

a
(x
ε
,∇v0(x) +∇yv1

(
x,
x

ε

))
(∇wε −∇uε) dx+

+

ˆ
Ω

[
a
(x
ε
,∇wε

)
− a

(x
ε
,∇v0(x) +∇yv1

(
x,
x

ε

))]
(∇wε −∇uε) dx

(2.112)

then, since a
(
x
ε
,∇v0(x) +∇yv1

(
x, x

ε

))
has the properties for being a test function

for the two-scale convergence, by Definition 1.3.5 and property 3 we have

(2.113)
ˆ

Ω

a
(x
ε
,∇v0(x) +∇yv1

(
x,
x

ε

))
(∇wε −∇uε) dx

2−→
ˆ

Ω

ˆ
Y

a(y,∇v0(x)+∇yv1(x, y))(∇v0(x)+∇yv1(x, y)−∇u0(x)−∇yu1(x, y)) dy dx,

as ε→ 0.
Regarding the second term of the right hand side of (2.112) we have∣∣∣∣ˆ

Ω

[
a
(x
ε
,∇wε

)
− a

(x
ε
,∇v0(x) +∇yv1

(
x,
x

ε

))]
(∇wε −∇uε) dx

∣∣∣∣
6 C

(ˆ
Ω

∣∣∣∇wε −∇v0(x)−∇yv1

(
x,
x

ε

)∣∣∣2 dx) 1
2
(ˆ

Ω

|∇wε −∇uε|2dx
) 1

2

= C
∥∥∥∇wε −∇v0(x)−∇yv1

(
x,
x

ε

)∥∥∥
L2(Ω)

‖∇wε −∇uε‖L2(Ω)

= εC

∥∥∥∥ 1

1 + εM

(
∇xv1

(
x,
x

ε

)
−M∇v0(x)−M∇yv1

(
x,
x

ε

))∥∥∥∥
L2(Ω)

· ‖∇wε −∇uε‖L2(Ω) → 0 as ε→ 0

(2.114)

Since

(2.115)
ˆ

Ω

g(wε − uε) dx→
ˆ

Ω

g(v0 − u0) dx

as ε → 0, by (2.113) and(2.114), inequality (2.111) converges as ε → 0 to the
inequality ˆ

Ω

ˆ
Y

a(y,∇v0(x) +∇yv1(x, y))(∇v0(x) +∇yv1(x, y)−∇u0(x)+

−∇yu1(x, y)) dy dx >
ˆ

Ω

g(v0 − u0) dx

(2.116)

for every (v0, v1) ∈ Ks
2 ∩ {C∞0 (Ω)× C∞0 (Ω;C∞per(Y ))}. 2
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2.7 Remarks
We observe that the macroscopic homogenized inequality (2.103) could reduce to an
equation. Indeed, this could be possible by replacing v0(x) = u0(x) + tz0(x) with
z0 ∈ H1

0 (x) and t > 0 in (2.103) and computing the Gateaux derivative of the map
ξ → ∇yW (y, ξ). Nevertheless, such a derivative may not exists. If it exists the result
would be

(2.117)ˆ
Ω

ˆ
Y

a(y,∇u0(x) +∇yW (y,∇u0(x))) · (∇z0(x) +∇2
ξyW (y,∇u0(x)) · ∇z0(x)) dxdy

=

ˆ
Ω

g(x)z0(x) dx, ∀ z0 ∈ H1
0 (Ω)

which can be expressed as the homogenized equation

(2.118)
ˆ

Ω

ãhom(∇u0(x)) · ∇z0(x) dx =

ˆ
Ω

g(x)z0(x) dx, ∀ z0 ∈ H1
0 (Ω)

where

(2.119) ãhom(ξ) · η =

ˆ
Y

a(y, ξ +∇yW (y, ξ)) · (η+∇2
ξyW (y, ξ) · η) dy, ∀ ξ, η ∈ Rn.

More precisely, let us assume that the map ξ → ∇yW (y, ξ) is Gateaux differentiable,
in the sense that the difference quotient Gt(x, y) defined by

(2.120) Gt(x, y) =
∇yW (y,∇u0(x) + t∇z0(x))−∇yW (y,∇u0(x))

t

satisfies
Gt(x, y) −→ G(x, y) = ∇2

ξyW (y,∇u0(x)) · ∇z0(x)

with respect to ‖·‖L2(Y )n , i.e. in the sense that

(2.121) ‖Gt(x, ·)−G(x, ·)‖L2(Y )n → 0 for a.e. x ∈ Ω

as t → 0. Now, If we replace v0(x) = u0(x) + tz0(x) with z0 ∈ H1
0 (x) and t > 0 in

(2.103) and we divide by t, we have

(2.122)
ˆ

Ω

ˆ
Y

a(y,∇u0(x) +∇yW (y,∇u0(x)))Gt(x, y) dxdy >
ˆ

Ω

g(x)z0(x) dx

on the other hand, if t < 0, inequality (2.122) is replaced by

(2.123)
ˆ

Ω

ˆ
Y

a(y,∇u0(x) +∇yW (y,∇u0(x)))Gt(x, y) dxdy 6
ˆ

Ω

g(x)z0(x) dx.

At this point we should pass to the limit in both of them, as t → 0 using all
assumptions on Gt. Then, using (2.43) we would have also

(2.124) ‖Gt(x, ·)‖L2(Y )n 6 C|∇z0(x)| for a.e. x ∈ Ω
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then, by the Lebesgue’s dominated convergence theorem we would conclude that

(2.125) ‖Gt(x, ·)−G(x, ·)‖L2(Y )n → 0 for a.e. x ∈ L2(Ω)

which permits passing to the limit in (2.122) and in (2.123) proving

(2.126)
ˆ

Ω

ˆ
Y

a(y,∇u0(x) +∇yW (y,∇u0(x)))G(x, y) dxdy =

ˆ
Ω

g(x)z0(x) dx,

which is (2.117).
A partial condition for (2.121) is the following: from [32] the map

(2.127)
Rn −→ L2(Y ;Rn)

ξ 7 −→ ∇yW (·, ξ) = F (ξ) ∈ L2(Y )n

being Hölder continuous by Corollary 2.3.3 and defined on a finite dimensional space,
is Gateaux differentiable if and only if is Fréchet differentiable. Moreover, from [32,
Theorem 1.1] the map (2.127) is Fréchet differentiable for a.e. ξ ∈ Rn, i.e. it is Fréchet
differentiable for every ξ ∈ Rn \N , where N denotes a suitable set with |N |= 0. This
means that (2.121) holds true for all x such that ξ = ∇u0(x) ∈ Rn \ N . However,
the function u0 is not known a priori and it may also happen that ξ = ∇u0(x) ∈ N
for x in a set of positive measure. 2
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Chapter 3

Homogenization of nonlinear elliptic
equations

In this chapter we will consider inequality (2.2) of Chapter 2 associated to a linear
constraint that we will call K̂ε. In this setting, K̂ε is actually a subspace of H1

0 (Ω).
Consequently, inequality (2.2) reduces to an equation.
In section 3.1 we give the statement of the problem, furthermore we establish ex-
istence and uniqueness of its solution and two a priori estimates, for the solution
uε and for the term a

(
x
ε
,∇uε

)
respectively. In section 3.2 we determine the cell

problem together with existence and uniqueness for its solution. In section 3.3.1 we
establish the main result of this chapter, that is theorem 3.3.3. First, we establish
a general extension lemma (lemma 3.3.4), then in section 3.3.2 we apply it to our
specific problem. Finally, in section 3.4 we determine some preliminary results, then
we give the proof of theorem 3.3.3.

3.1 Statement of the problem
Let Ω be a bounded open connected set in Rn with Lipschitz boundary ∂Ω. Let us
define the set of functions

(3.1) K̂ε =
{
v ∈ H1

0 (Ω) : ∇v(x) ∈ C0

(x
ε

)
a.e. in Ω

}
with

(3.2) C0(y) =

{
{0} if y ∈ B
Rn if y /∈ B

where B is the closure of a given 1-periodic open set in Rn which is disperse in the
sense that B∩Y ⊂⊂ Y and is such that ∂B∩Y is Lipshitz regular. Here Y = [0, 1]n

denotes the cell of periodicity. Clearly K̂ε is a closed subspace of H1
0 (Ω). Then,

inequality (2.2) reduces to the following equation, with small positive parameter ε,
in the unknown uε ∈ K̂ε:

(3.3)
ˆ

Ω

a
(x
ε
,∇uε

)
∇ϕdx =

ˆ
Ω

gϕ dx, ∀ϕ ∈ K̂ε
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where g ∈ L2(Ω) and a(y, ξ) is defined as in Chapter 2, Section 1.1.

Our goal is to study the asymptotic behavior of the sequence {uε} as ε goes to zero
and to prove that the limit of the sequence satisfies, in a suitable sense, a (limit)
variational problem, so-called homogenized problem.
As a preliminary result we establish existence and uniqueness for the solution uε of
variational equation (3.3) together with an a priori estimate for such a solution and
for a(x

ε
,∇uε). Consider the set Bε homothetic of B with ratio ε, i.e.

Ω

”

Ωε

Figure 3.1: The (simple) domain and the perforated domain

(3.4) Bε =
{
x ∈ Rn :

x

ε
∈ B

}
.

Proposition 3.1.1 For fixed ε > 0 and g ∈ L2(Ω) there exists the unique solu-
tion uε ∈ K̂ε of the variational equation (3.3). Such solution satisfies the a priori
estimates

(3.5) ‖uε‖H1
0 (Ω) ≤ c,

and

(3.6)
∥∥∥a(x

ε
,∇uε

)∥∥∥
L2(Ω)n

≤ c.

where c = c

(
1

α
, ‖g‖L2(Ω)

)
is independent of ε,

Remark 3.1.2 By (3.5), (3.6) and by Rellich’s theorem we have, up to a subse-
quence, uε ⇀ u in H1

0 (Ω), uε → u in L2(Ω) and a
(x
ε
,∇uε

)
⇀ ā in L2(Ω)n.

It is interesting to notice that if g is replaced by

(3.7) gε =
g

|Y \B|
χRn\Bε
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where χRn\Bε represents the characteristic function of the set Rn \Bε, the asymptotic
problem does not change. More precisely, let us replace g by gε = hχRn\Bε with h ∈
L2(Ω), and compare the behaviour of uε and vε, the solutions of (3.3) corresponding
to g and gε respectively. We observe that by the strict monotonicity of a(y, ·) (see
assumption (III) of § 2.1) it follows that

α

ˆ
Ω

|∇uε −∇vε|2 dx 6
ˆ

Ω

[
a
(x
ε
,∇uε

)
− a

(x
ε
,∇vε

)]
· (∇uε −∇vε) dx

=

ˆ
Ω

(g − hχRn\Bε)(uε − vε) dx

then ˆ
Ω

(g − hχRn\Bε)(uε − vε) dx
ε→0−−→

ˆ
Ω

(g − h|Y \B|)(u− v) dx.

If h = g
|Y \B| this yields u = v, which means that the asymptotic behaviour of uε is

the same as the one of vε.

Proof of Proposition 3.1.1
Let us consider the operator

(3.8)
Âε: K̂

ε → (K̂ε)′

u 7→ Âεu = −div
(
a
(x
ε
,∇u

))
,

defined by the pairing 〈
Âεu, v

〉
=

ˆ
Ω

a
(x
ε
,∇u

)
∇v dx.

Then, using the same arguments as in Proposition 2.1.1 Step 1, we can conclude that
Âε is monotone. On the other hand, considering the function

(3.9) R 3 t→
〈
Âε(u+ tv), w

〉
=

ˆ
Ω

a
(x
ε
,∇u+ t∇v

)
∇w dx.

for fixed u, v, w ∈ K̂ε and using the same arguments as in Proposition 2.1.1 Step 2,
we can conclude that Âε is hemicontinuous.
Furthermore, by the strict monotonicity of a(y, ·) (see assumption (III) of § 2.1) and
assumption (II) of § 2.1 we have

(3.10)

〈
Âεu, u

〉
||u||H1

0 (Ω)

=

ˆ
Ω

a
(x
ε
,∇u

)
∇u dx

||∇u||L2(Ω)n
> α

ˆ
Ω

|∇u|2 dx

||∇u||L2(Ω)n
= α ||u||H1

0 (Ω)→ +∞

as ||u||H1
0 (Ω)→ +∞. Then, by Definition 1.4.3 we can conclude that Âε is coercive.

In view of the previous steps, by theorem 1.5.2, we can state that Âε is surjective,
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then ∃ ! uε ∈ K̂ε solution of (3.3). Further, since a(y, ·) is strictly monotone, by the
Cauchy-Schwarz inequality and assumption (II) of § 2.1 we have

α ‖∇uε‖2
L2(Ω)n = α

ˆ
Ω

|∇uε|2 dx

6
ˆ

Ω

a
(x
ε
,∇uε

)
∇uε dx

=

ˆ
Ω

g∇uε dx

6 ‖g‖L2(Ω) ‖∇uε‖L2(Ω)n ,

whence

(3.11) ‖uε‖H1
0 (Ω) = ‖∇uε‖L2(Ω)n 6

‖g‖L2(Ω)

α
.

Setting c =
‖g‖L2(Ω)

α
, estimate (3.5) follows immediately.

Finally, since a(y, ·) is Lipschitz-continuous, by the Cauchy-Schwarz inequality and
assumption (II) of § 2.1 it follows that

(3.12)
ˆ

Ω

∣∣∣a(x
ε
,∇uε

)∣∣∣2 dx 6 L

ˆ
Ω

|∇uε|2 dx,

then, by (3.11) we have (3.6). 2

3.2 The cell problem
In this section, in order to determine the cell problem, we first take into account
the homogenization of minimum problems related to equation (3.3) in case a(y, ξ) =
∇yf(y, ξ) with ξ 7→ f(y, ξ) in C1(Rn) (see for example [14]). We establish the
corresponding Euler-Lagrange equation, from which we get a "good candidate" for
the cell problem in our case. Then we prove existence and uniqueness for its solution.

Let us consider the following functional space

(3.13) K̂ξ =
{
v ∈ H1

] (Y ) : ξ +∇v(y) ∈ C0(y) a.e. in Rn
}
, ξ ∈ Rn.

Theorem 3.2.1 Let f be a function belonging to C1(Y ×Rn) such that f = f(y, ξ)
satisfies

(3.14) |∇ξf(y, ξ)|6 β(1 + |ξ|), for every (y, ξ) ∈ Y × Rn,

with β > 0, where ∇ξf = (fξ1 , . . . , fξn), fξi = ∂f
∂ξi
, i = 1, . . . , n.

Let wξ ∈ K̂ξ be a solution of

(P) min
w∈K̂ξ

Fξ(w),
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where

(3.15) Fξ(w) =

ˆ
Y

f(y, ξ +∇w(y)) dy.

Then, wξ satisfies the weak form of the Euler-Lagrange equation

(3.16)
ˆ
Y

∇ξf(y, ξ +∇wξ) · ∇ϕdy = 0, ∀ϕ ∈ K̂0.

Proof: The proof is divided into three steps.
Step 1 (preliminary computation). From the observation that

(3.17) f(y, ξ) = f(y, 0) +

ˆ 1

0

d
ds
f(y, sξ) ds, ∀ (y, ξ) ∈ Y × Rn

and from (3.14), we find that there exists γ1 > 0 so that

(3.18) |f(y, ξ)|6 γ1(1 + |ξ|2), ∀ (y, ξ) ∈ Y × Rn.

In particular we deduce that

|Fξ(u)|<∞, ∀ u ∈ K̂ξ.

Step 2 (Derivative of Fξ) We now prove that for every wξ ∈ K̂ξ, ϕ ∈ K̂0 and every
t ∈ R we have

(3.19) lim
t→0

Fξ(wξ + tϕ)− Fξ(wξ)
t

=

ˆ
Y

∇ξf(y, ξ +∇wξ) · ∇ϕdy.

We let
g(y, t) = f(y, ξ +∇wξ + t∇ϕ),

so that
Fξ(wξ + tϕ) =

ˆ
Y

g(y, t) dy.

Since f ∈ C1 we consider∣∣∣∣g(y, t)− g(y, 0)

t

∣∣∣∣ =

∣∣∣∣ˆ 1

0

gt(y, st) ds

∣∣∣∣ ,
where

gt(y, st) = ∇ξf(y, ξ +∇wξ + st∇ϕ) · ∇ϕ.

The hypothesis (3.14) implies that we can find γ2 > 0 so that, for every t ∈
[−1, 1], s ∈ [0, 1]

|gt(y, st)|6 G(y) := γ2(1 + |ξ|+|∇wξ|+|∇ϕ|)|∇ϕ|,
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consequently

(3.20)
∣∣∣∣ˆ 1

0

gt(y, st) ds

∣∣∣∣ 6 ˆ 1

0

|gt(y, st)| ds 6
ˆ 1

0

G(y) ds = G(y).

We observe that since wξ, ϕ ∈ H1
] (Y ) we have G ∈ L1(Y ). Furthermore, since

wξ, ϕ ∈ H1
] (Y ), we have from (3.18) that the functions y → g(y, 0) and y → g(y, t)

are both in L1(Y ). Summing up the results we have that

g(y, t)− g(y, 0)

t
∈ L1(Y ),∣∣∣∣g(y, t)− g(y, 0)

t

∣∣∣∣ 6 G(y) with G ∈ L1(Y ),

g(y, t)− g(y, 0)

t
→ gt(y, 0) a.e. in Ω.

Applying the Lebesgue’s dominated convergence theorem we deduce that (3.19)
holds.
Step 3 (Derivation of (3.16)) The conclusion of the theorem follows from the preced-
ing step. Let us consider the following function

φ : R→ R
y 7→ φ(t) = Fξ(wξ + tϕ)

Since wξ is a solution of (P), we have

(3.21) Fξ(wξ) 6 Fξ(wξ + tϕ), ∀ t ∈ R, ∀ϕ ∈ K̂0,

which, by definition of φ, implies

φ(0) 6 φ(t) ∀t ∈ R,

we therefore deduce that

(3.22) φ′(0) =
d
dt
Fξ(wξ + tϕ)|t=0= 0.

2

In view of Theorem 3.2.1 it is reasonable to replace ∇ξf(y, ξ) with a(y, ξ) and to
formulate the following (cell) problem in weak form

(3.23)


ˆ
Y

a(y, ξ +∇wξ) · ∇ϕdy = 0, ∀ϕ ∈ K̂0

wξ ∈ K̂ξ.

Remark 3.2.2 We just remark that the cell problem (2.10) of Chapter 2, § 2.1
reduces to (3.23) when C(y) is replaced by C0(y).
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Proposition 3.2.3 For fixed ξ ∈ Rn there exists a unique solution wξ ∈ K̂ξ of
equation (3.23).

Proof: In order to prove the result we seek an equivalent formulation of (3.23). To
this aim, given ξ ∈ Rn we introduce the new unknown zξ = wξ +φξ, where φξ ∈ K̂−ξ.
Clearly zξ ∈ K̂0. Then, we can reformulate the problem (3.23) in terms of the new
unknown zξ as follows

(3.24)


ˆ
Y

a(y, ξ −∇φξ +∇zξ) · ∇ϕdy = 0, ∀ϕ ∈ K̂0

zξ ∈ K̂0.

Let us consider the operator

(3.25)
Aξ: K̂0 → (K̂0)′

u 7→ Aξu = −div (a (y, ξ −∇φξ +∇u)) ,

with fixed φξ ∈ K̂−ξ, defined by the pairing

〈Aξu, v〉 =

ˆ
Y

a (y, ξ −∇φξ +∇u)∇v dy.

We observe that, by assumption (III) of § 2.1

〈Aξu− Aξv, u− v〉 =

ˆ
Y

[a(y, ξ −∇φξ +∇u)− a(y, ξ −∇φξ +∇v)]

· (∇u−∇v) dy > α

ˆ
Y

|∇u−∇v|2 dy > 0,

(3.26)

then, by Definition 1.4.1, Aξ is monotone.
On the other hand, considering the function

(3.27) R 3 t→ 〈Aξ(u+ tv), w〉 =

ˆ
Y

a (y, ξ −∇φξ +∇u+ t∇v)∇w dy,

for fixed u, v, w ∈ K̂0 and using the same arguments as in Proposition 2.1.1 we can
conclude that Aξ is hemicontinuous.
Furthemore, by assumption (II) and (III) of § 2.1

〈Aξu, u+ ξ · y − φξ〉
||u||H1

] (Y )

=

ˆ
Y

a(y, ξ −∇φξ +∇u)(ξ −∇φξ +∇u) dy

||∇u||L2(Y )n

> α
‖ξ −∇φξ +∇u‖2

L2(Y )n

||∇u||L2(Y )n

> α

∣∣∣‖∇u‖L2(Y )n − ‖ξ −∇φξ‖L2(Y )n

∣∣∣2
||∇u||L2(Y )n

= α ‖∇u‖L2(Y )n − 2α ‖ξ −∇φξ‖L2(Y )n +

+ α
‖ξ −∇φξ‖2

L2(Y )n

||∇u||L2(Y )n
→ +∞,

(3.28)
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as ||u||H1
] (Y )= ||∇u||L2(Y )n→ +∞. Then, by Definition 1.4.3, Aξ is coercive.

In view of the previous steps, by theorem 1.5.2, we can state that Aξ is surjective,
then ∃ ! zξ ∈ K̂0 solution of (3.24). Then, since zξ = wξ + φξ, with φξ ∈ K−ξ it
follows that ∃ ! uξ ∈ Kξ solution of (3.23). 2

3.3 Main result

In this section we formulate the main result of this chapter, in connection with the
homogenization of equation (3.3). To this end we define the homogenized operator
ahom.

Definition 3.3.1 We will call homogenized operator the operator ahom : Rn → Rn

defined as

(3.29) ahom(ξ) · η =

ˆ
Y \B

a(y, ξ +∇wξ) · (η +∇wη) dy, ∀ ξ, η ∈ Rn,

where wξ ∈ K̂ξ and wη ∈ K̂η are solutions of the cell problem (3.23).

Such operator has some properties summed up in the next proposition.

Proposition 3.3.2 The function

ahom: Rn → Rn

ξ 7→ ahom(ξ)

is strictly monotone, coercive and Lipschitz continuous.

At this stage we can state the main result.

Theorem 3.3.3 Let uε be the unique solution of equation (3.3), then uε ⇀ u weakly
in H1

0 (Ω), uε → u strongly in L2(Ω) as ε → 0, where u is the unique solution of
homogenized equation

(3.30)
ˆ

Ω

ahom(∇u) · ∇ϕdx =

ˆ
Ω

gϕ dx, ∀ϕ ∈ H1
0 (Ω).

The proof of this theorem is included in § 3.4. This proof is carried out using suitable
extensions of the functions a

(
x
ε
,∇uε

)
and a(y, ξ+∇wξ(y)), where wξ is the solution

of the cell problem (3.23). Such extensions are described in § 3.3.2.

3.3.1 Extension lemma

Using well known extension lemmas (see [21, Lemma 2] if n = 2, [30, Chapter 3,
Section 3.2] if n > 2) we state extension results for our homogenization problem.
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Lemma 3.3.4 Let z ∈ L2(Y \B)n and g ∈ L2(Y ) such that

−div z = g, in D′(Y \B),(3.31) ˆ
Y \B

z · ∇ϕdy =

ˆ
Y

gϕ dy, ∀ ϕ ∈ C∞0 (Y ) : ∇ϕ|B= 0,(3.32)

then there exists z̃ ∈ L2(Y )n such that

−div z̃ = g, on Y and in D′(Y ),(3.33)
z̃ = z, on Y \B,(3.34) ˆ

B∩Y
|z̃|2 dy 6 c

(ˆ
Y

|g|2 dy +

ˆ
Y \B
|z|2 dy

)
,(3.35)

where c is a constant independent of z and g.

Remark 3.3.5 The result is invariant up to translations of the domain Y in Rn.
Moreover, if g = 0 the lemma defines a linear and continuous extension operator

T : L2(Y \B) −→ L2(Y )n

z 7 −→ Tz = z̃

such operator will be considered on Y i = Y + i, with i ∈ Rn.

Proof: Let us assume first that B ∩ Y is connected. Given z ∈ L2(Y \B)n, we want
to build an extension z̃ ∈ L2(Y )n. Then, we look for z̃ of the form z̃ = ∇u, with
u ∈ H1(B ∩ Y ), imposing the condition −divz̃ = g in D′(Y ), which means

(3.36) 〈z̃,∇ϕ〉 = 〈g, ϕ〉, ∀ ϕ ∈ D(Y ).

Since we are looking for z̃ ∈ L2(Y )n, this is equivalent to solving

(3.37)
ˆ
Y

z̃ · ∇ϕdy =

ˆ
Y

gϕ dy ∀ϕ ∈ D(Y ),

but , since z̃ is an extension of z, we have z̃ = z over Y \B, hence we want

(3.38)
ˆ
Y \B

z · ∇ϕdy +

ˆ
B∩Y

z̃ · ∇ϕdy =

ˆ
Y

gϕ dy ∀ϕ ∈ D(Y ),

with z̃ = ∇u. Finally, we look for u ∈ H1(B ∩ Y ) such that

(3.39)


ˆ
B∩Y
∇u · ∇ϕdy =

ˆ
Y

gϕ dy −
ˆ
Y \B

z · ∇ϕdy,

∀ϕ ∈ H1
0 (Y ).

Let us consider an arbitrary linear and continuous extension operator

P : H1(B ∩ Y )→ H1
0 (Y )

with the following properties
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1. Pu = u in B ∩ Y ,

2. ‖Pu‖L2(Y ) 6 c‖u‖L2(B∩Y ),

3. ‖∇(Pu)‖L2(Y ) 6 c‖∇u‖L2(B∩Y ),

with c > 0, for all u ∈ H1(B ∩ Y ).
If we replace ϕ with Pϕ in (3.39), we can reformulate the problem as

(3.40)


findu ∈ H1(B ∩ Y ) such thatˆ
B∩Y
∇u · ∇ϕdy =

ˆ
Y

gP (ϕ) dy −
ˆ
Y \B

z · ∇P (ϕ) dy, ∀ϕ ∈ H1(B ∩ Y ).

We observe that the right-hand side in (3.40) defines the following linear and con-
tinuous functional

L : H1(B ∩ Y )→ R

ϕ 7→ L(ϕ) =

ˆ
Y

gP (ϕ) dy −
ˆ
Y \B

z · ∇P (ϕ) dy.

Hence, problem (3.40) can also be written as

(3.41)

findu ∈ H1(B ∩ Y ) such thatˆ
B∩Y
∇u · ∇ϕdy = L(ϕ), ∀ϕ ∈ H1(B ∩ Y ).

This is a classical Neumann problem which has a unique solution, up to additive
constants, provided the compatibility condition L(1) = 0 is satisfied. But

(3.42) L(1) =

ˆ
Y

gP (1) dy −
ˆ
Y \B

z · ∇P (1) dy = 0,

is equivalent to

(3.43)
ˆ
Y \B

z · ∇P (1) dy =

ˆ
Y

gP (1) dy,

which is satisfied, thanks to assumption (3.32), if ϕ = P (1) ∈ C∞0 (Y ) and for more
general ϕ ∈ H1

0 (Y ) with ∇ϕ = 0 over B ∩ Y in view of the density of C∞0 (Y ) in
H1

0 (Y ).
We observe that L is linear and continuous. Let us consider the space W (B ∩ Y ) =
H1(B ∩ Y )/R equipped with the scalar product

W (B ∩ Y )×W (B ∩ Y )→ R

(u, v) 7→
ˆ
B∩Y
∇u · ∇v dy.

In view of the Proposition 1.2.20, W (B ∩ Y ) is a Hilbert space.
Since the compatibility condition L(1) = 0 is satisfied, by Lax-Milgram’s Lemma,
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problem (3.41) is well-posed and has a unique solution u ∈ H1(B ∩ Y ) that we can
identify, for example, with the one having zero integral mean value over B ∩ Y .
Now we set

z̃ =

{
∇u, in B ∩ Y,
z, in Y \B.

It’s straightforward to check that −divz̃ = g in D′(Y ). It remains to prove the
assertion (3.35). From (3.41) we have

(3.44)
ˆ
B∩Y
|z̃|2 dy =

ˆ
B∩Y
|∇u|2 dy = L(u) =

ˆ
Y

gP (u) dy −
ˆ
Y \B

z · ∇P (u) dy.

On the other hand, by the Cauchy-Schwarz and Poincaré inequalities we obtain

ˆ
B∩Y
|z̃|2dy 6 ‖g‖L2(Y ) ‖Pu‖L2(Y ) + ‖z‖L2(Y \B) ‖∇(Pu)‖L2(Y \B)

6 cP ‖g‖L2(Y ) ‖∇(Pu)‖L2(Y ) + ‖z‖L2(Y \B) ‖∇(Pu)‖L2(Y \B) .
(3.45)

Then, using the properties of the operator P we have

(3.46) ‖∇(Pu)‖L2(Y \B) 6 ‖∇(Pu)‖L2(Y ) 6 c ‖∇u‖L2(B∩Y ) = c ‖z̃‖L2(B∩Y ) ,

finally, from (3.45) and (3.46) we obtain

(3.47) ‖z̃‖L2(B∩Y ) 6 c
(
‖g‖L2(Y ) + ‖z‖L2(Y \B)

)
,

from which (3.35) follows.

If, more generally, B∩Y has a finite number of connected componentsB1, . . . , BN , the
argument is repeated defining the arbitrary linear and continuous extension operators

Pj : H1(Bj)→ H1
0 ((Y \B) ∪Bj),

for j = 1, . . . , N . Then, uj ∈ H1(Bj) is the solution of

(3.48)
ˆ
Bj

∇u · ∇ϕdy =

ˆ
(Y \B)∪Bj

gPj(ϕ) dy −
ˆ
Y \B

z · ∇Pj(ϕ) dy, ∀ϕ ∈ H1(Bj).

Finally, setting

z̃ =

{
∇uj, in Bj

z, in Y \B,

the statement follows straightforwardly. 2
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3.3.2 Application to homogenization

In this section we prepare the tools that we will use in § 3.4 to pass to the limit in
the equation (3.3) by compensated compactness. To this end, we need to modify the
flux

(3.49) bε(x) = a
(x
ε
,∇uε(x)

)
over the sets Bε.
Note that by removing the subset Ω ∩ Bε from the set Ω we obtain a "perforated
domain" Ωε = Ω \ Bε. Generally, the domain Ωε is not connected and has a fine-
grained boundary.
If we take in particular ϕ ∈ C∞0 (Ωε) such that ϕ(x) = 0 for every x ∈ Bε in (3.3) we
obtain

(3.50)
ˆ

Ωε

bε(x)∇ϕdx =

ˆ
Ωε

gϕ dx ∀ϕ ∈ C∞0 (Ωε).

which means

(3.51) −div bε(x) = g in D′(Ωε).

Since g ∈ L2(Ω) we have also

(3.52) −div bε(x) = g in L2(Ωε).

On the other hand, let Y i
ε \Bε be any perforated periodicity cell contained in Ωε and

let Y i \B be the corresponding homothetic one. Over Y i
ε \Bε we have

(3.53)
ˆ
Y iε \Bε

bε(x)∇ϕdx =

ˆ
Y iε

gϕ dx, ∀ϕ ∈ C∞0 (Y i
ε ) : ∇ϕ = 0 in Bε.

If y ∈ Y i \B then εy ∈ Y i
ε \Bε, choosing x = εy we can consider zε(y) = bε(εy).

Proposition 3.3.6 Let zε(y) = bε(εy), then there exists an extension z̃ε ∈ L2(Y i)n

of zε ∈ L2(Y i \B)n, for i ∈ Iε(Ω) such that

−div z̃ε(y) = εg(εy) in Y i,(3.54)
z̃ε = zε in Y i \B,(3.55) ˆ

B

|z̃ε|2 dy 6 c

(ˆ
Y i
|εg|2 dy +

ˆ
Y i\B
|zε|2 dy

)
,(3.56)

with c independent of εg and zε and where Iε(Ω) =
{
k ∈ Zn : Y k ∩ Ω ⊂ Ω

}
.

Proof: We observe that, zε ∈ L2(Y i \B)n, εg ∈ L2(Y i) and

(3.57) −div zε(y) = −divy bε(εy) = (−divx bε)(εy)ε = εg(εy),
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in Y i \ B and in D′(Y i \ B). Moreover, by the change of variable x = εy in (3.53)
we obtain

(3.58)
ˆ
Y i\B

zε(y)∇ϕdy =

ˆ
Y i
εgϕ dy, ∀ϕ ∈ C∞0 (Y i) : ∇ϕ = 0 in B,

then, by Lemma 3.3.4 there exists z̃ε ∈ L2(Y i)n satisfying (3.54), (3.55) and (3.56).
2

In order to pass to the limit in (3.3) it is necessary to obtain equations and estimates
in Ω, or at least in any relatively compact open subset Ω′ of Ω, using the notation
Ω′ ⊂⊂ Ω. Let us fix Ω′ ⊂⊂ Ω and set

Jε(Ω
′) =

{
k ∈ Zn : Y k

ε ∩ Ω′ 6= φ
}
.

Then, there exists ε0 = ε0(Ω′) > 0 such that ∀ ε < ε0 if k ∈ Jε(Ω′) then Y k
ε ⊆ Ω. For

ε < ε0 the function z̃ε defined by Proposition 3.3.6 makes sense ∀ i ∈ Jε(Ω′). More
precisely

Proposition 3.3.7 Let Ω′ ⊂⊂ Ω, ε < ε0(Ω′) and bε(x) defined by (3.49). Then for
all i ∈ Jε(Ω′) there exists an extension b̃iε ∈ L2(Y i

ε )n of bε ∈ L2(Y i
ε \Bε) such that

−divx b̃iε(x) = g(x) in Y i
ε(3.59)

b̃iε = bε in Y i
ε \Bε(3.60) ˆ

Bε

|b̃iε(x)|2 dx 6 c

(ˆ
Y iε

|εg(x)|2 dx+

ˆ
Y iε \Bε

|bε(x)|2 dx
)

(3.61)

with c independent of εg and bε.

Proof: Since bε ∈ L2(Y i
ε \ Bε)

n, g ∈ L2(Y i
ε ) it is enough to set zε(y) = bε(εy), to

define z̃ε(y) by Proposition 3.3.6 and then to set b̃iε = z̃ε(
x
ε
). Then, from Lemma

3.3.4 there exists b̃iε ∈ L2(Y i
ε )n satisfying (3.59), (3.60) and (3.61). 2

Corollary 3.3.8 For any Ω′ ⊂⊂ Ω, ε < ε0(Ω′), there exists an extension b̃ε ∈
L2(Ω′)n of bε|Ωε such that

−divx b̃ε(x) = g(x) in Ω′ in D′(Ω′),(3.62)

b̃ε = bε in Ω′ \Bε,(3.63) ˆ
Ω′
|b̃ε(x)|2 dx 6 c

(ˆ
Ω′
|εg(x)|2 dx+

ˆ
Ω′\Bε

|bε(x)|2 dx
)
.(3.64)

Proof: Let
b̃ε(x) =

∑
i∈Jε(Ω′)

χY iε (x)b̃iε(x)

statements (3.62) and (3.63) are immediate whereas estimate (3.64) follows from the
additivity of the integral. 2
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3.4 Homogenization

Proposition 3.4.1 Let {Ω′j} be a sequence of open subsets of Ω such that Ω′j ↑ Ω.

Then the sequence
{
b̃ε

}
defined by Corollary 3.3.8 has the following properties

b̃ε ⇀ b weakly inL2
loc(Ω),(3.65)

−divx b̃ε(x) = g(x) = −divx b in D′(Ω′j) for ε < ε0(Ω′j),(3.66)

−divx b̃ε → −divx b strongly inH−1(Ω′j), ∀ j.(3.67)

Proof: Let us consider a sequence {Ω′j} such that Ω′j ↑ Ω and for every j we choose

a subsequence of
{
b̃ε

}
, that we will still denote

{
b̃ε

}
, such that

(3.68) b̃ε ⇀ b weakly inL2(Ω′j),

as ε → 0.Then we proceed from Ω′j to Ω′j+1 considering a subsequence of the sub-

sequence
{
b̃ε

}
such that its limit b remains the same over Ω′j. Then, the limit b is

extended in Ω′j+1. Next, using a diagonal argument we obtain a subsequence such
that

(3.69) b̃ε ⇀ b weakly inL2
loc(Ω),

as ε→ 0.We observe that if ε < ε0(Ω′j) then −divx b̃ε = g in every Ω′j, then we have
also −divx b = g in every Ω′j which means −divxb̃ε = −divxb = g in D′(Ω′j) in every
Ω′j ⊂⊂ Ω. Hence

(3.70) −divx b̃ε → −divx b strongly in H−1(Ω′j), ∀ j.

2

Now we consider wξ, the solution of the cell problem (3.23). We define its periodic
extension to Rn constructed as

(3.71) vε(x) = ε
[
wξ

(x
ε

)
+ ξ · x

ε

]
= εwξ

(x
ε

)
+ ξ · x.

Then, in virtue of (3.71) we have

(3.72) vε → ξ · x strongly inL2
loc(Rn),

and

(3.73) ∇vε = ∇ywξ + ξ ⇀ ξ weakly inL2(Y ) and inL2
loc(Rn),

as ε→ 0.
We are now in the position to introduce an auxiliary operator a0 : Rn → Rn (see
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below (3.84)) that will be the essential tool to have our homogenization theorem. To
this end, we define the periodic extension of a (y, ξ +∇wξ(y)) by

(3.74) β(y, ξ) = a (y, ξ +∇wξ(y)) ∈ [L2
loc(Rn)]n.

The function β has the following properties

(3.75) −div β(y, ξ) = 0 in D′(Y \B).

and

(3.76)
ˆ
Y \B

β(y, ξ) · ∇ϕdy = 0, ∀ ϕ ∈ D′(Y \B) : ∇ϕ|B= 0,

then, by Lemma 3.3.4 (with g = 0) there exists an extension β̃ ∈ L2(Y )n such that

−div β̃(y, ξ) = 0 inY, in D′(Y ),(3.77)

β̃ = β inY \B,(3.78)

and

(3.79)
ˆ
B

|β̃|2 dx 6 c

ˆ
Y \B
|β|2 dx,

with c independent of β.
Let us define β̃ε(x) = β̃

(
x
ε

)
. The function β̃ε has the following properties

−divβ̃ε = 0 in Rn,(3.80)

β̃ε(x) = β
(x
ε

)
in Rn \Bε,(3.81)

and for any Ω′ ⊂ Rn, and ε < ε0(Ω′)

(3.82)
ˆ
⋃
i∈Iε(Ω′) B

i
ε

|β̃ε|2 dx 6 c

ˆ
⋃
i∈Iε(Ω′) Y

i
ε \Be

∣∣∣β (x
ε

)∣∣∣2 dx,
where Iε(Ω′) =

{
k ∈ Zn : Y k

ε ∩ Ω′ 6= φ
}
. Therefore, by (3.82) and performing the

change of variables ˆ
Y iε

∣∣∣β (x
ε

)∣∣∣2 dy = εn
ˆ
Y i
|β(y)|2 dy,

we have ˆ
Ω′
|β̃ε|2 dx 6

ˆ
⋃
i∈Iε(Ω′) B

i
ε

|β̃ε|2 dx+

ˆ
⋃
i∈Iε(Ω′) Y

i
ε \Be

∣∣∣β (x
ε

)∣∣∣2 dx
6 (1 + c)

ˆ
⋃
i∈Iε(Ω′) Y

i
ε \Be

∣∣∣β (x
ε

)∣∣∣2 dx 6 |Ω|
ˆ
Y

|β(y)|2dy.
(3.83)

Since the function β̃ε is periodic, we have

(3.84) β̃ε ⇀
1

|Y |

ˆ
Y

β̃(y, ξ) dy
.
= a0(ξ) weakly in L2

loc(Rn)
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Lemma 3.4.2 Let G ∈ [L2
per(Y )]n. If

(3.85)
ˆ
Y

G · ∇ϕdy = 0, ∀ϕ ∈ H1
0 (Y ),

then

(3.86)
ˆ
Y

G · ∇ϕdy = 0, ∀ϕ ∈ H1
per(Y ).

Proof: We split the proof into two steps.
Step 1 Let G ∈ C∞(Rn) and ϕ ∈ C∞0 (Y ).
Integrating by parts we have

ˆ
Y

G · ∇ϕdy = −
ˆ
Y

divG · ϕdy = 0,

then

(3.87) divG = 0 in D′(Y ).

If ϕ ∈ H1
per(Y ) then, by (3.87) and the periodicity of G we have

(3.88)
ˆ
Y

G · ∇ϕdy = −
ˆ
Y

(divG)ϕdy +

ˆ
∂Y

G · nϕdσ = 0.

Step 2 Let G ∈ [L2
per(Y )]n.

We observe that Gh = G?ρh is Y -periodic, where ρh ∈ C∞0 (Rn), ρh > 0, spt (ρh) ⊆
B 1

ρh

(0) and
´
ρh = 1.

Indeed, since

(G ? ρh)(x) =

ˆ
B 1
ρh

(0)

G(y)ρh(x− y) dy,

and

(3.89) (G ? ρh)(x+ ei) =

ˆ
B 1
ρh

(0)

G(y)ρh(x+ ei − y) dy,

by the periodicity of G and performing the change of variable y = z + ei in (3.89)
we have

ˆ
B 1
ρh

(0)

G(y)ρh(x+ ei − y) dy =

ˆ
B 1
ρh

(0)

G(z + ei) ρh(x− z) dy

=

ˆ
B 1
ρh

(0)

G(z) ρh(x− z) dy = (G ? ρh)(x).

(3.90)
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Then, taking into account (3.89) and (3.90) by Definition 1.2.17, G?ρh is Y -periodic.
It is well known that Gh = G ? ρh ∈ C∞(Rn) and Gh → G strongly in L2

loc(Rn).
Furthermore

(3.91)
ˆ
Y

Gh · ∇ϕdy = 0, ∀ϕ ∈ C∞0 (Y ).

In fact, let ϕ ∈ C∞0 (Y ), by Fubini’s Theorem and (3.85) it follows that
ˆ
Y

Gh · ∇ϕdy =

ˆ
Y

(G ? ρh)(y)∇ϕ(y) dy

=

ˆ
Y

ˆ
B 1
ρh

(0)

G(x− y)ρh(x) dx

∇ϕ(y) dy

=

ˆ
B 1
ρh

(0)

(ˆ
Y

G(x− y)∇ϕ(y) dy

)
ρh(x) dx = 0,

indeed, since the modulus of x is bounded, for h sufficiently big we have
ˆ
Y

G(x− y)∇ϕ(y) dy = 0.

Finally, since by Step 1 we have
´
Y
Gh · ∇ϕdy = 0 for all ϕ ∈ H1

per(Y ), then as
h→∞ we obtain (3.86). 2

Proposition 3.4.3 The function

a0: Rn → Rn

ξ 7→ a0(ξ)

is strictly monotone, coercive and Lipschitz continuous.

Proof: let ξ, η ∈ Rn be fixed. We define

a0(ξ) =

ˆ
Y

β̃(y, ξ) dy =

ˆ
Y

ã(y, ξ +∇wξ) dy,(3.92)

a0(η) =

ˆ
Y

β̃(y, η) dy =

ˆ
Y

ã(y, η +∇wη) dy.(3.93)

Considering the identity〈
a0(ξ)− a0(η), ξ − η

〉
=

=

ˆ
Y

[ã(y, ξ +∇wξ)− ã(y, η +∇wη)](ξ +∇wξ − η −∇wη) dy

+

ˆ
Y

ã(y, ξ +∇wξ)(∇wη −∇wξ) dy

+

ˆ
Y

ã(y, η +∇wη)(∇wξ −∇wη) dy

(3.94)
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we show that

(3.95)
ˆ
Y

ã(y, ξ +∇wξ)(∇wη −∇wξ) dy =

ˆ
Y

ã(y, η +∇wη)(∇wξ −∇wη) dy = 0.

In fact, since
y 7→ ã(y, ξ +∇wξ(y)) ∈ [L2

per(Y )]n

from (3.77) it follows that
ˆ
Y

ã(y, ξ +∇wξ)∇ϕ = 0, ∀ ϕ ∈ D(Y ).

Then, in view of Lemma 3.4.2 it follows that
ˆ
Y

ã(y, ξ +∇wξ)∇wη =

ˆ
Y

ã(y, ξ +∇wξ)∇wξ =

=

ˆ
Y

ã(y, η +∇wη)∇wξ =

ˆ
Y

ã(y, η +∇wη)∇wη = 0.

(3.96)

From (3.94), (3.96) and by assumption (III) of § 2.1 we have〈
a0(ξ)− a0(η), ξ − η

〉
=

=

ˆ
Y

[ã(y, ξ +∇wξ)− ã(y, η +∇wη)](ξ +∇wξ − η −∇wη) dy

> α

ˆ
Y

|ξ +∇wξ − η −∇wη|2 dy > 0,

(3.97)

then, by Definition 1.4.1 a0(ξ) is monotone.
We observe that

(3.98) a0(0) = 0.

Let ξ = 0, we look for the solutions of the problem

(3.99)


ˆ
Y

ã(y,∇w0) · ∇ϕdy = 0, ∀ϕ ∈ K̂0,

w0 ∈ K̂0.

Since a(y, 0) = 0 (see assumption (II) of § 2.1) then w0=const. is solution of the
problem (3.99). Recalling the definition (3.92) we have

0 6
∣∣a0(0)

∣∣ =

∣∣∣∣ˆ
Y

ã(y, 0) dy

∣∣∣∣ =

∣∣∣∣ˆ
B

ã(y, 0) dy

∣∣∣∣
6

(ˆ
B

|ã(y, 0)|2 dy
) 1

2
(ˆ

B

dy

) 1
2

6

(
c

ˆ
Y \B
|a(y, 0)|2 dy

) 1
2

|B|
1
2 = 0

(3.100)
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from which (3.98).
Taking into account (3.97) with η = 0, (3.98), assumptions (II) and (III) of § 2.1
and the Cauchy-Schwartz inequality we have

(3.101)
〈a0(ξ), ξ〉
|ξ|

>
α

ˆ
Y

|ξ +∇wξ|2 dy

|ξ|
>
α

∣∣∣∣ˆ
Y

(ξ +∇wξ) dy
∣∣∣∣2

|ξ|
= α|ξ|.

Then, by Definition 1.4.3 it follows that a0(ξ) is coercive.
Let us show that a0(ξ) is Lipschitz continuous. We split the proof into 3 steps.
Step 1 Let ξ1, ξ2 ∈ Rn be fixed, then

(3.102) ‖ξ1 +∇wξ1 − ξ2 −∇−∇wξ2‖L2(Y ) 6 c1 ‖ξ1 − ξ2 +∇wξ1−ξ2‖L2(Y ) .

We choose two test functions M1 and M2 defined as

M1 = wξ2 + wξ1−ξ2 − wξ1 ,(3.103)
M2 = wξ1 − wξ1−ξ2 − wξ2 .(3.104)

Clearly M1,M2 ∈ K̂0, then substituting (3.103) and (3.104) into (3.23) we obtainˆ
Y

a(y, ξ1 +∇wξ1) · (∇wξ2 +∇wξ1−ξ2 −∇wξ1) dy = 0,(3.105)
ˆ
Y

a(y, ξ2 +∇wξ2) · (∇wξ1 −∇wξ1−ξ2 −∇wξ2) dy = 0.(3.106)

Adding up (3.105) and (3.106) we obtainˆ
Y

[a(y, ξ1 +∇wξ1)− a(y, ξ2 +∇wξ2)] · (∇wξ2 +∇wξ1−ξ2 −∇wξ1) dy = 0,

that is equivalent to

A =

ˆ
Y

[a(y, ξ1 +∇wξ1)− a(y, ξ2 +∇wξ2)] · (ξ1 +∇wξ1 − ξ2 −∇wξ2) dy

=

ˆ
Y

[a(y, ξ1 +∇wξ1)− a(y, ξ2 +∇wξ2)] · (ξ1 − ξ2 +∇wξ1−ξ2) dy = B.

(3.107)

Since a(y, ·) is strictly monotone we have

(3.108) A > α

ˆ
Y

|ξ1 +∇wξ1 − ξ2 −∇wξ2|2 dy = α ‖ξ1 +∇wξ1 − ξ2 −∇wξ2‖
2
L2(Y ) .

On the other hand, by the Cauchy-Schwarz inequality and since a(y, ·) is Lipschitz
continuous we get

B 6

(ˆ
Y

|a(y, ξ1 +∇wξ1)− a(y, ξ2 +∇wξ2)|2 dy
) 1

2
(ˆ

Y

|ξ1 − ξ2 +∇wξ1−ξ2|2 dy
) 1

2

6 L

(ˆ
Y

|ξ1 +∇wξ1 − ξ2 −∇wξ2|2 dy
) 1

2
(ˆ

Y

|ξ1 − ξ2 +∇wξ1−ξ2|2 dy
) 1

2

= L ‖ξ1 +∇wξ1 − ξ2 −∇wξ2‖L2(Y ) ‖ξ1 − ξ2 +∇wξ1−ξ2‖L2(Y ) .

(3.109)
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Finally, from (3.107), (3.108) and (3.109) we obtain (3.102) where c1 =
L

α
.

Step 2

(3.110) ‖ξ +∇wξ‖L2(Y ) 6 c2|ξ|, ∀ ξ ∈ Rn.

Let ξ ∈ Rn be fixed. We consider the test function (2.15) and we denote it by zδξ .
We observe that zδξ ∈ K̂ξ. Since |∇zδξ |6 |ξ|

(
1 + 1

δ

)
we have

(3.111)
∥∥∇zδξ∥∥L2(Y )n

6 |ξ|
(

1 +
1

δ

)
.

Then, since a(y, ·) is strictly monotone and Lipschitz continuous and by the Cauchy-
Schwarz inequality, assumption (II) of § 2.1 and taking into account (3.23) with
ϕ = wξ − zδξ we have

α

ˆ
Y

|ξ +∇wξ|2 dy 6
ˆ
Y

[a(y, ξ +∇wξ)](ξ +∇wξ) dy

=

ˆ
Y

[a(y, ξ +∇wξ)](ξ +∇zδξ) dy

6 L ‖ξ +∇wξ)‖L2(Y )

∥∥ξ +∇zδξ
∥∥
L2(Y )

.

(3.112)

Taking into account (3.111) we have

∥∥ξ +∇zδξ
∥∥2

L2(Y )
=

ˆ
Y

|ξ +∇zδξ |2 dy

6 2|ξ|2+

ˆ
Y

|∇zδξ |2 dy

6

(
4 +

4

δ
+

2

δ2

)
|ξ|2.

(3.113)

Finally, from (3.112) and (3.113) we obtain

(3.114)
(ˆ

Y

|ξ +∇wξ|2 dy
) 1

2

6
L

α

(
4 +

4

δ
+

2

δ2

) 1
2

|ξ|,

which is (3.110) with c2 =
L

α

(
4 +

4

δ
+

2

δ2

) 1
2

.

Step 3 a0 is Lipschitz continuous, that is

(3.115) |a0(ξ1)− a0(ξ2)|6 c3|ξ1 − ξ2|.

Recalling the definitions (3.92) and (3.93) with ξ = ξ1 and η = ξ2 respectively,
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using the Cauchy-Schwarz inequality, property (3.102) and property (3.110) with
ξ = ξ1 − ξ2 we have

|a0(ξ1)− a0(ξ2)| =
∣∣∣∣ˆ
Y

[ã(y, ξ1 +∇wξ1)− ã(y, ξ2 +∇wξ2)] dy

∣∣∣∣
6

(ˆ
Y

|ã(y, ξ1 +∇wξ1)− ã(y, ξ2 +∇wξ2)|2 dy
) 1

2

6 L ‖ξ1 +∇wξ1 − ξ2 −∇wξ2‖L2(Y )

6
L3

α2

(
4 +

4

δ
+

2

δ2

) 1
2

‖ξ1 − ξ2 +∇wξ1−ξ2‖L2(Y )

6
L3

α2

(
4 +

4

δ
+

2

δ2

) 1
2

|ξ2 − ξ2|,

(3.116)

that is (3.115) with c3 =
L3

α2

(
4 +

4

δ
+

2

δ2

) 1
2

. 2

In the following proposition we show that the operator a0 introduced in (3.84) does
not depend on the extension operators nor on the particular subsequence and actually
coincides with the operator ahom defined by (3.29).

Proposition 3.4.4 Let a0 and ahom be defined by (3.84) and (3.29) respectively.
Then a0 = ahom, i.e.

(3.117) a0(ξ) · η =

ˆ
Y \B

a(y, ξ +∇wξ) · (η +∇wη) dy, ∀ ξ, η ∈ Rn.

Proof: Here, for simplicity of notation, we assume all functions regular enough to
perform standards integrations by parts (see Remark 3.4.5). We split the proof into
three steps.
Step 1 Let us show that

a0(ξ) · η =

ˆ
Y

ã(y, ξ +∇wξ) · η dy

=

ˆ
Y \B

a(y, ξ +∇wξ) · η dy −
ˆ
∂B

a(y, ξ +∇wξ) · νest
B (η · y) dσ,

(3.118)

for every ξ, η ∈ Rn, where νest
B denotes the outward unit normal to ∂B.

We observe that

(3.119)
ˆ
Y

ã(y, ξ+∇wξ) · η dy =

ˆ
Y \B

a(y, ξ+∇wξ) · η dy+

ˆ
B

ã(y, ξ+∇wξ) · η dy,

furthermore, integrating by parts the second integral of the right hand side and
setting η = ∇(η · y) we haveˆ

B

ã(y, ξ +∇wξ) · η dy =

ˆ
∂B

ã(y, ξ +∇wξ) · νest
B (η · y) dσ+

−
ˆ
B

ã(y, ξ +∇wξ)(η · y) dy.

(3.120)
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On the other hand, by Lemma 3.3.4, setting z(y) = a(y, ξ +∇wξ) ∈ L2(Y \ B) and
g = 0 there exists z̃ ∈ L2(Y ) such that

ˆ
B

ã(y, ξ +∇wξ)(η · y) dy = 0,

then

(3.121)
ˆ
B

ã(y, ξ +∇wξ) · η dy = −
ˆ
∂B

a(y, ξ +∇wξ) · νest
B (η · y) dσ.

Then, by (3.119), (3.120) and (3.121) statement (3.118) follows.
Step 2 Let us show that

(3.122)
ˆ
Y \B

a(y, ξ +∇wξ) · ∇wη dy = −
ˆ
∂B

a(y, ξ +∇wξ) · νest
Y \B wη dσ

for every ξ, η ∈ Rn, where νest
Y \B denotes the outward unit normal to ∂(Y \B).

In view of (3.23)

(3.123) −div a(y, ξ +∇wξ) = 0 in Y \B,

with wξ ∈ K̂ξ we have

(3.124)
ˆ
Y \B

[div a(y, ξ +∇wξ)]wη dy = 0,

with wη ∈ K̂η. Then, integrating by parts (3.124) we obtain

(3.125)
ˆ
Y \B

a(y, ξ +∇wξ) · ∇wη dy −
ˆ
∂(Y \B)

a(y, ξ +∇wξ) · νest
Y \B wη dσ = 0.

On the other hand, since wη ∈ H1
] (Y ) we have

(3.126) −
ˆ
∂(Y \B)

a(y, ξ +∇wξ) · νest
Y \B wη dσ =

ˆ
∂B

a(y, ξ +∇wξ) · νest
Y \B wη dσ.

Then, by (3.124), (3.125) and (3.126) statement (3.122) follows.
Step 3 By Step 1 we have

(3.127) a0(ξ) · η =

ˆ
Y \B

a(y, ξ +∇wξ) · η dy +

ˆ
∂B

a(y, ξ +∇wξ) · νest
Y \B (η · y) dσ.

On the other hand

ˆ
∂B

a(y, ξ +∇wξ) · νest
Y \B (η · y) dσ =

ˆ
∂B

a(y, ξ +∇wξ) · νest
Y \B (η · y + wη) dσ+

−
ˆ
∂B

a(y, ξ +∇wξ) · νest
Y \B wη dσ.

(3.128)
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But, since −η+∇wη = 0 over B we have −η ·y+wη = const over B, then by (3.127)
and Step 2 it follows that

a0(ξ) · η =

ˆ
Y \B

a(y, ξ +∇wξ) · η dy +

ˆ
Y \B

a(y, ξ +∇wξ) · ∇wη dy

=

ˆ
Y \B

a(y, ξ +∇wξ) · (η +∇wη) dy
.
= ahom

(3.129)

whence the statement (3.117). 2

Remark 3.4.5 In the previous proof, in the general case, taking (1.15) into account,
all boundary integrals can be understood in the sense of the duality between H1/2 and
H−1/2.

Corollary 3.4.6 ahom has the same properties of a0.

Proof of Theorem 3.3.3
Since a(y, ξ) is monotone, it follows that(

a
(x
ε
,∇uε(x)

)
− a

(x
ε
,∇vε(x)

))
· (∇uε(x)−∇vε(x)) > 0 for a.e. x ∈ Ω

where uε is the solution of (3.3) and vε is defined by (3.71). Then, for fixed ϕ ∈ D(Ω),
with ϕ > 0 we have

(3.130)
ˆ

Ω

(
a
(x
ε
,∇uε(x)

)
− a

(x
ε
,∇vε(x)

))
· (∇uε(x)−∇vε(x))ϕ(x) dx > 0.

Moreover, we observe that ∇uε−∇vε = −(ξ+∇wξ(y)) = 0 over Bε, then considering
the periodic extensions of bε(x) and β(x

ε
) in Ω′ such that sptϕ ⊂ Ω′ ⊂⊂ Ω inequality

(3.130) can be cast as

(3.131)
ˆ

Ω′

(
b̃ε(x)− β̃ε(x)

)
· (∇uε(x)−∇vε(x))ϕ(x) dx > 0.

Since 
uε − vε ⇀ u− ξ · x weakly in H1(Ω)

b̃ε − β̃ε ⇀ b(x)− ahom(ξ) weakly in L2(Ω)n

−div b̃ε − div β̃ε = g → g strongly in H−1(Ω)

we can pass to the limit using compensated compactness and we get
ˆ

Ω′

(
b̃ε(x)− β̃ε(x)

)
· (∇uε(x)−∇vε(x))ϕ(x) dx

→
ˆ

Ω′
(b(x)− ahom(ξ)) · (∇u(x)− ξ)ϕ(x) dx
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as ε→ 0. Then

(3.132)
ˆ

Ω

(b(x)− ahom(ξ)) · (∇u(x)− ξ)ϕ(x) dx > 0 ∀ϕ ∈ C∞0 (Ω), ϕ > 0.

which implies

(3.133) (b(x)− ahom(ξ)) · (∇u(x)− ξ) > 0 ∀ ξ ∈ Qn, ∀x ∈ Ω \Nξ, with |Nξ|= 0.

Now, denoting N =
⋃
ξ∈Qn Nξ it follows that

(3.134) (b(x)− ahom(ξ)) · (∇u(x)− ξ) > 0 ∀ ξ ∈ Qn, ∀x ∈ Ω \N, with |N |= 0

which means

(3.135) (b(x)− ahom(ξ)) · (∇u(x)− ξ) > 0, a.e. in Ω, ∀ ξ ∈ Qn

Then, by Proposition 3.3.2 we have

(3.136) (b(x)− ahom(ξ),∇u(x)− ξ) > 0, a.e. in Ω, ∀ ξ ∈ Rn

Choosing ξ = ∇u(x) + tη, t > 0, ∀η ∈ R, we replace ξ into (3.136). Then, dividing
by t we get

(3.137) (b(x)− ahom(∇u(x) + tη),−η) > 0.

In view of Proposition 3.3.2 inequality (3.137) tends to

(3.138) (b(x)− ahom(∇u(x)),−η) > 0,

as t→ 0+.
On the other hand, choosing ξ = ∇u(x) + tη, t < 0, ∀η ∈ R we get

(3.139) (b(x)− ahom(∇u(x) + tη),−η) 6 0.

which tends to

(3.140) (b(x)− ahom(∇u(x)),−η) 6 0,

as t→ 0−.
Then, by (3.138) and (3.140) it follows that

(3.141) (b(x)− ahom(∇u(x)),−η) = 0.

Finally, by (3.141) and the arbitrariness of η ∈ Rn we obtain that

(3.142) b(x) = ahom(∇u(x)).

In view of the strict monotonicity of ahom (see Proposition 3.3.2 and 3.4.4) we con-
clude that the whole sequence uε tends to the unique solution u of the homogenized
equation (3.30). 2
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Chapter 4

Minimum problems

4.1 Statement of the problem
Let Ω be a bounded open connected set in Rn with Lipschitz boundary ∂Ω. We
consider the following functional, for fixed h ∈ N, ε > 0, ξ ∈ Rn

(4.1) Fε,h(u) =


ˆ

Ω

fε,h(x,∇u(x)) dx, if u ∈ H1
0 (Ω)

+∞, if u /∈ H1
0 (Ω)

where

(4.2) fε,h(x, ξ) =
(

1 + hχB

(x
ε

))
|ξ|2=

{
|ξ|2(1 + h) if x

ε
∈ B

|ξ|2 if x
ε
/∈ B

and where B is a given 1-periodic set in Rn which is disperse in the sense that
B ∩Y ⊂⊂ Y . Here Y = [0, 1]n denotes the cell of periodicity. The function fε,h(x, ξ)
is a Borel function such that

(4.3) fε,h(·, ξ) is 1-periodic for all ξ ∈ Rn.

The aim of our study is to compute and compare the following (iterated) Γ-limits

(4.4) Γ- lim
ε→0

(
Γ- lim

h→∞
Fε,h

)
,

and

(4.5) Γ- lim
h→∞

(
Γ- lim

ε→0
Fε,h

)
.

Definition 4.1.1 We say that a function v(x, ξ) : Rn×Rn → R satisfies the standard
growth condition of order p if there esists 0 < α 6 β such that

(4.6) α|ξ|p6 v(x, ξ) 6 β(1 + |ξ|p),

for all x, ξ ∈ Rn.
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4.2 Results
Lemma 4.2.1 The function (4.2) satisfies the standard growth condition (4.6) with
p = 2, α = 1 and β(h) = 1 + h, i.e.

(4.7) |ξ|26 fε,h(x, ξ) 6 (1 + h)(1 + |ξ|2),

for all x, ξ ∈ Rn.

Proof: For fixed h ∈ N and ε > 0 we observe that

fε,h(x, ξ) =
(

1 + hχB

(x
ε

))
|ξ|26 (1 + h)|ξ|26 (1 + h)(1 + |ξ|2).

Since fε,h(x, ξ) > |ξ|2, condition (4.7) follows easily. 2

The propositions below give the explicit expression of (4.4) and (4.5) respectively.

Proposition 4.2.2 For fixed ε > 0 the functional (4.1) does Γ-converge to

(4.8) F∞ε (u) =


ˆ

Ω

|∇u|2 dx, if u ∈ H1
0 (Ω) and ∇u = 0 over εB

+∞, else

as h→ +∞.

Proof: We observe that Fε,h(u) is (sequentially) lower semicontinuous with respect
to u, i.e. by definition, ∀u ∈ L2(Ω)

(4.9) Fε,h(u) 6 lim inf
j→∞

Fε,h(uj).

∀uj
j→∞−→ u,withuj ∈ H1

0 (Ω). Since, if lim infj→∞ Fε,h(uj) = +∞ then (4.9) is
trivially satisfied, then we consider lim infj→∞ Fε,h(uj) < +∞. Consequently, up to
a subsequence, limj→∞ Fε,h(uj) exists bounded. Then, there exists 0 < c < +∞ such
that Fε,h(uj) 6 c, ∀j ∈ N. On the other hand, for fixed jˆ

Ω

|∇uj|2 dx 6
ˆ

Ω

(
1 + hχB

(x
ε

))
|∇uj|2 dx = Fε,h(uj) 6 c, ∀h ∈ N

then ‖uj‖H1
0 (Ω) 6 c. Accordingly, up to a subsequence,

uj
H1

0⇀ u, uj
L2

→ u, with u ∈ H1
0 (Ω)

Since the functional Fε,h is increasing with respect to h and l.s.c. we can compute
the Γ-limit using (1.48), then we obtain

F∞ε (u) = lim
h→∞

Fε,h(u) = lim
h→∞

ˆ
Ω

|∇u|2 dx =

ˆ
Ω

|∇u|2 dx ∀u ∈ H1
0 (Ω) s.t. ∇u = 0 on εB

and (4.8) follows easily. 2

In order to give the explicit expression to Γ−limε→0 Fε,h we use the following theorems
adapted to our setting (for details see [8, Chapter 14]).
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Theorem 4.2.3 Let f : Rn × Rn → [0,+∞) be a Borel function satisfying the
periodicity assumption (4.3) and the standard growth condition (4.6) of order p > 1.
If Ω is a bounded open set of Rn and we set for all ε > 0

(4.10) Fε(u) =

ˆ
Ω

f
(x
ε
,∇u(x)

)
dx

for all u ∈ W 1,p(Ω;Rn), then we have

(4.11) Γ- lim
ε→0

Fε(u) =

ˆ
Ω

fhom(∇u(x)) dx,

for all u ∈ W 1,p(Ω;Rn), where fhom : Rn → [0,∞) is a quasiconvex function satisfying
the asymptotic homogenization formula

(4.12) fhom(ξ) = lim
t→+∞

1

tn
inf

{ˆ
(0,t)n

f(x, ξ +∇u(x)) dx : u ∈ W 1,p
0 ((0, t)n;Rn)

}
for all ξ ∈ Rn.

Theorem 4.2.4 Let f : Rn × Rn → [0,+∞) be a Borel function satisfying the
periodicity assumption (4.3) and the standard growth condition (4.6) of order p >
1, and in addition let f(x, ·) be convex for all x ∈ Rn. Then the conclusions of
Theorem 4.2.3 hold with fhom : Rn → [0,∞) given by the cell-problem formula

(4.13) fhom(ξ) = inf

{ˆ
(0,1)n

f(y, ξ +∇u(y)) dy : u ∈ W 1,p
] ((0, 1)n;Rn)

}
for all ξ ∈ Rn.

Proposition 4.2.5 For fixed h ∈ N the functional (4.1) does Γ-converge to

(4.14) F hom
h (u) =


ˆ

Ω

fhom
h (∇u) dx, if u ∈ H1

0 (Ω)

+∞, else

as ε→ 0, where

(4.15) fhom
h (ξ) = inf

w∈H1
]

ˆ
Y

|ξ +∇w(y)|2(1 + hχB(y)) dy.

Proof: Since fε,h(x, ·) is convex for all x ∈ Rn, satisfies (4.7) and condition (4.3), we
can apply Theorem 4.2.4 (and consequently Theorem 4.2.3) in the particular case
with p = 2. Thus, by (4.11) we get the statement. 2

Let us introduce the following set of functions:

(4.16) K̂ε =
{
v ∈ H1

0 (Ω) : ∇v(x) ∈ C0

(x
ε

)
a.e. in Ω

}
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where

(4.17) C0(y) =

{
{0} if y ∈ B
Rn if y /∈ B

Clearly, K̂ε is a closed subspace of H1
0 (Ω).

Proposition 4.2.6 The functional F∞ε does Γ-converge to

(4.18) F∞0 (u) =


ˆ

Ω

fhom(∇u) dx, if u ∈ H1
0 (Ω)

+∞, else

as ε→ 0, where

(4.19) fhom(ξ) = inf
w∈H1

]

ξ+∇yw(y)∈C0(y)

ˆ
Y

|ξ +∇w(y)|2 dy, ξ ∈ Rn

Proof: In order to prove the statement we have to check the Γ-convergence definition,
i.e. we have to prove condition (1) and (2) of Definition 1.6.1 respectively. Regarding
condition (1) we have to prove that

(4.20) ∀ u ∈ L2(Ω), ∀uε → u in L2(Ω) F∞1 (u) 6 lim inf
ε→0

F∞ε (uε)

We observe that, up to a subsequence, lim infε→0 F
∞
ε (uε) = limε→0 F

∞
ε (uε). Then,

without loss of generality, we compute limε→0 F
∞
ε (uε) instead of lim infε→0 F

∞
ε (uε).

Since if limε→0 F
∞
ε (uε) = +∞ condition (4.20) is trivially satisfied, we assume

limε→0 F
∞
ε (uε) < +∞. Therefore, there exists c > 0 such that F∞ε (uε) < c for

every ε. Thus,

(4.21) F∞ε (uε) =

ˆ
Ω

|∇uε|2 dx 6 c, if uε ∈ K̂ε.

By (4.21), there exists c > 0 such that ‖uε‖H1
0 (Ω) 6 c. Then, by Rellich’s theorem,

up to a subsequence, uε ⇀ u weakly in H1(Ω) and uε → u strongly in L2(Ω). On the
other hand, by example 1.3.13, uε

2
⇀ u ∈ H1

0 (Ω) and by the two-scale convergence of
the sequence of gradients (see §1.2.1) there exists u1(x, y) ∈ L2(Ω;H1

per(Y )/R) such
that, up to a subsequence, ∇uε

2
⇀ ∇u(x) +∇yu1(x, y). Moreover, by Lemma 1.3.12

(4.22) ∇uε
2
⇀ ∇u(x) +∇yu1(x, y) ∈ C0(y) a.e. in Ω× Y.

Furthermore, by Proposition 1.3.8 it follows that

(4.23) lim
ε→0

ˆ
Ω

|∇uε|2 dx >
ˆ

Ω

ˆ
Y

|∇u(x) +∇yu1(x, y)|2 dx dy.
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We observe that by (4.19)

(4.24) fhom(ξ) 6
ˆ
Y

|ξ +∇w(y)|2 dy, ∀w ∈ H1
] (Y ) s.t. ξ +∇yw(y) ∈ C0(y).

Then, choosing ξ = ∇u(x) and w(y) = u1(x, y) we get

(4.25) fhom(∇u(x)) 6
ˆ
Y

|∇u+∇yu1(x, y)|2 dy

Integrating (4.25) with respect to x ∈ Ω and using (4.23) we obtain
ˆ

Ω

fhom(∇u(x)) dx 6
ˆ

Ω

ˆ
Y

|∇u+∇yu1(x, y))|2 dy dx 6 lim
ε→0

ˆ
Ω

|∇uε|2 dx

= lim
ε→0

Fε(uε)
(4.26)

then (4.20) follows easily.
It remains to prove condition (2), i.e. we have to prove that

(4.27) ∀ u ∈ L2(Ω), ∃uε → u in L2(Ω) such that F∞1 (u) > lim sup
ε→0

Fε(uε).

By (4.20), condition (4.27) is equivalent to

(4.28) ∀ u ∈ L2(Ω), ∃uε → u in L2(Ω) such that F∞1 (u) = lim
ε→0

Fε(uε).

If u /∈ H1
0 (Ω), F∞1 (u) = +∞ then condition (4.27) is trivially satisfied. Therefore,

we assume u = u0 ∈ H1
0 (Ω).

In order to prove (4.27) it is possible to follow the method used in [16, §4]. Then, it is
possible to construct a Γ-realizing sequence for u0(x) that means, given u0 ∈ H1

0 (Ω),
to find a sequence uε ∈ H1

0 (Ω) such that
(4.29)

uε → u0 strongly in L2(Ω), ∇uε ∈ C0

(x
ε

)
, lim

ε→0
F∞ε (uε) =

ˆ
Ω

fhom(∇u0) dx.

whence the statement. 2

Proposition 4.2.7 The functional F hom
h does Γ-converge to F∞0 .

Proof: Since F hom
h (u) is increasing with respect to h and lower semicontinuous for

every h ∈ N, by property (1.48) we have

(4.30) Γ- lim
h→+∞

F hom
h (u) = lim

h→+∞
F hom
h (u)

then, we now prove that for every u ∈ H1
0 (Ω) we have

lim
h→+∞

F hom
h (u) = lim

h→+∞

ˆ
Ω

inf
w∈H1

]

ˆ
Y

|∇u(x) +∇w(y)|2(1 + hχB(y)) dy dx

=

ˆ
Ω

lim
h→+∞

inf
w∈H1

]

Gh(w) dx =

ˆ
Ω

inf
w∈H1

]

G∞(w) dx

(4.31)
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where

Gh(w) =


ˆ
Y

|∇u(x) +∇w(y)|2(1 + hχB(y) dy, if w ∈ H1
] (Y )

+∞, else

and

G∞(w) =


ˆ
Y

|∇u(x) +∇w(y)|2 dy, if w ∈ H1
] (Y ) and ∇u(x) +∇w(y) = 0, y ∈ B

+∞, else

Let us prove that

(4.32) lim
h→∞

inf
w∈H1

]

Gh(w) = inf
w∈H1

]

G∞(w) a.e. in Ω.

Since the sequence {Gh} is increasing and lower semicontinuous ∀h ∈ N, by prop-
erty (1.48) we have

(4.33) Γ- lim
h→+∞

Gh(w) = lim
h→+∞

Gh(w) = G∞(w)

Moreover, since {Gh} is a sequence of equi-mildly coercive functions, applying theo-
rem 1.6.5, we get (4.32). We observe that infw∈H1

]
Gh(w) ∈ L1(Ω). Further, by (4.7)

(4.34)

∣∣∣∣∣ inf
w∈H1

]

Gh(w)

∣∣∣∣∣ 6 (1+h) inf
w∈H1

]

ˆ
Y

(1+|∇u(x)+∇w(y)|2) dy := C(x, h) ∈ L1(Ω),

Summarizing the results, we have that

inf
w∈H1

]

Gh(w) ∈ L1(Ω)∣∣∣∣∣ inf
w∈H1

]

Gh(w)

∣∣∣∣∣ 6 C(x, h) with C ∈ L1(Ω)

inf
w∈H1

]

Gh(w)→ inf
w∈H1

]

G∞(w) a.e. in Ω.

Applying the Lebesgue’s dominated convergence theorem we deduce that (4.31)
holds, whence the statement. 2
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