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GROUND STATES FOR THE NLS EQUATION WITH COMBINED

NONLINEARITIES ON NON-COMPACT METRIC GRAPHS

DARIO PIEROTTI AND NICOLA SOAVE

Abstract. We investigate the existence of ground states with prescribed mass for the NLS
energy with combined L2-critical and subcritical nonlinearities, on a general non-compact metric
graph G. The interplay between the different nonlinearities creates new phenomena with respect
to purely critical or subcritical problems on graphs; from a different perspective, topological and
metric properties of the underlying graph drastically influence existence and non-existence of
ground states with respect to the analogue problem on the real line.

1. Introduction

We investigate the existence of ground states for the NLS energy with combined nonlinearities

(1.1) Eα(u,G) :=
ˆ

G

(

1

2
|u′|2 − 1

6
|u|6 − α

p
|u|p

)

,

under the mass constraint

u ∈ H1
µ(G) :=

{

u ∈ H1(G) :
ˆ

G

|u|2 = µ

}

,

where α ∈ R, p ∈ (2, 6), and G is a non-compact metric graph. A metric graph is a connected
metric space obtained by glueing together a finite number of closed line intervals, the edges of the
graph, by identifying some of their endpoints. The endpoints are the vertices of the graph. Any
bounded edge e is identified with a closed bounded interval [0, ℓ] (where ℓ is the length of e), while
unbounded edges are identified with (a copy of) the closed half-line [0,+∞). We always consider
graphs with a finite number of vertices and edges, and hence the requirement that G is non-compact
translates into the existence of at least one unbounded edge. It would also be possible to consider
non-compact graphs with infinite number of vertices and/or edges, and no unbounded edge (such
as grids, or trees); however, this different class of graphs will not be considered here (we refer the
interested reader to [4, 5, 18]).

In this framework, by a ground state of mass µ we mean a minimizer for the problem

(1.2) Eα(µ,G) := inf
u∈H1

µ(G)
Eα(u,G).

The value Eα(µ,G) is called ground state energy level, and it is clear that, searching for ground
states, it is sufficient to work with real valued functions.
Ground states, and more in general critical points of Eα(·,G) constrained on H1

µ(G), satisfy, for
some λ ∈ R, the stationary NLS equation

(1.3) − u′′ + λu = |u|4u+ α|u|p−2u
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2 D. PIEROTTI AND N. SOAVE

on every edge; moreover, at each vertex the Kirchhoff condition is satisfied, which requires the
sum of all the outgoing derivatives to vanish (see [6, Proposition 3.3]). Through the usual ansatz
Φ(x, t) = e−iλtu(x), such critical points correspond to solitary wave solutions to the Schrödinger
equation with combined nonlinearities

i∂tΦ+ ∂xxΦ+ |Φ|q−2Φ + α|Φ|p−2Φ = 0, x ∈ G, t > 0,

with q = 6. Starting from the seminal contribution by T. Tao, M. Visan and X. Zhang [35], the
study of this equation (for general 2 < p < q) in the Euclidean space R

N attracted much atten-
tion: global well-posedness, scattering, the occurrence of blow-up and more in general dynamical
properties were studied in [35] and many papers [10,16,20–27,36] (see also the references therein).
Recently, the existence of normalized ground states was studied in [32, 33] (where a more general
notion of ground state, suited to deal with a wider range of exponent than ours, is considered).
On the contrary, the existence of ground states on metric graphs is completely open, and is the
main topic of this paper.

When dealing with the 1-dimensional Schrödinger equation, it is well known that the exponent
q = 6 plays a special role. In connection to minimization of the NLS energy, the homogeneous
energy

ˆ

R

(

1

2
|u′|2 − 1

q
|u|q
)

with q = 6 is bounded from below on H1
µ(R) if and only if the mass µ is smaller than or equal

to µR := π
√
3/2, and a ground state of mass µ exists if and only if µ = µR. This restriction is

a consequence of the fact that the two terms in the energy scale in the same way with respect to
mass-preserving dilations, a phenomenon which makes the minimization very unstable. For this
reason, the problem is called L2-critical. If instead 2 < q < 6, then the energy functional is always
bounded from below on H1

µ(R), and a ground state of mass µ exists for every positive µ. And,

finally, if q > 6, then the energy functional is always unbounded from below on H1
µ(R).

An interesting feature of the equation with combined nonlinearities stays in the fact that the
presence of two powers destroys the scale invariance of the homogeneous critical equation. In terms
of problem (1.2), this translates into existence of ground states for Eα(µ,R) if and only if µ stays
in the interval of masses (0, µR), when α > 0. On the contrary, for α < 0 there is no ground state
at all (for any µ > 0), see [32, Theorem 1] (or Section 2 below).

On general graphs the situation is much more involved, and the existence or non-existence of
ground states in relation with the topological and metric properties of the graph is a highly non-
trivial issue, even for subcritical problems. A systematic study for the homogeneous energy was
carried out by R. Adami, E. Serra and P. Tilli in a series of paper concerning both the subcritical
[6,7] and the critical [8] case. The aim of this paper is to study the inhomogeneous problem (1.2),
analyzing the impact of the subcritical “perturbation” α‖u‖pLp(G)/p on the homogeneous critical

energy. This is somehow in the spirit of the Brezis-Nirenberg problem: we have a critical problem
for which the structure of the ground states is known, thanks to [8], and we study what happens
when we add a lower order perturbation. As we shall see, the interplay between the different powers
creates new phenomena with respect to purely critical or subcritical problems. We emphasize that,
while we always suppose that the critical nonlinearity is of focusing type (i.e., the coefficient in front
of ‖u‖6L6(G) in the energy is negative), we allow for both focusing (α > 0) and defocusing (α < 0)

lower order term. The results will be very different in the two cases. It would have also been
possible to consider a defocusing critical nonlinearity, but in such case the energy is bounded from
below for every choice of mass µ > 0, making the problem more similar to the purely subcritical
one (and hence less interesting from the point of view of the present investigation).

The study of nonlinear Schrödinger equations on metric graphs has attracted considerable at-
tention in the last decade. From the mathematical point of view, the problem presents a number
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of interesting new features with respect to the classical Euclidean setting. Furthermore, nonlinear
evolution on graphs turns out to be relevant also from the physical point of view (see e.g. [11,13,34]).
We do not attempt to provide a complete overview of the many available results in the literature,
for which we refer the interested reader to [9, 28] and the references therein.

We limit to mention that results related to ours, concerning existence and non-existence of
ground states for subcritical and critical problems, have been obtained in [6–8], whose main results
will be discussed in details in what follows; in [2, 3] where the particular case of the star-graph is
discussed (see also the reference therein); in [19, 31], devoted to subcritical and critical problems
with localized nonlinearities; in [29,30], regarding existence of critical points (not necessarily ground
states) of the critical NLS energy; in [15,17], regarding the minimization of the energy on compact
graphs. See also the references therein.

Moreover, very recently, a problem with combined nonlinearity on R or on the star-graph was
studied in [1,14]. The combined nonlinearity in [1,14] is of different nature with respect to the one
considered here, being obtained by summing the Lp norm of u to the point-wise value |u(0)|q/q,
with p and q both subcritical. Also in [1, 14] the interplay between the two nonlinearities gives
raise to new phenomena with respect to the homogeneous case.

1.1. Statement of the main results. In order to state our main results in a precise form, it is
convenient to briefly review some results concerning the homogeneous problem obtained choosing
α = 0 in (1.1) and (1.2). This problems was studied in [8], where the authors showed that
for any non-compact graph G there exists a critical mass µG > 0 for which the following holds
(see [8, Proposition 2.4]):

(i) If µ ≤ µG , then E0(µ,G) = 0, and the infimum is not attained for µ < µG ;
(ii) If µ > µG , then E0(µ,G) < 0 (possibly −∞);
(iii) If µ > µR, then E0(µ,G) = −∞.

Moreover, µR+ ≤ µG ≤ µR, where µR+ (the critical mass associated with the graph R
+) is equal

to µR/2. Next, in order to sharpen their results, the authors of [8] identified 4 different (mutually
exclusive) classes of graphs (see [8, Section 3]):

(1) G has at least a terminal point. A terminal point (a tip) is a vertex v, not at infinity, of
degree 1 (that is, there is only one edge having v has an extremum). In this case µG = µR+ ,
E0(µ,G) = −∞ for µ > µR+ , and E0(µ,G) is never achieved unless G is isometric to R

+

and µ = µR+ ;
(2) G admits a cycle covering. Here “cycle” means either a bounded loop, or an unbounded

path joining two distinct points at infinity. Equivalently, G has at least two half-lines and
no terminal point, and whenever G \e has two connected components, both are unbounded
(here e denotes any bounded edge). Then µG = µR, and E0(µ,G) is never achieved unless
G is isometric to R or to a “tower of bubbles” (see [6, Example 2.4]), and µ = µR;

(3) G has exactly one half-line and no terminal point. Then µG = µR+ , and E0(µ,G) ∈ (−∞, 0)
is achieved if and only if µ ∈ (µR+ , µR];

(4) G does not belong to any of the previous three cases, i.e. it has no tip, no cycle-covering and
at least 2 half-lines. Then, assuming further that µG < µR, we have that E0(µ,G) ∈ (−∞, 0)
is achieved if and only if µ ∈ [µG , µR]; if µG = µR, then nothing is known.

For graphs of the fourth type, it is also known that µG is strictly larger than µR+ , see [30], and
there are explicit examples for which µG < µR (on the contrary, it is an open problem to find a
graph of type 4 having critical mass equal to µR).

From the above discussion, it emerges the key role of the critical mass µG .
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Let us now consider the inhomogeneous case α 6= 0. In this case, for any non-compact graph G,
we introduce a new critical mass, defined as follows:

(1.4) µ̃G :=

{

µR+ if G has a terminal point,

µR if G does not have a terminal point.

Notice that, by the classification in [8], µ̃G = µR+ = µG if G has a terminal point, while µ̃G = µR ≥
µG in the other cases, with strict inequality for graphs of type 3 and some graphs of type 4.

Focusing lower order term: α > 0. At first, we consider the case when the lower order term
in (1.1) is of focusing type, i.e. α > 0. The first of our main results is the following.

Theorem 1.1. Let G be a non-compact metric graph, p ∈ (2, 6), α > 0. We have that

Eα(µ,G) ∈ (−∞, 0) if µ ∈ (0, µ̃G), Eα(µ,G) = −∞ if µ ≥ µ̃G .

Moreover, if µ ∈ (0, µ̃G) and

Eα(µ,G) < Eα(µ,R),
then there exists a ground state for Eα(µ,G).

Corollary 1.2. Let G be a non-compact metric graph, p ∈ (2, 6), α > 0 and µ ∈ (0, µ̃G). If there
exists u ∈ H1

µ(G) such that

Eα(u,G) ≤ Eα(µ,R),
then there exists a ground state for Eα(µ,G).

These statements already unveils how the combination of subcritical and critical powers mixed
things up: as in the critical case, we have a critical mass above which the energy functional is
unbounded from below, and hence ground states do not exist. Below this threshold, the picture
is somehow analogue to the one available in the focusing subcritical problem, as described in [7,
Section 3] (see in particular Theorem 3.3 and Corollary 3.4 therein).

Several applications of this corollary are available, essentially replicating the arguments in [7,
pag. 213-214] in the present setting. In particular, supposing α > 0, we have that:

(a) If G consists of two half-lines and one bounded edge (or arbitrary length) joined at their
initial point, then there exists a ground state for Eα(µ,G) if and only if µ ∈ (0, µR+).
Moreover, Eα(µ,G) = −∞ for µ ≥ µR+ .

(b) If G is isometric to R or to a tower of bubbles, then there exists a ground state for Eα(µ,G) ∈
(−∞, 0) if and only if µ ∈ (0, µR). Moreover, Eα(µ,G) = −∞ for µ ≥ µR.

(c) If G is a tadpole graph (a half-line attached to a self-loop), then there exists a ground state
for Eα(µ,G) if and only if µ ∈ (0, µR). Moreover, Eα(µ,G) = −∞ for µ ≥ µR.

(d) If G is a sign-post graph (two-half-lines and a bounded edge e glued in the same vertex,
and a further self-loop attached to the second vertex of e), then there exists a ground state
for Eα(µ,G) if and only if µ ∈ (0, µR). Moreover, Eα(µ,G) = −∞ for µ ≥ µR.

The possibility of replicating the same arguments used in [7] is a consequence of the fact that,
when α > 0 and µ ∈ (0, µR), there exists a ground state φα,µ for Eα(µ,R), and φα,µ has the same
properties of ground states for the energy functional associated with the subcritical homogeneous
NLS energy on R: in particular, it is even with respect to a point and decreasing from that point
on (see Section 2 for a detailed discussion on the problem on R and R

+). This is all what is needed
in order to apply Corollary 1.2 in the above cases, precisely in the same way as [7, Corollary 3.4]
is applied in [7, pag. 213, 214].

Notice that the particular graphs described in examples (a), (b), (c), (d) belong to type (1), (2),
(3), (4) respectively. Therefore, for each class of graph we may have existence of ground states in
a full interval of masses, in sharp contrast to what happens in the homogeneous critical case.
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Further results can be obtained by restricting to specific classes of graphs, in the spirit of [6,7].
We analyze at first graphs which can be covered by cycles. As proved in [6, Theorem 2.5] and [8,
Theorem 3.2], this class of graph is particularly unfavorable for the existence of ground states in the
homogeneous subcritical or critical cases. The same happens with combined focusing nonlinearities.

Theorem 1.3. Let G be a non-compact metric graph which admits a cycle covering, and let
p ∈ (2, 6) and α > 0. Then Eα(µ,G) > −∞ if and only if µ ∈ (0, µR), and for these masses the
infimum is achieved if and only if G is isometric to R or to a tower of bubbles.

Notice that, even if Eα(µ,G) > −∞, a ground state does not necessarily exist, in contrast with
the case G = R (see Theorem 2.2 below).

We now move to graphs with a terminal point. By Theorem 1.1, the energy is unbounded from
below on H1

µ(G) whenever µ ≥ µR+ . If instead µ ∈ (0, µR+), the energy is bounded from below
and it makes sense to search for ground states (for instance, see example (a) above). In this range
we can prove that existence or non-existence of ground states may depend on metric properties of
G. This is again in analogy with the subcritical homogeneous problems, see [7, Section 4].

Proposition 1.4. Let G be a non-compact metric graph with a terminal edge of length ℓ. Let
α > 0 and µ ∈ (0, µR+). There exists ℓ̄ = ℓ̄(α, µ) > 0 such that, if ℓ ≥ ℓ̄, then there exists a ground
state for Eα(µ,G).

In the opposite direction:

Proposition 1.5. Let µ ∈ (0, µR+), α > 0, and let G be a non-compact graph such that Eα(µ,G)
does not admit a ground state (for instance, this is the case if G can be covered by cycle and is not
isomorphic to R or to a tower of bubbles). Let Gℓ denote the graph made up by glueing a terminal

edge of length ℓ at a fixed vertex of G. Then there exists ℓ̃ = ℓ̃(α, µ) > 0 such that, if ℓ < ℓ̃, then
there is no ground state for Eα(µ,Gℓ).

Remark 1.1. Let G be a star-graph, that is a graph made of N ≥ 3 half-lines glued together
at their common origin. This class of graphs represents a prototypical non-trivial model for non-
compact graphs with a cycle covering, and for this reason their study attracted a lot of attention
in the last decade (see [2, 3] and references therein). By Theorem 1.3, Eα(µ,G) does not admit a
ground state, for any µ ∈ (0, µR+). Thus, Propositions 1.4 and 1.5 imply that ground states on Gℓ

do exist if the length ℓ of the terminal edge is larger than ℓ̄, and do not exist if ℓ < ℓ̃.
It would be interesting to prove that ℓ̃ = ℓ̄ (this is the case for the homogeneous problem,

see [7, Theorem 4.4]).

Remark 1.2. One can compare the above statements with the main results in [6,7] (more specif-
ically, cf. Theorem 1.1 and [7, Theorem 3.3], Corollary 1.2 and [7, Corollary 3.4], Theorem 1.3
with [6, Theorem 2.5], Proposition 1.4 with [7, Proposition 4.1], and Proposition 1.5 with [7, The-
orem 4.4]). As anticipated, it emerges that for the NLS energy (1.1) in the focusing case α > 0
critical and subcritical effects are combined in the following way: as in the critical case, there exists
a critical threshold µ̃G for the mass, above which the ground state energy level is −∞. For masses
below µ̃G , ground states may exist or not, and subcritical methods can be often adapted to answer
this question.

Defocusing lower order term: α < 0. The defocusing case presents, again, the combination
of critical and subcritical effects, but in a quite different way with respect to the focusing one. A
preliminary result is the following.

Proposition 1.6. Let G be a non-compact metric graph, p ∈ (2, 6), α < 0. Then

Eα(µ,G) = 0 if µ ∈ (0, µG ], and Eα(µ,G) = −∞ if µ > µR

Moreover, the infimum is never achieved when µ ∈ (0, µG ].
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Notice that Eα(µ,G) is never attained when µ ≤ µG and α < 0, while the same range of masses
is favorable for existence when α > 0.

From Proposition 1.6, in studying the minimization problem Eα(µ,G) we can focus on the range
(µG , µR]. According to the classification in [8], this interval is empty if G is of type (2), and may
be empty also for some graphs of type (4); plainly, for these classes of graphs ground states never
exist. Concerning graphs of type (1), (3), and graphs of type (4) with µG < µR, we have the
following:

Theorem 1.7. Let G be a non-compact metric graph, p ∈ (2, 6), α < 0. Then the following
alternative occurs:

(i) if µG = µ̃G = µR+ , then Eα(µ,G) = −∞ for every µ ∈ (µG , µR] (and, plainly, a ground
state does not exist).

(ii) If µG < µ̃G = µR, then for every µ ∈ (µG , µR] there exists ᾱ < 0 depending on µ and G
(possibly equal to −∞) such that:
(a) if α ∈ (ᾱ, 0), then Eα(µ,G) ∈ (−∞, 0), and the infimum is achieved;
(b) if α < ᾱ, then Eα(µ,G) = 0, and the infimum is not achieved.
Furthermore, if µ < µR, then ᾱ > −∞, and Eᾱ(µ,G) = 0.

It is an interesting open problem to establish whether there are ground states for Eᾱ(µ,G) = 0
or not, and to understand if ᾱ > −∞ also when µ = µR.

Remark 1.3. Recalling again the classification in [8] and the definition of µ̃G , we can better
describe Theorem 1.7. If G has a terminal edge, then µG = µ̃G = µR+ , and hence alternative (i)
takes place: again, we have non-existence of ground states for any mass. If instead G is a graph
of type (3), or of type (4) with µG < µR (for example, this is the case for the signed-post graph),
then alternative (ii) holds, and we have existence of negative energy ground states for an interval
of masses with positive lower bound. This is similar to what happens for the critical homogeneous
problem, see [8, Section 3].

Theorem 1.7 reveals a further deep difference between the focusing and the defocusing cases.
While in the former we may have existence (or non-existence) for every α > 0, only depending on
µ and G, in the latter one there may be existence of ground states with a certain mass provided
that |α| is sufficiently small, while there is non-existence for large |α|. Moreover, it seems that the
defocusing case is somehow less favorable for existence of ground states (for graphs of type (1) and
(2), ground states never exist).

A final observation, again in this direction, regards the existence of critical points (not necessarily
ground states) for the NLS energy. In particular, in absence of ground states one may try to find
local minimizers of the energy, giving stable solutions for the time-dependent equation. In the
homogeneous case α = 0, some results are contained in [29, 30]. The problem with combined
nonlinearities is unexplored, and will be the object of future investigation. For the moment, we
limit ourselves to the following result concerning the star-graph.

Proposition 1.8. Let p ∈ (2, 6), α < 0, and let GN denote the star graph consisting of N ≥ 3
half-lines glued together at their common origin. If 0 < µ ≤ µR, then there is no critical point of
Eα(·,GN ) on H1

µ(GN ). For general µ > 0, there is no local minimizer of Eα(·,GN ) on H1
µ(GN ).

This is a further indication of the rigidity of the problem in the defocusing case α < 0.

Structure of the paper. In Section 2 we collect several preliminary results which will be fre-
quently used. In Section 3 we present the proof of the main results with focusing perturbation
(α > 0), while Section 4 concerns the defocusing case (α < 0).
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2. Preliminaries

In this section we collect some preliminary results which will be frequently used throughout the
rest of the paper.

2.1. Gagliardo-Nirenberg inequality and critical mass. First of all, we recall that for any
q > 2 and any non-compact graph G the following Gagliardo-Nirenberg inequality holds (see
e.g. [7, Proposition 2.1]): there exists an optimal constant Cq(G) > 0 depending on q and G such
that

‖u‖qLq(G) ≤ Cq(G)‖u‖
q+2
2

L2(G)‖u
′‖

q−2
2

L2(G) ∀u ∈ H1(G).
Precisely, Cq(G) is characterized as

Cq(G) = sup
u∈H1(G)\{0}

‖u‖qLq(G)

‖u‖
q+2
2

L2(G)‖u′‖
q−2
2

L2(G)

.

A relevant role is played by the optimal constant obtained for the L2-critical exponent q = 6:
indeed, the critical mass µG associated with G is precisely equal to µG =

√

3/C6(G), see [8, Section
2].

Dealing with a critical problem, it is also useful to recall the following modified Gagliardo-
Nirenberg inequality:

Lemma 2.1 (Lemma 4.4 in [8]). Assume that G is non-compact and has no terminal point, and
let u ∈ H1

µ(G) for some µ ∈ (0, µR]. Then there exists θu ∈ [0, µ] such that

‖u‖6L6(G) ≤ 3

(

µ− θu
µR

)2

‖u′‖2L2(G) + CGθ
1
2
u ,

with CG > 0 depending only on G.

2.2. Basic estimates on the ground state level. Arguing as in [7, Proposition 2.1] or [8,
Proposition 2.3], it is not difficult to check that for any non-compact graph G and any q > 2

(2.1) Cq(R) ≤ Cq(G) ≤ Cq(R
+)

(in this framework, R can be seen as a graph obtained by glueing together two copies of R+), and
that for every µ > 0 and α ∈ R

(2.2) Eα(µ,R+) ≤ Eα(µ,G) ≤ Eα(µ,R).
In the particular case q = 6, inequality (2.1) yields

(2.3)
µR

2
= µR+ ≤ µG ≤ µR.

Remark 2.1. The second inequality in (2.1), and the first one in (2.2), follow almost directly by
considering decreasing rearrangements on R

+. Instead, in order to prove the validity of the first
inequality in (2.1), and of the second one in (2.2), one can use the following argument borrowed
from [8], which will be also useful also in other parts of the paper. Since a non-compact graph
G contains at least one unbounded edge, it contains in turn arbitrarily large intervals. Therefore,
any function v ∈ H1

µ,c(R) := {u ∈ H1
µ(R) : u has compact support} can be regarded as a function

on H1
µ(G), since we can place the support of v on an half-line of G, and extend v as 0 on the rest of

the graph. This argument will be summarized by saying that H1
µ(G) contains H1

µ,c(R), with some
abuse of terminology. Now the first inequality in (2.1), and the second one in (2.2), simply follow
from the fact that H1

µ,c(R) is dense in H1
µ(R) (see [8, Proposition 2.3] for more details).
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Estimates (2.1)-(2.3) make clear that the understanding of the cases G = R
+ and G = R is

essential. If α = 0, then

(2.4) E0(µ,R) =
{

0 if µ ∈ (0, µR]

−∞ if µ > µR,
E0(µ,R+) =

{

0 if µ ∈ (0, µR+ ]

−∞ if µ > µR+ ;

moreover, E0(µ,R) (resp. E0(µ,R+)) is achieved if and only if µ = µR (resp. µ = µR+). Ground

states for E0(µR,R), called solitons, form a two-parameters family φλ,x0(x) =
√
λφ(λ(x − x0)),

where λ > 0, x0 ∈ R, and

(2.5) φ(x) = sech1/2
(

2x√
3

)

.

Ground states for E0(µR+ ,R+) are half-solitons, that is restrictions on R
+ of even solitons.

The case α 6= 0 and G = R is studied in [32, Theorem 1.1]. With the above notations, the result
reads as follows:

Theorem 2.2. Let p ∈ (2, 6). It results that:

(i) If α > 0, then

Eα(µ,R) ∈ (−∞, 0) if µ ∈ (0, µR), and Eα(µ,R) = −∞ if µ ≥ µR.

Moreover, for µ ∈ (0, µR) the infimum is achieved by an even positive function, decreasing
on [0,+∞).

(ii) If α < 0, then

Eα(µ,R) = 0 if µ ∈ (0, µR], and Eα(µ,R) = −∞ if µ > µR,

and the infimum is never achieved.

Remark 2.2. It is not difficult to prove that any ground state φµ,α for Eα(µ,G) with α > 0
and µ ∈ (0, µR) must be a positive (or negative) function, even with respect to a point x0, and
decreasing (or increasing) in (x0,+∞). This follows from the maximum principle (using the fact
that any ground state solves the NLS equation) and a simple rearrangement argument (for which
one can use e.g. [6, Proposition 3.1]).

Moreover, proceeding as in [32], one can prove a result completely analogue to Theorem 2.2 for
G = R

+, with µR replaced by µR+ = µR/2.
For future convenience, we compare the ground state levels obtained on R and on R

+. For
µ ∈ (0, µR+) and α > 0, by a rearrangement argument

Eα(2µ,R) = inf
{

Eα(u,R) : u ∈ H1
2µ(R) is even

}

.

But any even function in H1
2µ(R) can be obviously identified with an element of H1

µ(R
+), and the

identification is 1− 1. Therefore

(2.6) Eα(2µ,R) = 2Eα(µ,R+),

and φ2µ,α is an even ground state for Eα(2µ,R) if and only if φ2µ,α|R+ is a even ground state for
Eα(µ,R+).

Let us now come back to general graphs G. By the Gagliardo-Nirenberg inequality and the
definition of µG , for every u ∈ H1

µ(G)

(2.7) Eα(u,G) ≥
1

2

(

1−
(

µ

µG

)2
)

‖u′‖2L2(G) −
α

p
Cp(G)µ

p+2
4 ‖u′‖

p−2
2

L2(G).

Since p < 6, it follows that Eα(µ,G) is bounded from below for every µ ∈ (0, µG), for every α ∈ R.
Collecting together what we recalled so far, we obtain a preliminary result.
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Proposition 2.3. Let G be a non-compact graph, and let p ∈ (2, 6).

(i) If α > 0, then

Eα(µ,G) ∈ (−∞, 0) if µ ∈ (0, µG), and Eα(µ,G) = −∞ if µ ≥ µR.

Moreover, for µ ∈ [µG , µR) we have that Eα(µ,G) < 0 (possibly −∞).
(ii) If α < 0, then

Eα(µ,G) = 0 if µ ∈ (0, µG ], and Eα(µ,G) = −∞ if µ > µR

Moreover, the infimum is never achieved when µ ∈ (0, µG ] and α < 0.

Proof. Point (i) follows directly from (2.2), Theorem 2.2 and estimate (2.7).
Concerning point (ii), we observe that for any α < 0

Eα(µ,G) ≤ Eα(µ,R) =
{

0 if µ ∈ (0, µR]

−∞ if µ > µR

by (2.2) and Theorem 2.2. Moreover, if µ ∈ (0, µG ] estimate (2.7) gives

Eα(u,G) > 0 ∀u ∈ H1
µ(G), ∀µ ∈ (0, µG ],

so that Eα(µ,G) ≥ 0 for any such µ. We infer that Eα(µ,G) = 0 for µ ∈ (0, µG ], and the infimum
is never achieved. �

This means that the interesting cases are:

(i) α > 0 and µ ∈ (0, µR);
(ii) α < 0 and µ ∈ (µG , µR]

We shall see that estimates on Eα(µ,G) and the existence of ground states in these ranges depend
strongly on the properties of G. In this perspective, it is convenient to review the results proved
in [8] for the homogeneous case α = 0.

3. Proof of the main results in the focusing case α > 0

Throughout this section we consider the case when α > 0.

3.1. Proof of Theorem 1.1. The proof requires some preliminary statements. At first, we char-
acterize the ground state energy level.

Lemma 3.1. We have that

Eα(µ,G) ∈ (−∞, 0) if µ ∈ (0, µ̃G), and Eα(µ,G) = −∞ if µ ≥ µ̃G .

Proof. By Proposition 2.3, we know that Eα(µ,G) ∈ (−∞, 0) if µ ∈ (0, µR+), and Eα(µ,G) = −∞
if µ ≥ µR, for any non-compact G and α > 0.

Let G be a graph without a terminal point, so that µ̃G = µR, and let µ < µR. By Lemma 2.1,
there exists C > 0 (independent of u) such that

Eα(u,G) ≥
1

2

(

1−
(

µ

µR

)2
)

‖u′‖2L2(G) −
CG

6
µ

1
2 − αCp(G)

p
µ

p+2
4 ‖u′‖

p−2
2

L2(G),

for every u ∈ H1
µ(G). Since p < 6, it follows plainly that Eα(µ,G) > −∞. Moreover, by (2.2) and

Theorem 2.2 we also have that Eα(µ,G) < 0. This completes the proof for graphs without terminal
points.

Let now G be a graph with a terminal point, so that µ̃G = µR+ . In this case, we have to show
that Eα(µ,G) = −∞ for µ ∈ [µR+ , µR). If µ ∈ (µR+ , µR), it is sufficient to observe that, since α > 0,
it results that Eα(u,G) ≤ E0(u,G) for every u ∈ H1

µ(G), and hence Eα(µ,G) ≤ E0(µ,G) = −∞,
where the last equality is proved in [8, Theorem 3.1]. We focus now on µ = µR+ . We denote by
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φ the restriction on R
+ of the standard soliton defined in (2.5), and by φλ(x) =

√
λφ(λx). Let

e be a terminal edge of G, i.e. an edge with a terminal point. We identify e with [0, ℓ], with the
coordinate 0 placed at the terminal point, and define uλ ∈ H1

µ
R+

(G) by

uλ(x) :=







µ
1/2

R+

‖φλ−φλ(ℓ)‖L2(0,ℓ)
(φλ(x) − φλ(ℓ)) if x ∈ e

0 if x ∈ G \ e.

It is easy to check that µR+ > ‖φλ − φλ(ℓ)‖2L2(0,ℓ) → µR+ as λ → +∞. Therefore, if 1 + δλ > 1

denotes the ratio µ
1/2
R+ /‖φλ − φλ(ℓ)‖L2(0,ℓ), we have that

Eα(uλ,G) = Eα(uλ, e)

=
(1 + δλ)

2

2

ˆ ℓ

0

|φ′
λ|2 −

(1 + δλ)
6

6

ˆ ℓ

0

(φλ − φλ(ℓ))
6 − α

(1 + δλ)
p

p

ˆ ℓ

0

(φλ − φλ(ℓ))
p

≤ (1 + δλ)
2

[

1

2

ˆ ℓ

0

|φ′
λ|2 −

1

6

ˆ ℓ

0

(φλ − φλ(ℓ))
6 − α

p

ˆ ℓ

0

(φλ − φλ(ℓ))
p

]

= (1 + δλ)
2

[

λ2E0(φ, (0, λℓ))−
αλ

p−2
2

p

ˆ λℓ

0

φp

+
λ2

6

ˆ λℓ

0

[

φ6 − (φ− φ(λℓ))
6
]

+
αλ

p−2
2

p

ˆ λℓ

0

[

φp − (φ− φ(λℓ))
p
]

]

(3.1)

Now we estimate separately each term on the right hand side. Firstly, recalling that the half-soliton
has null energy on R

+, we observe that

E0(φ, (0, λℓ)) = E0(φ,R
+)− E0(φ, (λℓ,+∞)) = −E0(φ(· + λℓ),R+) < 0,

since the mass of the translated half-soliton is smaller than µR+ . Secondly, we have that for any
q > 2

0 ≤
ˆ λℓ

0

[

φq − (φ− φ(λℓ))q
]

≤ qφ(λℓ)

ˆ λℓ

0

φq−1 ≤ Cφ(λℓ),

where we used the integrability of φq−1 on [0,+∞), which is a direct consequence of the exponential
decay of φ. This also implies that λqφ(λℓ) ≤ Cλqe−Cλℓ → 0 as λ → +∞. Therefore, coming back
to (3.1), we have that for λ sufficiently large

Eα(uλ,G) ≤ (1 + δλ)
2

[

−αλ
p−2
2

p

ˆ λℓ

0

φp + C1λ
2φ(λℓ) + C2αλ

p−2
2 φ(λℓ)

]

≤ −αλ
p−2
2

2p

ˆ +∞

0

φp + Cλ2e−Cλℓ → −∞

as λ → +∞. �

Lemma 3.2. The map Eα(·,G) : [0, µ̃G) → R, extended as 0 in µ = 0, is continuous.

Proof. Let µ ∈ (0, µ̃G), µn → µ, and ε > 0 such that µ+ ε < µ̃G . For every n large, we have that
µn < µ+ ε and there exists un ∈ H1

µn
(G) such that

Eα(µn,G) ≤ Eα(un,G) ≤ Eα(µn,G) +
1

n
≤ 1,
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where we used the fact that Eα(µn,G) < 0. If G has no terminal point, then this estimate and the
modified Gagliardo-Nirenberg inequality (Lemma 2.1) imply that

1

2

(

1−
(

µ+ ε

µR

)2
)

‖u′
n‖2L2(G) − CG(µ+ ε)

1
2 − αCp(G)

p
(µ+ ε)

p+2
4 ‖u′

n‖
p−2
2

L2(G) ≤ Eα(un,G) ≤ 1.

Thanks to the choice of ε, the coefficient of ‖u′
n‖2L2(G) is positive, and, since p < 6, we infer that

{un} is bounded in H1(G). The same argument also works when G has a terminal point, by simply
using the standard Gagliardo-Nirenberg inequality instead of the modified one. Thus, in both cases

we consider vn = µ1/2un/µ
1/2
n ∈ H1

µ(G), and notice that

Eα(µ,G) ≤ Eα(vn,G)

= Eα(un,G) +
1

2

(

µ

µn
− 1

)

‖u′
n‖2L2(G)

− 1

6

(

(

µ

µn

)3

− 1

)

‖un‖6L6(G) −
α

p

(

(

µ

µn

)

p
2

− 1

)

‖un‖pLp(G)

= Eα(un,G) + o(1) ≤ Eα(µn,G) + o(1),

as n → ∞, where the last equality follows from the boundedness of {un} in H1(G) (and hence also
in L6 and Lp). We deduce that

(3.2) Eα(µ,G) ≤ lim inf
n→∞

Eα(µn,G).

On the other hand, let {wn} ⊂ H1
µ(G) be a minimizing sequence for Eα(µ,G). By using the same

argument based on the Gagliardo-Nirenberg inequality as above, we have that {wn} is bounded in

H1(G), and hence, by letting zn = µ
1/2
n wn/µ

1/2 ∈ H1
µn

(G), we have that

Eα(µn,G) ≤ Eα(zn,G) = Eα(wn,G) + o(1) = Eα(µ,G) + o(1),

whence

lim sup
n→∞

Eα(µn,G) ≤ Eα(µ,G).

This and (3.2) prove the continuity of Eα(·,G) at any µ ∈ (0, µ̃G).
Let now µn → 0+. We aim to show that Eα(µn,G) → 0. We consider again un ∈ H1

µn
(G) such

that

Eα(µn,G) ≤ Eα(un,G) ≤ Eα(µn,G) +
1

n
≤ 1

n
.

The (standard) Gagliardo-Nirenberg inequality yields

1

2

(

1−
(

µn

µR

)2
)

‖u′
n‖2L2(G) −

αCp(G)
p

(µn)
p+2
4 ‖u′

n‖
p−2
2

L2(G) ≤
1

n
.

We deduce firstly that {un} is bounded in H1, and, afterwards, that ‖u′
n‖2L2(G) → 0, which in turn

implies that Eα(µn,G) = Eα(un,G) + o(1) → 0. �

Next we show that Eα(·,G) is strictly subadditive.

Lemma 3.3. Let µ1, µ2 > 0 be such that µ1 + µ2 < µ̃G. Then

Eα(µ1 + µ2,G) < Eα(µ1,G) + Eα(µ2,G).

In addition, the map Eα(µ,G) is strictly decreasing in [0, µ̃G).



12 D. PIEROTTI AND N. SOAVE

Proof. Let µ ∈ (0, µ̃G) and θ > 1 be such that θµ < µ̃G . If {un} ⊂ H1
µ(G) is a minimizing sequence

for Eα(µ,G), then θ1/2un ∈ H1
θµ(G), and

Eα(θµ,G) ≤
θ

2
‖u′

n‖2L2(G) −
θ3

6
‖un‖6L6(G) −

αθp/2

p
‖un‖pLp(G) < θEα(un,G),

since θ > 1, p > 2, and α > 0. It follows plainly that Eα(θµ,G) ≤ θEα(µ,G), with equality only
if ‖un‖pLp(G) + ‖un‖6L6(G) → 0. This is however not possibile, since, if it were true, it would imply

that

0 > Eα(µ,G) = lim
n

Eα(un,G) ≥ lim inf
n

1

2
‖u′

n‖2L2(G) ≥ 0,

a contradiction. Therefore

(3.3) Eα(θµ,G) < θEα(µ,G),
which implies that Eα(µ,G) is strictly decreasing in µ ∈ [0, µ̃G). Moreover, from (3.3) we also
deduce the subadditivity: if 0 < µ1 ≤ µ2 with µ1 + µ2 = µ < µ̃G , then by using (3.3) twice we
infer that

Eα(µ,G) <
µ

µ2
Eα(µ2,G) = Eα(µ2,G) +

µ1

µ2
Eα(µ2,G) ≤ Eα(µ2,G) + Eα(µ1,G),

which is the desired result. �

Finally:

Lemma 3.4. For µ ∈ (0, µ̃G), let

Ẽα(µ,G) := inf

{

Eα(u,G) : u ∈ H1
µ(G) and

ˆ

G

|u|2 ≤ µ

}

.

Then Ẽα(µ,G) = Eα(µ,G).
Proof. Proceeding as in Lemma 3.1, we have that Ẽα(µ,G) ∈ (−∞, 0). Let {un} ⊂ H1(G) be a

minimizing sequence for Ẽα(µ,G), and let µn = ‖un‖2L2(G) be the mass of un. Clearly µn → ν ∈
[0, µ] (up to a subsequence) and, by using the Gagliardo-Nirenberg inequality (the standard one if
G has a terminal point, the modified one if not), it is easy to check that {un} is bounded in H1(G).
Then, arguing as in Lemma 3.2, it is possible to see that the sequence vn := ν1/2un/µ

1/2
n is a new

minimizing sequence: Eα(vn,G) → Ẽα(µ,G). Since all the functions vn have same mass equal to
ν ≤ µ, we have that

Ẽα(µ,G) ≤ Eα(ν,G) ≤ Eα(vn,G) → Ẽα(µ,G),
whence it follows that Ẽα(µ,G) = Eα(ν,G). Now, if ν = µ, then the proof is complete. If instead

ν < µ, recalling that Eα(·,G) is strictly decreasing, we obtain Ẽα(µ,G) = Eα(ν,G) > Eα(µ,G),
which is a contradiction since by definition Ẽα(µ,G) ≤ Eα(µ,G). �

Lemma 3.5. For µ ∈ (0, µ̃G), any minimizing sequence {un} ⊂ H1
µ(G) for Eα(µ,G) is weakly

compact in H1(G). If un ⇀ u weakly in H1(G), then one of the following alternative occurs:

(i) either un → 0 in L∞
loc(G), and u ≡ 0;

(ii) or u ∈ H1
µ(G), un → u strongly in H1(G) ∩ L6(G), and u is a ground state for Eα(µ,G).

Proof. Thanks to Lemmas 3.2-3.3, we can adapt the proof of [7, Theorem 3.2]. We report a sketch
for the sake of completeness.

The boundedness of {un} follows by the Gagliardo-Nirenberg inequality (the standard one if G
has a terminal point, the modified one if not). Therefore, up to a subsequence un ⇀ u weakly in
H1(G), locally uniformly on G, and almost everywhere. In particular,

m :=

ˆ

G

u2 ≤ lim inf
n

ˆ

G

u2
n = µ.
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Now, by using the Brezis-Lieb lemma and the weak convergence, it is not difficult to check that

Eα(un,G) = Eα(u,G) + Eα(un − u,G).
Denoting by νn =

´

G |un − u|2, we have that νn → µ−m and, by Lemma 3.2, we deduce that

Eα(µ,G) + o(1) = Eα(un,G) = Eα(u,G) + Eα(un − u,G)
≥ Eα(u,G) + Eα(µ−m,G) + o(1)

≥ Eα(m,G) + Eα(µ−m,G) + o(1)

(3.4)

as n → ∞, whence it follows that Eα(µ,G) ≥ Eα(m,G) + Eα(µ − m). If 0 < m < µ, this is in
contradiction with the strict subadditivity of Eα(· ,G) in (0, µ̃G), Lemma 3.3, and hence either
m = 0, or m = µ. If m = 0, then alternative (i) of the thesis holds; if instead m = µ, then the
(3.4) and the fact that Eα(0,G) = 0 (see Lemma 3.2) imply that

Eα(µ,G) ≥ Eα(u,G) + Eα(0,G) = Eα(u,G),
so that u ∈ H1

µ(G) and is the desired ground state. Moreover, since m = µ, un → u strongly in

L2(G); this and the boundedness of {un} in H1 imply that un → u strongly in Lp(G) and in L6(G).
Then, using that Eα(u,G) = limn Eα(un,G), the strong convergence in H1(G) follows. �

We are finally ready for the:

Proof of Theorems 1.1 and Corollary 1.2. Thanks to Lemmas 3.2-3.5, we can adapt the proofs of
Theorems 3.3 and Corollary 3.4 in [7]. Again, we sketch the proof here.

Let {un} be a minimizing sequence for Eα(µ,G), with µ ∈ (0, µ̃). Clearly, we can suppose that
un ≥ 0 on G, for every n. To prove Theorem 1.1, it is sufficient to rule out alternative (i) in Lemma
3.5. Let εn be the maximum of un on the compact core of G (that is, the subgraph of G obtained
by removing from G all the open unbounded edges). If, by contradiction, un → 0 locally uniformly
on G, then εn → 0. If moreover ‖un‖L∞(G) = εn, then clearly also ‖un‖pLp(G) + ‖un‖6L6(G) → 0, and

hence

Eα(µ,G) = lim
n

Eα(un,G) ≥ lim inf
n

1

2
‖u′

n‖2L2(G) ≥ 0,

in contradiction with the fact that Eα(µ,G) < 0. Therefore, ‖un‖L∞(G) > εn, and the function
vn := max{0, un−εn}, which is equal to 0 on the compact core of G, does not vanish identically. On
the other hand, on each half-line of G we know that un → 0, and hence, for every t ∈ (0,max vn)
the number of preimages v−1

n (t) is at least 2. Clearly ‖vn‖L2(G) ≤ µ; thus, by considering the
symmetric rearrangement v̂n of vn on R, by [6, Proposition 3.1] we infer that

(3.5) Eα(vn,G) ≥ Eα(v̂n,R) ≥ Ẽα(µ,R) = Eα(µ,R),
where the last inequality follows by Lemma 3.4. On the other hand, since

ˆ

G

|un − vn|q ≤ ‖un − vn‖q−2
L∞(G)

ˆ

G

|un − vn|2 ≤ εq−2
n µ → 0

for every q > 2, the sequence {vn} is still a minimizing sequence for Ẽα(µ,G) = Eα(µ,G) <
Eα(µ,R), in contradiction with (3.5). This completes the proof of the theorem. Corollary 1.2
follows straightforwardly. �

Remark 3.1. Although the conclusion of the proof of Theorem 1.1 is borrowed from [7], the
key ingredients (continuity, monotonicity, subadditivity of the ground state energy level) cannot
be directly adapted from [7]. Indeed, the arguments in [7] rely on nice scaling properties of
the homogeneous NLS, which make the ground state energy level strictly concave with respect
to µ ∈ (0,+∞). These properties are destroyed when dealing with a combined inhomogeneous
nonlinearity, and, in turn, µ 7→ Eα(µ,G) is no more globally strictly concave. We overcame this
difficulty by directly proving monotonicity and subadditivity of µ 7→ Eα(µ,G) in the interval (0, µ̃G).
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3.2. Graphs which admit a cycle covering.

Proof of Theorem 1.3. The proof is a straightforward adaptation of [6, Theorem 2.5]. As in the
application of Theorem 1.1, the adaptation from [6] is possible since ground states for Eα(µ,R) have
the same property of the standard soliton for the homogeneous problem (it is even with respect to
a point x0, and strictly decreasing from that point on). �

3.3. Graphs with a terminal edge. In this subsection we prove Propositions 1.4 and 1.5. In
proving the former result, we shall use the following preliminary lemma.

Lemma 3.6. For every µ ∈ (0, µR+) and α > 0, we have that

Eα(µ,R+) < Eα(µ,R).
Proof. Let φµ,α be a ground state for Eα(µ,R). Since α > 0 and p > 2, we have that

Eα(
√
2φµ,α,R) = 2

[

1

2
‖φ′

µ,α‖2L2(R) −
4

6
‖φµ,α‖6L6(R) −

α

p
2

p−2
2 ‖φµ,α‖pLp(R)

]

< 2Eα(φµ,α,R) = 2Eα(µ,R).
Then, recalling (2.6),

Eα(µ,R+) =
1

2
Eα(2µ,R) ≤

1

2
Eα(

√
2φµ,α,R) < Eα(µ,R). �

Proof of Proposition 1.4. Let G be a non-compact metric graph with a terminal edge of length ℓ.
For fixed α > 0 and µ ∈ (0, µR+), we aim to show that Eα(µ,G) is attained if ℓ is larger than a
constant ℓ̄ depending on α and µ. By Lemma 3.6, we know that Eα(µ,R+) < Eα(µ,R). Therefore,
by density, there exists u ∈ H1

µ(R
+) with compact support [0,M ] such that Eα(u,R

+) < Eα(µ,R).
If ℓ ≥ M , we can see u as a function in H1

µ(G) (still denoted by u), with support contained on the
terminal edge, extended as 0 elsewhere. For this function Eα(u,G) < Eα(µ,R), and hence Theorem
1.1 directly implies the thesis. �

We now turn to the proof of Proposition 1.5. We shall use a preliminary result which is a
partial counterpart of [7, Theorem 4.3]. Let G be a non-compact graph and, for n ∈ N, let Kn be a
connected compact graph, of total length |Kn|. We denote by Gn the graph obtained by attaching
Kn to G at some fixed point v ∈ G. In this way, both G and Kn can be seen as subgraphs of Gn.
The most natural example is the case when Kn consists of a single edge, attached to G in a vertex.

Proposition 3.7. Let µ ∈ (0, µR+) and α > 0. If Eα(µ,Gn) admits a ground states for every large
n, and |Kn| → 0, then also Eα(µ,G) admits a ground state.

Once that this result is proved, Proposition 1.5 follows easily.

Proof of Proposition 1.5. Suppose by contradiction that Eα(µ,Gℓ) admits a ground state for a se-
quence ℓ → 0+. Then, by Proposition 3.7 also Eα(µ,G0) would have a ground state, in contradiction
with the assumption. �

In proving Proposition 3.7, we adapt the argument from [7], and to this purpose we shall need
some uniform (with respect to G) estimates for minimizing sequences. In [7], similar estimates
follow by exploiting suitable scaling; here we cannot adapt this strategy and hence we argue in a
different way.

Lemma 3.8. Let G be a non-compact graph, µ ∈ (0, µR+) and α > 0. Then there exists C̄ > 0
depending only on α and µ (in particular, C̄ is independent of G) such that

‖u‖Lp(G) + ‖u‖L6(G) + ‖u‖L∞(G) + ‖u′‖L2(G) ≤ 4C̄

for every u ∈ H1
µ(G) such that Eα(µ,G) ≤ 1

2Eα(µ,R).
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Proof. Let u ∈ H1
µ(G) be such that Eα(µ,G) ≤ 1

2Eα(µ,R). From the Gagliardo-Nirenberg inequal-
ity, we have that

1

2

(

1−
(

µ

µG

)2
)

‖u′‖2L2(G) −
αCp(G)

p
µ

p+2
4 ‖u′‖

p−2
2

L2(G) ≤
1

2
Eα(µ,R).

Recalling (2.1) and (2.3), this implies that

1

2

(

1−
(

µ

µR+

)2
)

‖u′‖2L2(G) ≤
1

2
Eα(µ,R) +

αCp(R
+)

p
µ

p+2
4 ‖u′‖

p−2
2

L2(G).

Therefore there exists C̄ > 0 depending only on α and µ such that ‖u′‖L2(G) ≤ C̄. By using again

the Gagliardo-Nirenberg inequality and (2.1) we directly infer that (if necessary replacing C̄ with a
larger quantity) also ‖u‖Lq(G) ≤ C̄, for both q = p and q = 6. Finally, the fact that ‖u‖L∞(G) ≤ C̄
is a consequence of the estimate ‖u‖L∞(G) ≤ 2µ‖u′‖L2(G). �

Proof of Proposition 3.7. With Lemma 3.8 in our hands, we can extend the proof of [7, Theorem
4.3] with minor changes. We only report a brief sketch for the sake of completeness. Suppose by
contradiction that Eα(µ,Gn) admits a ground state un for every n, but Eα(µ,G) does not. Then,
by (2.2) (and recalling that Eα(µ,R) < 0), we know that

Eα(un,Gn) = Eα(µ,Gn) ≤ Eα(µ,R) <
1

2
Eα(µ,R).

Also, by Theorem 1.1 and (2.2), Eα(µ,G) = Eα(µ,R). Let now σn :=
´

G u2
n, and define vn :=

(µ/σn)
1/2un|G (where un|G denotes the restriction of un on G). If σn = µ, then un can be regarded

as a function in H1
µ(G) at level Eα(un,G) = Eα(µ,Gn) ≤ Eα(µ,G), i.e. un would be a ground state

on G, a contradiction. Then σn < µ, vn ∈ H1
µ(G), and arguing as in [7, Eq. (33)] we deduce that

(3.6) Eα(µ,R) < Eα(vn,G) ≤
µ

σn

(

Eα(µ,R) +
1

6

ˆ

Kn

|un|6 +
α

p

ˆ

Kn

|un|p
)

.

Now, by Lemma 3.8 and the fact that |Kn| → 0, we obtain
´

Kn
|un|q → 0 for q = 2, q = p, and

q = 6; also, σn → µ, and hence, by (3.6), vn is a minimizing sequence for Eα(µ,G) = Eα(µ,R).
Since Eα(µ,G) has no ground state, alternative (i) in Lemma 3.5 holds for {vn}, whence it follows
that un → 0 in L∞

loc(G). As in [7, Eq. (34)], this implies that Mn := ‖un‖L∞(Kn) → 0 as well, and
coming back to (3.6) we find that

(µ− σn)(−Eα(µ,R)) < µ

(

M4
n

6
+

αMp−2
n

p

)

(µ− σn).

Since σn < µ and Mn → 0, the estimate yields Eα(µ,R) ≥ 0, which is a contradiction. �

4. Proof of the main result in the defocusing cases α < 0

In proving Theorem 1.7, we shall take advantage of what we observed in Remark 1.3. In
particular, we know that alternative (i) in the theorem applies to graphs of type (1) - with a
terminal edge, while alternative (ii) concerns graphs of type (3) and (4) with µG < µR.

Proof of Theorem 1.7 - (i). Let µ > µR+ , and let ℓ denote the length of the terminal edge. Then
there exists u ∈ H1

µ(R
+) with compact support contained in [0,M ] (for some positive M), such

that E0(u,R
+) < 0. The function uλ(x) =

√
λu(λx) is in H1

µ(R
+), and has compact support in

[0,M/λ]. Thus, for every λ sufficiently large, we can consider uλ as an element of H1
µ(G), with

support entirely contained on the terminal edge (and extended to 0 outside). The energy of uλ is

Eα(uλ,G) = E0(uλ,G)−
α

p

ˆ

G

|uλ|p = λ2E0(u,R
+)− α

p
λ

p−2
2

ˆ +∞

0

|u|p,
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which tends to −∞ as λ → +∞, since p < 6. �

Now we focus on alternative (ii) in Theorem 1.7, supposing that µG < µ̃G . This assumption is
fulfilled by graphs of type (3) and some graphs of type (4). We start with a preliminary lemma.

Lemma 4.1. Let G be a non-compact metric graph without terminal edges, p ∈ (2, 6), α < 0.
Suppose that µG < µR, and let µ ∈ (µG , µR]. Then there exists ᾱ < 0 depending on p, µ and G
(possibly equal to −∞) such that

Eα(µ,G) < 0 ⇐⇒ α ∈ (ᾱ, 0), and Eα(µ,G) = 0 ⇐⇒ α ≤ ᾱ.

Moreover, ᾱ > −∞ if µ < µR.

Proof. Since µ ≤ µR, by (2.2) and Theorem 2.2 we have that Eα(µ,G) ≤ 0, for every α < 0.
Moreover, by monotonicity of the energy with respect to α, we have that α 7→ Eα(µ,G) is monotone
non-increasing. Let us define

(4.1) ᾱ := sup{α < 0 : Eα(µ,G) = 0}.
We claim that ᾱ < 0. This follows from the continuity of Eα with respect to α: if α = 0,
since µ > µG , there exists u ∈ H1

µ(G) such that E0(u,G) < 0 [8, Proposition 2.4]. But then
Eα(u,G) < 0 for small |α|, which implies that Eα(µ,G) < 0 for any such α. Now, by definition of
ᾱ and monotonicity of Eα(µ,G) with respect to α, we have that Eα(µ,G) < 0 for ᾱ < α < 0, and
Eα(µ,G) = 0 for α < ᾱ. Furthermore, again by continuity of the energy with respect to α, it is
also not difficult to check that, if ᾱ > −∞, then necessarily Eᾱ(µ,G) = 0.

It remains to show that ᾱ > −∞ for every µ < µR. To this end, we fix µ < µR and suppose
that there exists u ∈ H1

µ(G) such that Eα(µ,G) < 0. From this, we shall derive an upper bound
on |α|. By the modified Gagliardo-Nirenberg inequality in Lemma 2.1, we deduce that

1

2

(

1−
(

µ

µR

)2
)

‖u′‖2L2(G) − CGµ
1
2

≤ 1

2

(

1−
(

µ

µR

)2
)

‖u′‖2L2(G) − CGµ
1
2 +

|α|
p
‖u‖pLp(G) ≤ Eα(u,G) < 0,

with CG > 0 depending only on G. Since µ < µR, it follows that ‖u′‖L2(G) ≤ C(µ,G)1. But then
‖u‖L∞(G) ≤ 2‖u‖L2(G)‖u′‖L2(G) ≤ C(µ,G), and in turn

‖u‖6L6(G) =

ˆ

G

|u|p|u|6−p ≤ ‖u‖6−p
L∞(G)‖u‖

p
Lp(G) ≤ C(p, µ,G)‖u‖pLp(G).

Coming back to the fact that Eα(u,G) < 0, the above estimate yields

|α|
p
‖u‖pLp(G) <

1

2
‖u′‖2L2(G) +

|α|
p
‖u‖pLp(G) <

1

6
‖u‖6L6(G) ≤ C(p, µ,G)‖u‖pLp(G),

whence necessarily
( |α|

p
− C(p, µ,G)

)

‖u‖pLp(G) < 0.

This is possible only if |α| < C(p, µ,G). In other words, if |α| is greater than a constant depending
on p, µ and G, then Eα(µ,G) = 0, so that ᾱ > −∞, and the proof is complete. �

The next lemmas will allow us to prove the existence of ground states when α ∈ (ᾱ, 0).

1Here and in the rest of the proof, C(µ,G) and C(p, µ,G) denote positive constants depending on µ and G or on
p, µ and G, whose precise value may change from line to line.
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Lemma 4.2. Let G be a non-compact metric graph without terminal edges, p ∈ (2, 6), α < 0.
Suppose that µG < µR, and let µ ∈ (µG , µR]. Let {un} be a minimizing sequence of non-negative
functions for Eα(µ,G), and suppose that un ⇀ u weakly in H1(G).
If u 6≡ 0, then u ∈ H1

µ(G) and is a ground state.

Proof. Up to a subsequence, we can suppose that un → u in L∞
loc(G) and almost everywhere. Thus

Eα(un,G) = Eα(u,G) + Eα(un − u,G) + o(1) ≥ Eα(u,G) + E0(un − u,G) + o(1)

as n → ∞, where we used the Brezis-Lieb lemma and the fact that α < 0. Now, un−u ⇀ 0 weakly
in H1(G), and hence by [8, Lemma 4.2] we infer that

E0(un − u,G) ≥ 1

2

(

1−
‖un − u‖4L2(G)

µ2
R

)

‖u′
n − u′‖L2(G) + o(1) ≥ o(1)

as n → ∞, since ‖un − u‖2L2(G) = µ− ‖u‖2L2(G) + o(1) ≥ o(1), by weak convergence. This implies

that Eα(un,G) ≥ Eα(u,G) + o(1), so that

Eα(u,G) ≤ Eα(µ,G) ≤ 0.

Notice that by weak convergence m := ‖u‖2L2(G) ≤ µ, and m > 0 by assumption. If m < µ, then

Eα

(
√

µ

m
u,G

)

=
µ

m

1

2

ˆ

G

|u′|2 −
( µ

m

)3 1

6

ˆ

G

|u|6 −
( µ

m

)

p
2 α

p

ˆ

G

|u|p

<
( µ

m

)3

Eα(u,G) ≤ Eα(µ,G),

since µ/m > 1, ‖u‖Lp(G) > 0, and Eα(µ,G) ≤ 0. This is in contradiction with the definition of

Eα(µ,G), and hence necessarily m = µ, that is u ∈ H1
µ(G) and is the desired ground state (one can

also deduce that un → u strongly in H1(G): since m = µ, un → u strongly in L2(G); this and the
boundedness of {un} in H1 imply that un → u strongly in Lp(G) and in L6(G). Then, using that
Eα(u,G) = limn Eα(un,G), the strong convergence in H1(G) follows). �

With Lemmas 4.1 and 4.2 in our hands, we can proceed with the:

Proof of Theorem 1.7-(ii). The estimates on Eα(µ,G) follows directly from Lemma 4.1.
Now we show that there are no ground states if α < ᾱ. Suppose by contradiction that Eα(µ,G) =

0 is achieved by some uα ∈ H1
µ(G), for some α < ᾱ. Let β ∈ (α, ᾱ). Then uα 6≡ 0, and

Eβ(uα,G) = Eα(uα,G) +
α− β

p

ˆ

G

up
α < Eα(uα,G) = 0,

in contradiction with the fact that Eβ(µ,G) = 0, since β < ᾱ.
Now we focus on the case α ∈ (ᾱ, 0). Let u ∈ H1

µ(G) be such that Eα(u,G) < Eα(µ,G)/2 < 0.
Then, by Lemma 2.1, there exists θu ∈ [0, µ] such that

‖u‖6L6(G) ≤ 3

(

1− θu
µR

)2

‖u′‖2L2(G) + CGθ
1
2 ,

with CG > 0 depending only on G. Therefore
θu
2µR

(

2− θu
µR

)

‖u′‖2L2(G) − CGθ
1
2
u +

|α|
p
‖u‖pLp(G) ≤ Eα(u,G) <

1

2
Eα(µ,G),

whence there exists c = c(α, µ,G) > 0 such that θu ≥ c, for every u ∈ H1
µ(G) such that Eα(u,G) <

Eα(µ,G)/2. In turn, this implies that for any such u

c

2µR

‖u′‖2L2(G) − CGµ
1
2 < 0,
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and hence there exists C = C(α, µ,G) > 0 such that ‖u′‖L2(G) ≤ C, for every u ∈ H1
µ(G) such that

Eα(u,G) < Eα(µ,G)/2. In particular, any minimizing sequence for Eα(µ,G) is bounded in H1(G),
and up to a subsequence un ⇀ u weakly in H1(G). If the weak limit is 0, then by using the fact
that α < 0 and [8, Lemma 4.2], we have that

Eα(un,G) ≥ E0(un,G) ≥
1

2

(

1−
(

µ

µR

)2
)

‖u′
n‖2L2(G) + o(1) ≥ o(1)

as n → ∞, since µ ≤ µR. But then Eα(µ,G) ≥ 0, which is in contradiction with the choice
α ∈ (ᾱ, 0). Therefore, the weak limit u 6≡ 0, and u is the desired ground state by Lemma 4.2. �

We conclude this section with the:

Proof of Proposition 1.8. Suppose by contradiction that there exists a critical point u ∈ H1
µ(GN )

of Eα(·,GN ) on H1
µ(GN ), for some µ ∈ (0, µR]. Then u is identified by a vector u = (u1, . . . , uN ) in

H1(R+,RN ), with u1(0) = · · · = uN (0), such that for some λ ∈ R
{

−u′′
i + λui = |ui|4ui + α|ui|p−2ui on (0,+∞), for every i = 1, . . . , N

∑N
i=1 u

′
i(0

+) = 0

(see e.g. [6, Proposition 3.3] for the details). By testing the equation for ui against ui on (0, r),
taking the limit along a sequence r → +∞ with limr→+∞ u′

i(r) = 0 (such a sequence does exist,
since ui ∈ C1(0,+∞) tends to 0 at infinity), and summing over i = 1, . . . , N , we obtain

ˆ

GN

|u′|2 + λ|u|2 =

ˆ

GN

|u|6 + α|u|p.

In a similar way, by testing the equation for ui against xu′
i on (0, r), taking the limit along a

suitable sequence r → +∞ (as in [12, Proposition 1]), and summing over i = 1, . . . , N , we also
obtain the validity of the Pohozaev identity

ˆ

GN

−|u′|2 + λ|u|2 =

ˆ

GN

1

3
|u|6 + 2

p
α|u|p.

By combining the previous identities, we infer that

(4.2)

ˆ

GN

|u′|2 =

ˆ

GN

1

3
|u|6 + α

p− 2

2p
|u|p.

As a consequence, recalling that the star graph admits a cycle covering, and hence µG = µR, we
deduce that

0 ≤ E0(u,GN ) =

ˆ

GN

1

2
|u′|2 − 1

6
|u|6 =

α

2

p− 2

2p

ˆ

G

|u|p < 0,

since α < 0. This contradiction shows that there is no critical point of Eα(·,GN ) on H1
µ(GN ), when

µ ∈ (0, µR].
Concerning the possible existence of local minimizers for Eα(·,GN ) on H1

µ(GN ), with arbitrary
µ > 0, let us assume by contradiction that such a local minimizer u does exist. As previously
explained, u is identified by a vector u = (u1, . . . , uN) ∈ H1

µ(R
+,RN ), with u1(0) = · · · = uN (0).

It is immediate to check that uλ = (u1,λ, . . . , uN,λ) defined by ui,λ(x) =
√
λui(λx) is another

function in H1
µ(GN ), and that

Eα(uλ,GN ) = λ2

ˆ

GN

(

1

2
|u′|2 − 1

6
|u|6
)

− α

p
λ

p−2
2

ˆ

GN

|u|p.

By local minimality, we should have that

d

dλ
Eα(uλ,GN )

∣

∣

∣

∣

λ=1

= 0,
d2

dλ2
Eα(uλ,GN )

∣

∣

∣

∣

λ=1

≥ 0.
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However, while the condition of the first derivative is satisfied (by the Pohozaev identity (4.2)),
the condition on the second derivative yields

0 ≤ 2

ˆ

GN

(

1

2
|u′|2 − 1

6
|u|6
)

− α

p

(

p− 2

2

)(

p− 4

2

)
ˆ

GN

|u|p

=
α

p

(

p− 2

2

)(

1− p− 4

2

)
ˆ

GN

|u|p =
α

p

(

p− 2

2

)(

6− p

2

)
ˆ

GN

|u|p < 0,

since α < 0 and p ∈ (2, 6). This is the desired contradiction. �

References

[1] R. Adami, F. Boni, and S. Dovetta. Competing nonlinearities in NLS equations as source of threshold phenom-
ena on star graphs. Preprint arXiv:2009.06424.

[2] R. Adami, C. Cacciapuoti, D. Finco, and D. Noja. On the structure of critical energy levels for the cubic
focusing NLS on star graphs. J. Phys. A, 45(19):192001, 7, 2012.

[3] R. Adami, C. Cacciapuoti, D. Finco, and D. Noja. Constrained energy minimization and orbital stability for
the NLS equation on a star graph. Ann. Inst. H. Poincaré Anal. Non Linéaire, 31(6):1289–1310, 2014.
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