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Abstract

The rise of e-learning systems has revolutionized education, enabling the col-
lection of valuable students’ activity data for continuous improvement. While
existing studies have predominantly focused on prolonged learning paths, short-
term tutorials offer a flexible and efficient alternative that is recently gaining
increasing popularity. This article presents a methodology for investigating e-
learning systems for short-term tutorials leveraging user behavior tracking and
process mining techniques. A case study involving a web-based tutorial with
approximately one hour of learning explores the learning processes of 250 stu-
dents in Italy. The study analyzes learning outcomes and investigates the impact
of different learning paths on student progress. The research questions concern i)
the extraction of activity flows in short-term tutorials; ii) the prediction of out-
comes in the early stages of short-term learning process. The proposed approach
provides descriptive insights into the learning process which can also be used to
offer prescriptive guidance.

Keywords: Tutorial design, User behaviour tracking, Process Mining, Predictive
Process Monitoring, Learning outcomes
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1 Introduction

E-learning systems are digital platforms facilitating online education and training,
delivering educational content and interactive experiences via the Internet. These sys-
tems support remote learning, often incorporating multimedia elements, assessments,
and collaboration tools to enhance the educational experience. Moreover, they can
record data on the activities carried out by students during their learning process.

Several previous studies have investigated the adoption of automated techniques
to extract knowledge from information system (IS) data and improve learning knowl-
edge (Kabudi et al (2021)). For instance, it has been demonstrated how helpful
information can be extracted to identify learning patterns and provide recommen-
dations on what to study next (Feng and Fan (2024)). This body of research has
primarily focused on learning activities having a relatively long duration, typically
several months or years. However, short tutorials on specific topics are becoming
increasingly popular via the Web. These short tutorials make it possible to introduce
complex topics in learning units of only a few hours. These flexible tools can adapt to
individual students’ schedules and learning preferences.

Despite their increasing popularity, their analysis and assessment have received
little attention in the literature. In particular, to the best of our knowledge, no previ-
ous study has investigated the feasibility of applying evidence-based educational data
mining techniques to data generated from these tutorials. When considering complete
courses or, anyway, long-term learning activities, the analysis can usually rely on a
large volume of data, encompassing multiple modules, assignments, and exams, which
support the extraction of detailed and nuanced insights into student behavior and
learning patterns. When analyzing short tutorials, the data volume is usually much
smaller, often limited to a single session or a few interactions. This can make it easier
to analyze but may provide less comprehensive insight. This paper aims to fill this
gap. More precisely, we aim to investigate the feasibility of leveraging EDM techniques
to provide valuable insights into the learning processes underlying short-tutorials. We
argue that such insights can be used to refine specific teaching methods, improve indi-
vidual tutorial content, and provide rapid feedback to both students and educators.
In particular, we propose a methodology for collecting data in an IS by tracking user
behavior to evaluate short tutorials. The methodology we propose can collect timed
events that can then be analyzed through techniques of the Process Mining (PM) dis-
cipline, namely process discovery, variant analysis, and predictive process monitoring.
Such process-aware analysis techniques have already shown their benefits in a variety
of different learning processes and analysis objectives in the Educational Process Min-
ing discipline (Bogaŕın et al (2018)). To showcase the capabilities of our methodology, a
case study was conducted through the creation and administration of an instructional
tutorial employing Web-based technologies capable of collecting data during the learn-
ing process for a short period of time (approximately one to two hours). We address
the learning process of about 250 Italian students in an introductory programming
course.

The first research objective involves the automated extraction of useful information
in short-term learning process. Special attention has been paid to analyse learning
outcomes to identify success factors based on the educational journey. In particular, we
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aim to uncover students’ activity flows, considering both aggregated process indicators
and process variants. A second research objective concerns the ability to predict the
tutorial’s outcome starting from the initial steps.

Our methodology concretely supports the above-mentioned research objectives.
First, it allows us to mine students’ learning processes and uncover potential rela-
tions between different variants and learning outcomes. The corresponding research
question concerns extracting students’ activity flows in a short-term learning process
and assessing whether there is any relation to the outcome (RQ1). Second, focusing
mostly on prediction, we analyse the data from our case study to estimate the relation-
ship between behavior in performing the tutorial and learning. The research question
concerns the ability to predict students’ outcomes at different stages of the learning
process in short-term tutorials (RQ2).

To validate the reliability of the obtained insights, we considered the teachers
involved in the administration of the tutorial as domain experts. We add the discussion
of the results obtained and the teachers’ comments in the case study directly to the
different parts of the results analysis.

In the remainder of the paper, we introduce the case study in Section 2 and the
methodology in Section 3. We finally examine the results in Section 4, provinding a
discussion in Section 5, while we review and compare the related work in Section 6.
Finally, Section 7 concludes the paper.

2 Case Study

We discuss a case study based on a web tutorial to track students’ behavior during
their learning process. We administered the tutorial to two groups of undergraduate
students enrolled in the second year of their degree programs in management and
economy. The educational context is that of an introductory computer science course,
with a class of students homogeneous in age group and fairly evenly distributed by
gender. The students are prompted by the teachers administering the tutorial to take
the course individually and, in general, are left free to possibly interact, with no
control over their individual behavior. This work expands on the idea presented in
a previous paper that illustrated the framework and early results of the application
to 70 students while also proposing the possibility of a qualitative follow-up with
ethnographic research (Nai et al (2023)).

Tutorial web

Our tutorial consists of 10 web pages on topics related to learning Python program-
ming. Each page is a self-contained introductory lesson that can be performed without
prior knowledge. A multiple-choice question from each of the 10 pags tests whether
students follow and learn the topics covered. In the end, the sum of the correct answers
suggests whether they are learning well or poorly (see Section 3.3).

To investigate the learning sequence of the subject taught, we propose three dif-
ferent paths. Figure 1 represents the sequence of lessons proposed in our tutorial
according to the Business Process Model and Notation (BPMN) (von Rosing et al
(2015)). The following four lessons out of ten are the same for all students: the final one
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(FUNCTIONS), as well as the first three (INTRODUCTION, FIRST PROGRAM,
and VARIABLES). After the third lesson about variables, the student can choose one
of three learning paths in which the order of the three topics presented changes.

In particular, the following six lessons are included in three topics (i.e., three topics
of two lessons each):

• DATA TYPES: a lesson to introduce different data types (TYPES) and a lesson
on the conversion between different data types (CONV);

• DATA STRUCTURES: a lesson on the collection of similar data items (LISTS)
and a lesson about unordered collection of keys and values (DICTS);

• CONTROL STRUCTURES: a lesson to execute a block of code according to
specific conditions (IF ELSE) and a lesson to repeat a block of code until a specific
condition (FOR).

To the best of our knowledge, the Track1 (DATA TYPES, DATA STRUCTURES,
CONTROL STRUCTURES) is the most typical order according to contemporary
computer science manuals. Nevertheless, in our tutorial, learners can follow one of
two other tracks with the same contents but in a different order: Track2 (DATA
STRUCTURES, DATA TYPES, CONTROL STRUCTURES) or Track3 (CONTROL
STRUCTURES, DATA TYPES, DATA STRUCTURES). For this specific analysis
objective, Track1 is our benchmark for comparison. Track3 is the furthest from the
ideal path, according to the domain experts involved.

Fig. 1 The three different learning paths; on the top, the standard learning flow (Track1 ). Full size
image available at https://bit.ly/3Tm6GJD

3 Methodology

The methodology adopted in the present work includes several phases, as summarized
in Figure 2. The first phase concerns the design stage, which involves defining the
tutorial’s content and quizzes. In the second phase, the data collection involved the
development and administration of a web tutorial that incorporated the previously
defined content and quizzes. The student activity monitoring system ensures that all
interactions with the tutorial are recorded accurately. In the event log construction
phase we converted the collected tracking data into an event log. This process involved
structuring the raw data into a format suitable for analysis, allowing us to trace each
student’s learning through the tutorial. In the variant analysis phase, we analysed the
event log to identify how students interacted with the tutorial and identify patterns
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that might influence learning outcomes. Finally, in the outcome prediction phase, we
applied predictive analytics to the event log data. This involved using the insights
gained from the variant analysis to predict future outcomes, such as student perfor-
mance and areas where students might struggle. The predictions made in this stage
aimed to inform educators and improve the tutorial’s effectiveness.

Each phase - design, data collection, event log construction, variant analysis, and
outcome prediction - was integral to the comprehensive evaluation and enhancement
of the web tutorial.

Fig. 2 Summary of our case study’s phases: definition of the tutorial content, web portal for the
administration of the content, activity tracking, convert tracking into an event log, variant analysis,
and prediction on the event log. Full size image available at https://bit.ly/3Tm6GJD

3.1 Web-tracking and technologies

Web behavior tracking. Each page/lesson is divided into 3-4 paragraphs describing the
topics. While browsing the tutorial, the following events were tracked within the web
pages: PAGE-IN (enter the page), PAGE-OUT (exit the page to access the following
lesson or quiz), MOUSE-IN (the mouse pointer moves onto a new paragraph ele-
ment), MOUSE-OUT (the mouse pointer moves out of a paragraph element), CLICK
(a student clicks on a paragraph element), DBCLICK (a student double-clicks on a
paragraph element). Each page also tracks movement between paragraphs (numbered
0 to 3). E.g., INTRO MOUSE-IN 2 means that the student has entered with the
mouse in the second paragraph of the introductory lesson. In addition to the events,
the following data are recorded: the session-id (to trace the activities back to a spe-
cific browser session), the name of the page (INTRODUCTION, FIRST PROGRAM,
VARIABLES, etc.) on which the events occurred, the result of the quiz on that page,
the Track on which the events occurred (1, 2 or 3), and optional data provided by the
students at the time of the final survey (e.g., tutorial evaluation).
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Technologies. The tutorial described in Section 2 has been implemented by adopt-
ing the following technologies to track behavior in web pages during the course of
the tutorial. The front-end (the graphical user interface) and the contents of each
tutorial page are written in HyperText Markup Language (HTML), using the open-
source frameworks Bootstrap1 for the layout and jQuery2 for event tracking, based
on (Ermakova et al (2018); Bujlow et al (2017)). The back-end programming language
for track functionality called up via jQuery is PHP3 while the Database Management
System (DBMS) for storing and retrieving tracking data is MySQL.4 For web track-
ing, the following steps were performed: a session-id was created when a student first
accessed the web tutorial; all sections (paragraphs) of the tutorial pages were labelled
in HTML and, based on the student’s interaction with the pages, a jQuery function
performed an asynchronous call to the server to track the interaction, saving the DBMS
table using the session-id as the key entry. The web tutorial is available online.5

3.2 Event log construction

The starting point for PM research is an event log, representing an extraction from
the IS on the execution of activities in a process (van der Aalst (2016)). An event log
includes a set of traces, whereas each trace stores a sequence of events, each repre-
senting the execution of an activity occurred at a given timestamp during a process,
possibly together with some additional data (e.g., the resource who performed the
activity) (van der Aalst (2016)). Every trace is identified using a so-called Case ID,
which is the session-id assigned automatically by the web browser to a student when
navigating with the browser within the tutorial. The fields Activity and Timestamp
are the data traced by jQuery during the tutorial execution. Additional information,
such as data provided by students, is added for each track (e.g., track choice). To focus
on the learning flow, we studied four kinds of activities: the entrance and exit on a
web page (PAGE-IN, PAGE-OUT) and the entrance and exit in each paragraph of
the page (MOUSE-IN, MOUSE-OUT). The number of CLICKs and DBCLICKs were
instead used as trace features.

Different groups of traces in the event log are called process variants (variants)
since they represent alternative ways to execute the same process (i.e., users may
perform activities in a different order before the end). After exploring the dataset,
some traces configured as outliers can be removed if they appear to be wrong or not
harmonious, such as in the case of processes that are too short according to domain
experts (e.g., students who perhaps only opened the initial pages without proceeding
with the tutorial). To focus on the most significant cases, we consider students having
completed the tutorial in between 5 minutes and 2 hours and a half. The tracking data
model, the scripts used in the current work, and the event logs are publicly available6.

1https://getbootstrap.com
2https://jquery.com
3https://www.php.net
4https://www.mysql.com
5http://webtutorial.altervista.org/python
6Repository of material associated with this article: https://bit.ly/3Tm6GJD
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3.3 Outcome analysis

A relevant analysis in the present work concerns the distinction between students who
performed well and poorly. To have an indicator of whether students have understood
the tutorial content, we rely on the 10 answers given to the quizzes between each
page, counting one point for each correct answer. The distribution of the results can
be divided into two parts through the median class as a threshold; in our case study,
the median value obtained from the quiz results used as a threshold to distinguish the
two parts is 0.7. As discrete data/classes, we obtained two groups of almost equal size.
Finally, in the current proof-of-concept, we opted to define processes with negative
outcome (OUT-NEG) as all cases below the threshold, as well as processes with positive
outcome (OUT-POS) above the threshold. The value of each student’s outcome has
been saved in the event log.

3.4 Process mining techniques

Variant analysis (RQ1)

A first exploration involves the analysis of event logs and diagrams obtained from
process discovery. We inspect both the complete log and the individual processes
of interest according to our RQ1. First, we investigated the students’ performance
concerning the corresponding learning outcomes (Section 4.2). In particular, we intend
to analyse the log according to several dimensions to identify interesting behaviors. The
variants will be considered in relation to the overall completion time of the tutorial,
the time spent on each page, and the student’s movements between paragraphs and
pages of the tutorial. We also proceeded with an automated comparison aimed at
quantifying the existing differences. More precisely, in this work, we apply the approach
proposed by Bolt et al (2018), which takes into account both behavioral and context
process similarity. The first one considers how activities are executed in the compared
executions. The second one takes into account the context in which the executions
occur, defined using the data attributes stored in the event log. The approach takes
as input two event logs corresponding to the set of executions to compare. Then, it
computes the differences among them in terms of behavior or context and builds a
transition system representing the behavior of both variants, where states or edges
showing relevant differences between the two variants are annotated accordingly. Note
that these annotations are visualized using different colours and thicknesses of the
transition system elements.

Second, we compared the three discovered processes about Track1, Track2, and
Track3 to investigate any differences of interest (Section 4.3). The first analysis con-
cerns tracking timing and outcome. Second, we focus on the times between individual
lessons in the three tracks. Finally, we examine the backward jumps between para-
graphs and pages in each track (intended as the action of returning to a previous
section or page of the tutorial). We intend to examine this behavior as it may indicate
a desire for better learning or distraction, according to the domain experts.
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To analyse the event log, we used academically licensed DISCO from Fluxicon7,
as well as ProM8 to perform the automated variant analysis (process-comparator
module).

Predictive Process Monitoring (RQ2)

Predictive Process Monitoring (PPM) (Maggi et al (2014)) is a branch of PM research
that aims to predict the future development of ongoing process cases given their
uncompleted traces. According to our RQ2, we aim to predict students’ performance
based on the learning process taken by the students in earlier stages (an outcome-based
prediction). Figure 5 summarises the phases of our PPM exploration. First, from the
complete event log, we refer to the sequences of events recorded up to a certain point
in time during the execution of a process. These partial event sequences are called pre-
fixes to be used for predicting the future behavior of the process. In the training phase
on machine learning models, prefixes extracted from the traces of the event log (Di
Francescomarino and Ghidini (2022)) become vectors according to different encoding
techniques. In our research, we used Index Encoding (IE), Boolean Encoding (BE) and
Frequency Encoding (FE) (Di Francescomarino and Ghidini (2022)) methods to ver-
ify which one leads to better results with the available data. In particular, in IE, each
feature corresponds to a position order in the sequence, and the possible values for
each feature are the event classes; BE represents a sequence through a feature where
an event is indicated by 1 if it occurred in the prefix, 0 otherwise; FE represents the
control flow in a case with the frequency of each event class in the case. Figure 3
describes an example of the three encodings; the IE (Figure 3.a) includes the sequence
of events that occurred for each Case ID (e.g., for Case ‘ID01’, the first event occurred
IF ELSE PageIN 0), and the third is IF ELSE MouseIN 1). BE (Figure 3.b) assigns 1
for events that occurred and 0 for those that did not occur for each Case ID (e.g., for
Case ‘ID01’, the event IF ELSE PageIN 0 occurred while IF ELSE MouseOUT 1 did
not). Finally, FE (Figure 3.c) includes the frequency with which the events occurred
(e.g., for case ‘ID01’, the event IF ELSE PageIN 0 occurred 3 times).

Finally, supervised experiments are applied to these trace representations to obtain
a predictive model. Such a model can then be applied to new partial traces. At runtime,
predictions are made on incomplete traces. Since our research aims to make predictions
as early as possible, we focused on the subset of the prefix log with the initial part
of the process, i.e. a length of 40 (which corresponds to the first page/lesson of the
tutorial), 80 (which corresponds to the second page/lesson of the tutorial), or 160
(which corresponds to the third page/lesson of the tutorial). We trained two single
classifiers: Random Forest (RF) and eXtreme Gradient Boosting (XGB). The traces
in input to classifiers are zero-padded to have a fixed length.

Figure 4 graphically shows a complete trace of length n (Figure 4.a) as well as the
trace prefixes of length 1 (Figure 4.b), length 2 (Figure 4.c), and length 3 (Figure 4.d)
with zero-padding.

Outcome prediction In terms of technology, we used the open-source toolkit
Nirdizati (Rizzi et al (2022)), which supports the various phases of the PPM just

7https://fluxicon.com/disco
8https://promtools.org
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Fig. 3 Examples of prefixes encoded with simple-index (a), boolean (b) and frequency (c). Full size
image available at https://bit.ly/3Tm6GJD

Fig. 4 Examples of prefixes starting from a complete trace (a) and related trace prefix of length
1 (b), length 2 (c), and length 3 (d), all with zero-padding to have the same length. Full size image
available at https://bit.ly/3Tm6GJD

described.9 Table 1 summarises the trace features used as input for the prediction
models. The output is the binary classification between positive outcome (OUT-POS)
or negative outcome (OUT-NEG).

Table 1 Trace features used as input for the prediction models

Trace feature Description
event Encoded version of the event
trace total time Total trace time
track Tutorial track {1, 2, 3}
student age Age of the student
student gender Gender of the student {M, F, other}
click num Number of clicks
dclick num Number of double clicks
page jump num Number of backward jump per page
para jump num Number of backward jump per page paragraph

9http://research.nirdizati.org
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Fig. 5 Overview of our PPM exploration based on machine learning models. Full size image available
at https://bit.ly/3Tm6GJD

The prediction results are evaluated with K-fold cross-validation and F1-Score,
i.e. the harmonic mean between recall and precision (Géron (2022)), and the Area
Under the Curve (AUC) (Fawcett (2006)). The F1-Score metric is a unique measure
of models’ prediction performance with an imbalanced dataset (Buckland and Gey
(1994)), while the AUC metric is calculated by assessing a classification model’s ability
to distinguish between classes (Fawcett (2006)). The hyperparameters optimisation
used by Nirdizati is Hyperopt (Bergstra et al (2015)).

The computations were carried out by an ARM architecture-based chip with 3.2
GHz speed (10-Core CPU / 24-core GPU) and 32 GB of RAM.

4 Results

4.1 Event log analysis

The complete dataset includes sessions from the tutorial administrations. Table 2
shows the main statistics of the event log: most students concluded the tutorial with a
median duration of 37.8 minutes as well as an average duration of 41.3 minutes. The
standard deviation (STD) of 28.9 minutes is quite relevant; in fact, there is considerable
variability. In the most extreme cases, some students completed the tutorial very
quickly (5 minutes) while, on the contrary, a few students needed 2 hours to complete
it.

Table 3 shows a snapshot of the resulting event log, with the three main properties
in the event log (Case ID, Activity, Timestamp) and an example of the other features
we added as attributes of the traces, namely the type of track that the student trav-
elled. According to the final survey, the 82% of students expressed high appreciation
for the tutorial. This seems relevant both to ensure the effectiveness of the proposed
approach and to proceed with the examination of the results.

4.2 Learning processes and outcome analysis

Analysis of the learning process’ timing

In terms of time analysis, we focus on the overall duration of the learning process and
the time spent on individual tutorial pages. The duration of the learning processes
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Table 2 Main statistics on the event log obtained from the tutorial: the first line shows the statistics of
all cases, the second line those of cases with a positive outcome (OUT-POS), the third line shows those
with a negative outcome (OUT-NEG). Times are expressed in hours (h), minutes (m), and seconds (s)

Cases Total
Median
duration

Mean
duration

STD
Min

duration
Max

duration
Backward

jumps (avg)
Complete 242 37.8 m 41.3 m 28.9 m 5 m, 8 s 2 h, 19 m 1.64
OUT-POS 130 42.7 m 45.8 m 32.8 m 5 m, 8 s 2 h, 2 m 1.79
OUT-NEG 112 32 m 36.1 m 21.7 m 5 m, 51 s 2 h, 19 m 1.56

Table 3 A sample example of the event log including the activities of a single
student identified with Case ID ‘ID01’, navigating to the IF-ELSE, FOR,
TYPES, and LISTS web pages in Track3 learning path (‘Track’ and ‘Quiz’ are
trace features)

Case ID Activity Timestamp Track Quiz

ID01

IF ELSE PageIN 0 2023-03-29 17:38:50

3 0.8

IF ELSE MouseIN 1 2023-03-29 17:39:13
IF ELSE MouseOUT 1 2023-03-29 17:39:23
IF ELSE-Q PageIN 0 2023-03-29 17:40:02
IF ELSE-Q PageOUT 0 2023-03-29 17:40:15
FOR PageIN 0 2023-03-29 17:40:16
FOR MouseIN 1 2023-03-29 17:40:20
FOR MouseOUT 1 2023-03-29 17:40:24
FOR MouseIN 2 2023-03-29 17:40:31
TYPES PageIN 0 2023-03-29 17:46:44
TYPES MouseIN 2 2023-03-29 17:46:57
TYPES MouseOUT 2 2023-03-29 17:47:01
LISTS PageIN 0 2023-03-29 17:55:41
LISTS MouseIN 1 2023-03-29 17:55:42
LISTS MouseOUT 1 2023-03-29 17:55:48
LISTS MouseIN 2 2023-03-29 17:57:56

(median and average duration) clearly indicates that students with positive outcome
took longer. As summarized in Table 2, the median duration of the tutorial is about
46 minutes for students with positive outcomes, while students while students with
negative outcomes took a median time of 32 minutes. Concerning students with poor
performance spending less time consulting computer tutorials could be attributed to
several factors. A hypothesis is that these students may lack the necessary foundational
knowledge to engage effectively with the tutorial content. As a result, they may rush
through the material without fully understanding it, leading to lower performance
outcomes (Sweller (1994)).

The behavior on individual pages of the students with positive/negative outcome
is also analyzed. We note how the top-performing students were slower for each of
the ten pages, and we identify a significantly longer median duration than those who
performed poorly. As Table 4 highlights, times on pages are always broadly higher
for the group that will get a successful outcome. The stay on the pages can often be
more than twice as long. Interestingly, this behavior appears already in the first pages,
suggesting a student’s attitude that can thus be intercepted as early as the first part
of the tutorial execution.
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Table 4 The duration (in seconds) on individual pages for the group of cases with positive outcome
(OUT-POS) and negative outcome (OUT-NEG)

INTRO PROG VARS IFELSE FOR TYPES CONV LIST DICT FUNCT

OUT-NEG 66 79,5 71 79 59 126 81 61 58.5 28

OUT-POS 120 120 138 138 116 294 150 150 82 58

The movements between pages or paragraphs

By observing the jumps between different pages or activities (i.e. paragraphs) during
the course of the tutorial (Table 2), we can observe a meaningful difference in students’
behavior in carrying out the tutorial. We computed the average number of backward
jumps in relation to the learning outcome. The group of students with positive outcome
appears to go back more frequently (1.79 jumps backward on average), with less
linear behavior, than those with negative outcome (1.56 jumps backward on average).
A behavior perhaps aimed at improving contents understanding, corresponding to a
more reflective attitude.

Together with the previous observation about timing, the result seems to indicate
that students with positive outcome focus more carefully on the content and return to
topics already covered, while those with negative outcome proceed quickly towards the
next paragraph, without going back very often and making sure they have understood
the tutorial content.

Automated variant analysis results

Finally, we perform a statistical comparison of subgroups’ traces with positive and
negative outcomes (as mentioned in Section 3.3, we exploit Process Comparator plugin
in ProM tool). Such a comparison allows to identify which parts of the tutorial appear
relatively more significant. Figure 6 reports the obtained results, whereas the darker
the color tone, the stronger the statistical relevance of the difference between activities.

To provide an idea of this type of analysis, we describe three cases that are of
interest. First, we focus on the frequency of activities. In Figure 6.a, the central para-
graphs in the pages concerning convertions (CONV) appear relatively more frequent
among students with positive outcome.

Second, in Figure 6.b, log comparison indicates that there are statistically signifi-
cant differences in terms of duration for performing the activities in the section LISTS.
Cases with positive outcomes spent more time, compared to negative ones, on the
paragraphs related to LISTS learning.

Third, regarding the differences between activities with respect to the correspond-
ing remaining times, the diagram in Figure 6.c shows that there are differences in
INTRO and PROG sections. Being the initial activities of the tutorial, this observa-
tion confirms what we had already found in the analysis about timing, namely that
students with positive outcome take longer from the tutorial beginning to finish the
activities.

These results illustrate the possibilities offered by this type of automatic analysis.
Overall, these suggestions may indicate the parts of the tutorial to focus on to propose
possible improvements.
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Fig. 6 The automated processes comparator analysis output of negative or positive outcomes, with
respect to (a) trace frequency, (b) elapsed time, and (c) remaining time. Image generated with ProM.
Full size image available at https://bit.ly/3Tm6GJD

4.3 Analysis of learning tracks

The three learning tracks

To explore the three learning paths, we consider the main measures on time and
performance. As summarized in Table 5, Track1 is longer than the other two (median
duration of 42.1 minutes), achieving better results (71.2% of correct answers). On
the opposite, Track3 is relatively shorter (29.9 minutes), with a lower performance
(64.9% of correct answer). These results suggest the existence of some differences, to
be examined in more detail in the next paragraphs by focusing on time and outcome.

Table 5 Students’ performances in the three tutorial tracks, i.e. the number
of cases, the mean, the median, and the STD in terms of minutes for each
track

Track Cases Median (min) STD (min) Correct answers
1 33% 42.1 22.4 71.2%
2 28% 32.4 26.6 70.1%
3 39% 29.9 35.2 64.9%

Time analysis of learning tracks

A further insight concerns the analysis of times between individual pages. We focus
on the central activities of the tutorial concerning the three topics (of two lessons
each) into which the flow described in Figure 1 is divided. As depicted by Figure 7, we
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Fig. 7 Performance analysis (median duration between the activities) of the three tracks’ central
activities (the first part common to all tracks is not present). Image generated with Fluxicon DISCO.
Full size image available at https://bit.ly/3Tm6GJD

examine the time between pages of the three tracks, i.e. the pairs TYPES and CONV
(DATA TYPES topic), IF ELSE and FOR (CONTROL STRUCTURES topic), LISTS
and DICTS (DATA STRUCTURES topic).

Two interesting regularities appear relatively evident. First, we notice the regular-
ity of a quickening towards the concluding activities in all tracks, regardless of track
type. In fact, in each track, the initial topic always took longer than the others that
follow in the exercise. Similarly, when the topic appears at the end of the track, it is
always carried out faster. This phenomenon can be interpreted as a familiarity gained
with the content of the tutorial or an indicator that the student gets bored and tries
to go faster in the second part, regardless of the lessons he or she has to go through.

A second observation is that the order in which topics are presented affects
the duration of the execution. Specifically, for the same content, the duration is
different depending on whether it is presented earlier or later. For example, CON-
TROL STRUCTURES topics are performed more slowly if presented at the beginning
(median duration of 5.4 minutes, in Track3 ) and much faster if presented later (2.8
minutes in Track1 and 3 in Track2 ).

These recurrent activity flows, therefore, suggest presenting attention to the order
of the activities, as the most important ones should be offered at the beginning of the
short tutorial when attention appears highest.
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Outcome analysis of learning tracks

A joint examination of the three tracks’ median duration and the outcome provides
additional insights. Positive cases are always longer than negatives for each track, as
mentioned. More interestingly, the median duration of Track1 is always higher than
Track2 or Track3, both for cases with positive (44.2 instead of 39 or 43.2) and negative
outcomes (39.6 instead of 31.6 or 26.8). This seems to imply that Track1 favors a
greater depth of contents.

Focusing on Track3, students with positive outcome had a very long average dura-
tion, almost equal to Track1, while in contrast those with negative outcome were the
group that went the fastest of all. A possible interpretation is that Track3 forced those
who wanted to achieve good results to pay more attention, while it accelerated the
progress of the tutorial for those who were not motivated to achieve a good result.

The analysis of backward jumps (Table 6) confirms how Track3 was the one that
forced students to go deeper into the topics, regardless of whether the learning out-
come is positive or negative. While the numerosity of the subgroups does not allow
for generalization, these findings deserve to be further investigated, as they show the
importance of focusing on the paths taken. A qualitative investigation would be nec-
essary to understand the differences between the paths and evaluate the contents
proposed by the learning track, which is out of the scope of the current work.

Table 6 Average number of jumps per page
based on quiz result for the group of cases with
positive outcome (OUT-POS) and negative
outcome (OUT-NEG)

Cases Track 1 Track 2 Track 3
OUT-POS 1.91 3.21 2.03
OUT-NEG 1.82 2.12 2.18

4.4 Outcome predictions

This Section describes the predictive models results to investigate the outcome of the
pathway after the first part of the tutorial, according to our RQ2. As mentioned in
Section 3.4, prefixes of lengths 40, 80, and 160 have been extracted to investigate
the first half of the process whose outcome we want to predict. Table 7 describes the
results obtained from the XGB and RF models. The prediction results improve as
the prefix size increases. Apart from the shortest prefix length (40), which gets poor
results, already with a length of 80, the XGB model (better than RF) gets results of
some interest. Interestingly, XGB with IE is somehow always better than RF. In the
best case, before the midpoint of the student’s online course, the final trajectory was
predicted with about 70% accuracy using XGB with IE coding (F1-Score of 0.6721,
Accuracy of 0.6741, Precision of 0.6846, Recall 0.6781, and AUC 0.7221); both AUC
and F1 are consistent in defining the best classifier for each prefix.

Even though the algorithms are both ensemble types( )Dietterich (2000)), it can
be observed that RF performs better with FE encoding while XGB with IE encod-
ing. These prediction results are not only quite satisfactory in themselves, but more
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importantly, they show a good possibility in our proof-of-concept, a sign that such an
analysis can be done and at the same time provides a baseline from which to start and
to compare with. In terms of time, the computation for training the machine learn-
ing models took about 30 minutes for the 40 prefixes to about 4.5 hours for the 160
prefixes (the most time-consuming optimization is that of the XGB).

Domain experts can analyse the prediction model’s results and make other consid-
erations. By using a prediction model, teachers can more timely identify students who
might encounter difficulties in the tutorial. This allows them to intervene early and
provide targeted support to improve students’ performance. Knowing at-risk students
allows teachers to adapt their teaching to meet the specific needs of these students.
They can provide additional resources, offer individual tutoring sessions or change the
pace of the course to ensure that at-risk students have a better chance of success.
Focusing instructional resources on students needing additional support can optimise
teaching efficiency. Teachers can allocate more time and resources to these students,
enabling them to maximise their educational impact. Using the model as a continuous
assessment tool, teachers can continuously monitor student performance throughout
the tutorial. They can timely identify changes in students’ performance over time and
adapt teaching strategies accordingly. Moreover, by analysing the predictive data pro-
vided by the model, teachers can assess the effectiveness of their tutorial and identify
areas requiring improvement. They can then modify course content, teaching methods,
or assessments to maximise students’ success.

5 Discussions

In this section, we discuss the strengths and weaknesses of our approach, some
reflections on the capability of process mining, and the generalizability of our work.

Strengths and limitations of our work

The teachers involved in administering the tutorial evaluated the results positively.
From an instructional point of view, information about the learning pathways allows
teachers to understand what is happening within the specific lessons. Sequential learn-
ing has been recognized as the winning strategy in most cases. In addition, speed of
execution and a lack of desire to go deeper were recognized as key factors in learning
failure. We are aware that our study has some weaknesses. First, there is a lack of
contextual knowledge, e.g., previous knowledge of programming skills from students
involved in the tutorial (being non-computer courses, we assumed that almost every-
one was ignorant on the topic - in any case, we are interested in an aggregate/average
measure, so outliers are smoothed). Second, we do not discriminate between users
with difficulties in using computers or interacting with technology. While we assumed
they are a minority in our study, we will try to take this into account for future work.
Third, our approach is focused on data that can be tracked by the information system.
This means that the investigation of the cognitive dimension is not immediate. The
qualitative analysis of the learner’s educational context at the moment of the tuto-
rial’s administration is a common problem in other studies in the educational process
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Table 7 Prediction results: for each prefix and its relative encoding (BE, IE or FE), it is possible
to compute the performance (F1-score, Accuracy, Precision, Recall) of each algorithm (RF or
XGB). The best performance is achieved by XGB in the configuration with prefixes encoded in IE
mode, while the best RF results are obtained from prefixes encoded in FE mode. Bold values are
the cases with the best results for each prefix length, while the second best ones are underlined

Algorithm Prefix len F1-score Accuracy Precision Recall AUC
RF (IE) 40 0.5677 0.5683 0.5702 0.5696 0.5788
RF (BE) 40 0.5522 0.5547 0.5586 0.5569 0.5777
RF (FE) 40 0.4223 0.4737 0.47 0.4816 0.5409
XGB (IE) 40 0.5633 0.5652 0.5688 0.5672 0.594

XGB (BE) 40 0.5305 0.5318 0.5341 0.5335 0.5465
XGB (FE) 40 0.559 0.5596 0.5615 0.5609 0.5878
RF (IE) 80 0.549 0.5823 0.6458 0.5956 0.6695
RF (BE) 80 0.546 0.5496 0.5574 0.5547 0.5886
RF (FE) 80 0.5598 0.5643 0.5743 0.5699 0.6443
XGB (IE) 80 0.6168 0.6184 0.626 0.6225 0.668
XGB (BE) 80 0.5534 0.5538 0.5565 0.5561 0.5515
XGB (FE) 80 0.5895 0.5895 0.5907 0.5907 0.627

RF (IE) 160 0.5479 0.5509 0.5571 0.5549 0.5875
RF (BE) 160 0.5699 0.5727 0.5798 0.5767 0.6026
RF (FE) 160 0.6182 0.6191 0.624 0.6219 0.6619

XGB (IE) 160 0.6721 0.6741 0.6846 0.6781 0.7221
XGB (FE) 160 0.49 0.4928 0.4964 0.4965 0.5267
XGB (FE) 160 0.5041 0.5225 0.5376 0.5308 0.5585

mining field. Finally, we can improve the survey by increasing data requested by the
students, e.g. demographic data.

Finally, we offer some concluding remarks on the technology’s capacity adopted in
this work. As the variation of events is relatively low, this has resulted in a limitation
to the full utilisation of the process mining’s potential. Due to the lack of a wide vari-
ation of events, the insights generated in this work may not fully reflect the dynamics
of the underlying processes. We have already pointed out that our work focuses on
control flow analysis and the automatic extraction of events recorded in the computer
system. This analysis may result in a narrow view of the process, potentially leading to
incomplete or distorted conclusions, and must be incorporated with contextual knowl-
edge, as mentioned above within the limitations of our study. To address this issue,
we identify three main strategies that should be considered by future work aimed at
leveraging PM techniques for this kind of analysis. First, there is a need for a diverse
and comprehensive dataset. Future studies should aim to include a wider range of
event types and instances to capture a broader spectrum of process variations; second,
complement other analytical methods to provide a more holistic understanding of the
process, e.g. through qualitative analysis; third, case selection should be carefully con-
sidered, including a diverse sample of cases in order to improve the applicability of
PM and lead to more robust results; fourth, an iterative and integrated approach with
domain experts (as suggested by studies on interactive process mining) starting from
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the preliminary data collection and analysis stages to gradually improve the richness
of the dataset.

Generalizability of the results

Regarding the approach’s generalizability, we highlight that the methodology proposed
to generate the event log can be easily applied to leverage process mining on other
web-based tutorials under the condition that they track similar kinds of data. We
argue that such conditions are easy to satisfy. Our work is based on web technologies,
which became a common way to offer self-learning tutorials. In addition, our results,
intended as data, techniques and instruments are publicly accessible, thus the results
can be replicated. Second, the proposed solution can be easily applied to a broader
context, both as a type of user of the tutorial and as content. Short-term tutorials, in
fact, can be adopted for various types of audiences, not only university students, as
in our case. Furthermore, the contents can also vary, defining in a congruent way an
adequate linguistic register for the description of the proposed contents.

6 Related work

This section provides an overview of related work, highlighting the main differences
in our work to position it with respect to the state of the art.

Our work falls within the stream of studies on learning with computer-based
methods, which typically involve the measurement, collection, analysis, and report-
ing of data about learners and the context in which they occurs. Such studies
investigate students’ actions through traces detected by e-learning systems in the
context of LMSs (Turnbull et al (2020)). Courses based on Learning Management Sys-
tems (LMSs), such as Massive Open Online Courses (MOOCs). In the following, we
focus on work leveraging process mining and machine learning techniques to model
learning processes and predict their outcomes.

Learning processes and process mining. The recent discipline of PM concerns ideas,
methods, and tools to extract knowledge from a time series of activities, i.e. event
logs (van der Aalst (2016)). The students’ behavior can be explored in three directions:
comparison of students’ behavior, performance prediction based on students’ behavior,
and learning strategy evaluation (Wafda et al (2022)). Several previous studies already
explored PM to improve educational processes (Ghazal et al (2017)(. Process discovery
techniques were used also to investigate students’ different web behavior strategies
in tackling quizzes in online tests (Juhaňák et al (2019)). Similar to our work, the
authors investigated the adoption of PM to analyse students’ quiz-taking behavior
patterns, but they focused on an LMS. In Moreno et al (2021), the authors promoted
a correlation study between the behavior of the learner (i.e. the number of connections
between the sections of a course followed) during the learning process and their mark
obtained on the final exam, starting from an event log obtained from the LMS. The
study in Cerezo et al (2020) aims to discover the self-regulated learning processes of
students in an e-learning course using PM techniques, by applying the Inductive Miner
algorithm to interaction traces from 101 university students on the Moodle platform.
The algorithm revealed optimal models for both passing and failing students, offering
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insights into successful self-regulated learning processes. Another study used process
mining from an university LMS to analyse learners’ behavior (Sedrakyan et al (2016)),
while the study in (Sedrakyan et al (2014)) analyses 20 cases to study patterns linked
to learning performance, enhancing teaching guidance with process-oriented feedback.

Predicting the learning outcome. In (Yu and Jo (2014)), web-log data from a
Moodle-based LMS were used to investigate 84 students’ academic achievements. A
multi-regression analysis showed a significant correlation with the final learning grade.
Finally, the authors suggest that “educators should pay more attention to improve the
process of learners’ achievement”. In another study, students’ behavior has been mon-
itored for evaluation purposes during a semester by constructing an event log of their
activities in a specific LMS (Cenka et al (2022)). The authors stated that teachers
must design teaching strategies that provide early or real-time detection of students
who do not follow the learning path. Predictive models have been implemented using
students’ behavior based on an edX-based LMS (Deeva et al (2022)), to identify under-
performing students early (De Smedt et al (2019)), as well as students’ abilities before
and after problem-solving tasks (Liu et al (2022)) by using Gradient Boosting Decision
Trees on historical event logs. Other predictive studies involve the automated analysis
of traces left by students in MOOCs (Romero and Ventura (2020)), also by differenti-
ating various subgroups of learners (Luna et al (2022)), demonstrating how to predict
the performance of students at an early stage (Umer et al (2017)), as well as to predict
student’s outcome in a course by exploiting information on LMSs (Umer et al (2019)).
A previous research identified three main types of outcome prediction: the exact final
grade (e.g., the range can correspond to a scale from 0 to 10), a mapping into a lim-
ited number of categories, usually 4 or 5, or a discretization into two categories, i.e.
negative/positive (Hu et al (2017)). Our work focused on the last categorization.

Learning styles. Learning styles have been the subject of many studies that rec-
ognized the existence of multiple factors, often attributable to the learner’s personal
characteristics or the used technologies. A recent literature review summarized the
existing theories on learning styles (Truong (2016)). As they generally suffer from
validity and reliability issues (Coffield et al (2004)), no theory outweighs the others.
Nevertheless, one of the most popular theories that has been applied in e-learning sys-
tems is the Felder-Silverman one (Felder and Silverman (1988)). Their theory includes
the categorization between sequential versus global learning styles: sequential learning
style concerns the acquisition of understanding in a linear fashion, with a logical pro-
gression of ordered steps; on the contrary, a global learning style involves absorbing
material more disorderedly, including non-linear connections and jumps between the
various parts (Felder and Brent (2016)).

In Mukala et al (2015), process discovery has been applied to investigate learning
styles in a MOOC course, finding a positive correlation between sequential learning
and students’ performance. Process analysis revealed that successful students followed
the learning path while less successful students did not (Cenka et al (2022)). A relevant
issue concerns the consideration of the learners’ goals and their regulatory mechanisms.
A conceptual model and a practical case example have been proposed with the adop-
tion of a feedback-driven dashboard, i.e. a dashboard designed on the basis of empirical
evidence to enhance learning regulation by providing both cognitive and behavioral
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feedback (Sedrakyan et al (2014)). In their work, process discovery has been adopted
to investigate the interactions between user participants. Previously, process discov-
ery has been used to analyze the detailed logs of novice users’ interactions within a
specific tool in Sedrakyan et al (2020). This kind of research connects process-mining
enabled analysis of learning processes and behaviors with learning theories, aligning
data collection and analysis with underlying learning processes from the learning sci-
ences. By examining 20 cases with over 10,000 logged events, process discovery helped
identify patterns and sequences in the learning process. Our work contributes to this
cross-domain direction by studying learning behavior in a real-world situation.

The study in Liegle and Janicki (2006) explores how customizing web-based
learning to match individual styles -distinguishing between “Explorers” (who prefer
self-navigation) and “Observers” (who follow structured paths)- can enhance learning
effectiveness. With 58 participants, findings suggest that learning outcomes improve
when the system’s navigation style aligns with the user’s learning preference, empha-
sizing the potential of adaptive learning platforms. “Explorers” performed better when
jumping between content, while “Observers” excelled with linear navigation. This indi-
cates that customized learning platforms, responsive to individual preferences, can
enhance learning outcomes. We investigated these modes of behavior in a short tuto-
rial. Finally, a relevant feature of a learning style concerns its duration. Our assumption
is that the learning style remains fixed for the duration of the tutorial, according
to Truong (2016).

Learning design. Studies on learning styles demonstrated how hypermedia tech-
nologies benefit learners with different needs (Liu and Reed (1994)). As in our work,
the application of automated process analysis in education has also been shown to
have impact on the field of Learning Design, which can be defined as “a methodol-
ogy for enabling teachers/designers to make more informed decisions in how they go
about designing learning activities and interventions, which is pedagogically informed
and makes effective use of appropriate resources and technologies” (Macfadyen et al
(2020)).

According to a recent review, the most frequent kind of learning concerns ‘assim-
ilative activity’, such as reading module materials, which corresponds to the one
addressed in our work (Rienties et al (2015)).

Our study leverages process mining and machine learning techniques with a simi-
lar purpose than previous studies, namely, to determine learning processes describing
behaviors of successful and less successful students and to predict students’ perfor-
mance before the end of the learning trajectory. Compared with the state-of-the-art,
the distinguishing features and improvements of our work include the following main
points:

• the focus of our analysis concerns a learning path of short duration (two hours at
most) and not months or years as in most studies;

• the exploitation of web technologies to track behavior within tutorial paragraphs
on web pages, and do not use data from pre-existing systems such as MOOCs used
by most studies in this area;

• the application of process mining analysis on short tutorials in such a tracking
system.
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To the best of our knowledge, no previous work has addressed this type of analysis on
relatively short learning paths, exploiting web-based technologies with process mining
techniques.

7 Conclusions

The paper proposed a methodology for studying the learning of short tutorials using
the combination of a web tracking system and the application of process mining
techniques at descriptive level. In a practical case study, we demonstrated how this
methodology could investigate the learning path and activity flows of students who
did well and poorly (RQ1). Our analysis suggests differences in students’ learning and
satisfaction adopting a specific order among topics.

Finally, the proposed methodology can be applied to identify possible bottlenecks
and other hints in relatively short learning paths. The fact that the student who
performs poorly goes fast from the start, as well as behaves with a more linear path
instead of jumping back to previous paragraphs, may suggest that the system can make
appropriate slowdowns or alerts when it detects potentially dangerous behavior in
learning. The prediction results (RQ2) encourage the adoption of a prediction system
in the tutorial’s initial part (ideally at the end of the third lesson) to investigate
students who are at risk of insufficient learning after the first part of the course.

Future work. We aim to increase the number of tutorial administrations to obtain
more statistically significant results. In addition, we plan to extend the survey with
more variables, e.g., demographic data and previous knowledge. From a learning design
perspective, we would like to gather more suggestions on the usability front and address
bottleneck analysis of the present tutorial to identify valuable suggestions for imple-
menting an improved version. The new version of the tutorial can then be resubmitted
to another similar set of students to investigate the improvements, as part of pre-
scriptive process monitoring (Kubrak et al (2022)). For instance, our PM analysis can
identify paragraphs of the actual version of the tutorial where most students spend too
much and be grounds for restructuring for a new, improved version. We aim to extend
our work by implementing appropriate feedback to students, in order to investigate
aspects of the cognitive thinking process or regulation.

Moreover, as domain experts have suggested, we may include a survey of student’s
initial knowledge of the subject (programming in Python) before the tutorial to assess
its benefits at the end of the learning path. As far as the prediction phase is con-
cerned, in future research, we intend to explore explainability issues (Meo et al (2022))
as well as deep-learning models such as long short-term memory, generative adversar-
ial networks, and transformers, which require larger amounts of data to be trained
effectively (Jordan and Mitchell (2015)).
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