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Abstract
Stereotypes have been studied extensively in the fields of social psychology and, 
especially with the recent advances in technology, in computational linguistics. Ste-
reotypes have also gained even more attention nowadays because of a notable rise 
in their dissemination due to demographic changes and world events. This paper 
focuses on ethnic stereotypes related to immigration and presents the StereoHoax 
corpus, a multilingual dataset of 17,814 tweets in French, Italian, and Spanish. The 
corpus includes conversational threads reporting on and responding to racial hoaxes 
about immigrants, which we define as false claims of unlawful actions attributed 
to specific ethnic groups. This work describes the data collection process and the 
fine-grained annotation scheme we used, which is based mainly on the Stereotype 
Content Model adapted to the study applied to immigrants of Bosco et al. (2023). 
Quantitative and qualitative analyses show the distribution and correlation of anno-
tated categories across languages, revealing, for instance, intercultural differences 
in the expression of stereotypes through forms of discredit. To validate our data, we 
performed four machine learning experiments using pre-trained BERT-like models 
in order to lay a foundation for automatic stereotype detection research. Leveraging 
the StereoHoax corpus, we gained crucial insights into the importance of context, 
especially in relation to the detection of implicit stereotypes. Overall, we believe that 
the StereoHoax corpus will prove to be a valuable resource for the automatic detec-
tion of stereotypes regarding immigrants and the study of the linguistic and psycho-
logical patterns associated with their dissemination.

Keywords Racial Hoax · Immigration · Social psychology · Natural language 
processing · Stereotype detection · Corpus analysis

Warning: This paper includes examples that may contain instances of vulgarity, degrading terms and 
hate speech, which may be offensive to some readers.
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1 Introduction

Categorization is one of the most fundamental strategies that people adopt to make 
sense of the world and other people. However, categorization is also a mechanism 
that can lead to the creation of stereotypes and promote prejudice toward other 
groups (Allport et  al., 1954). In recent decades, stereotypes have been among the 
most important topics in social psychology, and renewed interest in ethnic stereo-
types has been motivated, especially by the changing demographic characteristics 
and by the world events affecting contemporary societies. This includes a growing 
population of older people, wars and ethnic conflicts in several countries around 
the world, the subsequent intensification of migration flows, and the rise of extreme 
right-wing ideologies.

Language is undoubtedly the predominant means by which stereotypes are com-
municated in interpersonal discourse, and several studies on social categorization 
and language confirm that a thorough knowledge of stereotypes can be acquired 
through an analysis of linguistic data (Nicolas et al., 2021; Maass et al., 2006). The 
application of forms of automated analysis and computational linguistics approaches 
to different text genres, languages, and communication strategies are increasingly 
present in these studies: Sánchez-Junquera et  al. (2021a), Ariza-Casabona et  al. 
(2022) and Bosco et al. (2023).

In this paper, we describe a multilingual corpus in which ethnic stereotypes relat-
ing to immigrants have been annotated using a fine-grained scheme based on a well-
known psychological framework. This corpus, hereafter StereoHoax,1 is the result 
of a joint effort by the STERHEOTYPES project research group,2 which involves 
researchers from Italy, France and Spain, all countries in which the phenomenon 
of ethnic stereotyping is indissolubly and historically linked to the arrival of immi-
grants from certain regions, mainly from Africa and Latin America.

The presentation of a preliminary release of this corpus was published in Bourge-
ade et al. (2023), which this paper extends upon in several key aspects: by discussing 
in greater depth the reference literature that comes from different disciplines, such 
as linguistics, computational linguistics and psychology; by reporting the results of 
novel statistical analyses and deep learning experiments; and by providing a more 
detailed description of the StereoHoax corpus itself.

Firstly, the originality of this corpus lies in the strategy applied for collecting 
data and the sources from which these data were drawn. Considering that stereo-
types often occur in conversations in which misinformation is spread, we used 
debunking sites to collect a set of fake news texts based on false claims that a 
crime or unlawful action had been committed by a member of a specific ethnic 
group, or descriptions of threatening situations or characteristics related to that 
group, namely racial hoaxes focused specifically on immigrants. Using the items 
in this set as seeds, we collected conversations about these hoaxes from Twitter. 
By collecting reactions to these hoaxes from social media users, we gained access 

1 The StereoHoax corpus is available for research purposes upon request.
2 https:// www. irit. fr/ sterh eotyp es/.

https://www.irit.fr/sterheotypes/
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to the conversational context of the hoaxes. This methodology, though partially 
conditioned by the differences in the data arising from the cultural context of the 
three languages (Italian, French, and Spanish), allowed us to collect three com-
parable corpora, in which it is possible to observe the behavior of social media 
users regarding stereotypes related to immigration. Our specific focus on com-
ments on Twitter responding to racial hoaxes was motivated by the very nature of 
the phenomena we wanted to study, that is, by the fact that stereotypes are very 
frequently and rapidly spread on social media such as Twitter.

Secondly, in order to go deeper into the features of these stereotypes in dif-
ferent cultural contexts, we created an annotation scheme inspired by the Stere-
otype Content Model (SCM) psychological framework (Fiske et  al., 2007) and 
subsequent elaborations on the SCM (Abele et al., 2016; Koch et al., 2016; Fiske, 
2018), and applied it to the StereoHoax corpus. Examples of the few datasets 
that can be used in computational linguistics experiments and in which stereo-
types are annotated include Ariza-Casabona et  al. (2022) and Sanguinetti et  al. 
(2020), but these datasets come with annotation schemes that do not highlight 
the characteristics of stereotypes at a fine-grained level. Moreover, they do not 
account for the conversational dimension involved in the spread of stereotypes, 
ignoring the relevance that context may have in the detection of stereotypes. Our 
scheme identifies the presence of stereotypes, describes the associated forms of 
discredit, shows whether the stereotypes are implicit or explicit in the messages 
and whether their interpretation depends on the associated conversational context 
(composed of the racial hoax and reactions to it on Twitter).

Finally, we validated the annotation scheme by performing deep learning 
experiments which highlighted the importance of contextual information for the 
detection of stereotypes in conversations. In particular, we performed experi-
ments using pre-trained BERT-like models, such as CamemBERT, GilBERTo 
and BETO for French, Italian and Spanish, respectively.

The StereoHoax corpus was created to improve the detection and classification 
of racial stereotypes related to immigration, for the first time taking into account 
the conversational context in which a message occurs and should be interpreted. 
It is devised to be a resource for training and testing machine learning systems 
with the novelty of making available key information regarding the context of 
the messages, thereby facilitating their classification. Composed of texts in differ-
ent though comparable languages, the StereoHoax corpus is a starting point for 
the investigation of racial stereotypes in a multicultural and intercultural setting, 
and for identifying the psychological and linguistic patterns related to them. The 
results of the experiments performed confirm the usefulness of this dataset and of 
taking into account the context of the conversation in the annotation.

This paper is divided into seven sections. In Sect. 2, we present the theoreti-
cal grounds from the fields of social psychology and computational linguistics 
that underpin our work and discuss the definitions of the notions upon which 
this work is based, i.e., stereotype, discredit, and hoax. In Sect.  3 and Sect.  4, 
we introduce the StereoHoax corpus and the annotation scheme, respectively. 
Section 5 presents the statistical analyses performed on our data. In Sect. 6, we 
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describe the experimental settings applied to our data, as well as an error analysis 
of the experiments. Finally, in Sect. 7, we discuss conclusions and future work.

2  Related work

2.1  Racial hoaxes

A racial hoax (RH) is a particular form of information disorder (Wardle, 2018) and 
can be defined as a communicative act featuring distorted and misleading informa-
tion in the form of a threat to individuals’ or societies’ health and safety, in which 
the protagonist is a person, or a group of people described in terms of their ethnicity, 
nationality, or religion (Cerase & Santoro, 2018).

In a broad sense, racial hoaxes are examples of fake news based on false or biased 
claims that certain unlawful actions have been committed by a member of a specific 
ethnic group.

Racial hoaxes are expressed through linguistic distortions aimed at creating a per-
ception of threat. They are transmitted primarily through biased words such as ‘ille-
gal immigrants’ or ‘COVID positive’ or by means of a description of immigrants’ 
actions, such as committing rape, spreading diseases, and obtaining social advan-
tages (for concrete examples of racial hoaxes, see Sect.  3). In particular, a racial 
hoax frequently contains linguistic forms that are typical of stereotypes and preju-
dices (D’Errico et al., 2022), which can be a powerful way to propagate distorted 
information by reinforcing anti-immigrant attitudes (Wright et  al., 2021). In order 
to define racial hoaxes or misleading news, it is crucial to take into consideration 
both the use of stereotypical and biased language and the untruthfulness of the news 
being reported (D’Errico et al., 2022).

Racial hoaxes can be seen as an additional form of news bias that can contribute 
to the spread of ethnic prejudice and discrimination (Esses et al., 2013), as already 
evidenced in crime news stories in which the use of biased language promotes asso-
ciations between crime and immigrants (Vaes et al., 2017). A recent content analysis 
study conducted on a corpus of Italian racial hoaxes described their psycholinguistic 
characteristics (D’Errico et al., 2022), which were found to be based mainly on ste-
reotypical language and simplistic content, thereby favoring heuristic and automatic 
processing of the news.

In general, immigrants are defined in RHs as perpetrators of negative actions, 
with a marked tendency for the "journalist" to adopt an aggravating and discrediting 
stance. Immigrants are rarely described as victims of negative actions and negative 
actions against them are often described in statistical terms, thereby fostering emo-
tional detachment from them (Arcuri, 2015). An example of a fact-checked head-
line3 is shown in Fig. 1.

3 https:// www. newtr al. es/ bulo- pelea- inmig rante- maspa lomas- muere- joven- canar io/ 20210 121/.

https://www.newtral.es/bulo-pelea-inmigrante-maspalomas-muere-joven-canario/20210121/
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2.2  Stereotypes and forms of discredit

According to Allport et al. (1954), a stereotype is the product of a categorization 
process consisting of attributing certain features to a social group, such as immi-
grants, who are described systematically, for instance, as criminals or illegals. These 
attributed labels are generalized to cover a whole set of people who share certain 
characteristics of identity, regardless of individual variations (Allport, 1935). Ste-
reotyping is a rapid, automatic process that saves cognitive resources by creating a 
kind of shortcut by employing simplified structures, thereby reducing the amount 
of information to be considered. This process generates cognitive beliefs that are 
generally related to the content of the stereotype, e.g., women cannot drive, but also 
includes evaluative, motivational, and emotional elements that express a subjective 
stance toward a social group, which may become the object of prejudice and dis-
crimination (Allport, 1935). Stereotypes can also be reinforced through specific lin-
guistic choices.

From a psycholinguistic point of view, stereotypes can be expressed both implic-
itly and explicitly. For instance, they are implicit and subtle when the speaker exag-
gerates cultural differences or refuses to express positive feelings towards the target 
group (Pettigrew & Meertens, 1995). Implicitness can be conveyed by more com-
plex forms such as metaphors (Collins & Clément, 2012) and negation bias (Beu-
keboom et al., 2010). More recently, Schmeisser-Nieto et al. (2022) drew up criteria 
for identifying implicit stereotypes by means of several linguistic strategies includ-
ing anaphoric reference, rhetorical questions, irony or sarcasm and humor and jokes 
(Poggi et  al., 2011a). In contrast, the explicitness of the stereotype can be recog-
nized when the speaker directly attributes a negative evaluation of immigrants by 
means of derogatory adjectives or insults (Collins & Clément, 2012; D’Errico & 
Paciello, 2018; D’Errico and Poggi, 2014).

A closely related theoretical notion is that of dehumanization, which high-
lights how language can be used to express extreme forms of out-group denigra-
tion (Bandura, 2002) through linguistic forms that negate targeted human char-
acteristics, such as the ability to reason or feel emotions (Haslam, 2006), thereby 

Fig. 1  Image from the fact-checking site ‘Newtral,’ showing a racial hoax circulated on social media. 
The headline translates to: ‘Young Canary Islander attacked by an immigrant in the parking lot of Plaza 
del Hierro in Maspalomas dies’
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lowering humans to the level of animals or even to the level of viruses or diseases 
through the language of biological dehumanization (Utych, 2018).

In this sense, in addition to focusing on specific ways of expressing stereo-
types, psychosocial literature has also highlighted the content of stereotypes, 
which can be associated with different types of prejudice (Fiske et al., 2007; Bye, 
2020). In an evaluative process based on underlying stereotypes and prejudice, a 
negative conclusion involves discrediting the image of the other. Several forms of 
discredit have been identified in the literature (Poggi et al., 2011b) based on the 
Stereotype Content Model (SCM) proposed by Fiske et al. (2007).

Based on SCM and subsequent adaptations (Fiske et  al., 2007; Fiske, 2018), 
the two macrocategories of discredit content are called competence and warmth. 
However, regarding the terminology of the macrocategories, we adopted the 
names proposed by Abele et al. (2016), agency and communion, agreed later by 
Fiske (2018) to be parallel to competence and warmth.

These terms can be applied to several types of stereotypes, such as gender, 
sexual orientation and age, but in our examples, we have focused on racial stereo-
types, specifically those related to immigrants. Previously, Lee and Fiske (2006) 
conducted a study on the perception of immigrants in the United States using the 
SCM dimensions of competence and warmth. The study found that the generic 
image of immigrants is perceived as low on both dimensions. However, when 
specific immigrant groups determined by their nationality and socioeconomic 
status were considered, perceptions tended to be ambivalent: that is, while some 
groups were perceived as highly competent but lacking warmth, others were seen 
as high in warmth but low in competence.

Following Abele et al. (2016), in the case of communion, individuals may be 
associated with a lack of qualities that are related to the establishment and main-
tenance of social relationships, such as morality, benevolence, fairness, and kind-
ness. At the same time, for agency, the stereotypical content refers to a lack of 
qualities that are related to individual achievements, such as being capable, intel-
ligent and skilful (Ybarra & Stephan, 1994; Abele et al., 2016; Fiske, 2018).

In our project, the theoretical model taken as reference is, in the first instance, 
the seminal one of Fiske (Fiske et  al., 2007; Fiske, 2018), integrated later with 
the model of discredit (Poggi & D’Errico, 2010) and the ABC (Agency/Socioeco-
nomic Success, Conservative-Progressive Beliefs, and Communion) model (Koch 
et al., 2016). The latter two models explicitly stress the importance of including 
the subcategory of ‘dominance’ in the social evaluation of groups. In addition to 
the theoretical foundations, the application of a study focused on the detection of 
ethnic stereotypes on social media (Bosco et al., 2023) proved to be highly valu-
able, as it provided a corpus of field data for the attribution of stereotypes.

The integration of theoretical and applied studies allows us to refer to these 
two macrocategories of communion and agency, and to recognize their subcat-
egories. Communion includes affective competence, benevolence and dominance 
up, while agency includes lack of competence, physical and dominance down 
(Poggi & D’Errico, 2010; Abele et  al., 2016; Koch et  al., 2016; Bosco et  al., 
2023), as shown in Table 1.



Stereohoax: a multilingual corpus of racial hoaxes and…

Particularly, in the case of communion, as shown in the work aimed at detect-
ing stereotypes in social media regarding immigrants (Bosco et al., 2023), contents 
related to benevolence present actions or characteristics pointing to a lack of trust-
worthiness, honesty, ethics and legality. Therefore, the lack of benevolence is asso-
ciated to descriptions of them as thieves, rapists, murderers, criminals or exploit-
ers. Within the macrocategory of communion, authors also found that immigrants 
were described in terms of a negative exercise of dominance over groups or societies 
(Cheng et al., 2013; Poggi et al., 2011b) and, in this case, the immigrant is frequently 
described as dangerous, overbearing, generally aggressive and arrogant, even sym-
bolically (Castelfranchi, 2023), with statements such as ”they want to impose their 
values and customs” or “they come here and want/aspired to luxury” (Bosco et al., 
2023; D’Errico et al., 2022). This description meets the definition of dominance up 
in the model of discredit (Poggi & D’Errico, 2010; Castelfranchi, 2023), which is 
also generally associated with social or group harm.

The other subcategory associated with communion is affective competence, in 
which the emotionality of the individuals follows the description given by Bosco 
et  al. (2023), that is, to evaluate immigrants only negatively and as “emotionally 
inadequate”. For instance, immigrants may display a strong emotional reaction when 
they are angry or, in the opposite case, they can be sad and suffering. In the first 
case, they show an emotion with high arousal (Russell, 1998), as in the case of exag-
gerated anger, expressed in their difficulty in channeling their emotions, while in 
the second case they express emotions with low arousal, as in the case of excessive 
sadness.

On the other hand, within the macrocategory of agency, which focuses more on 
the individual characteristics of the target, there is the subcategory of competence, 
in which the individual is accused of lacking intellect and being ignorant, stupid, 
unprepared and incomprehensible (Fiske, 2018; Nicolas et al., 2021). For example, 
this can be seen in the case of immigrants when the messages allude to their lack 
of intelligence or education. In contrast, the physical subcategory, which is not pre-
sent in the work of Fiske (2007; 2018), highlights unpleasant physical characteristics 
of the target group. Within this framework, immigrants are described as dirty, sick, 
ugly and physically disgusting, as well as carriers of diseases (Marshall & Shapiro, 
2018; Bosco et al., 2023; D’Errico et al., 2022).

Finally, from the results of Bosco et al. (2023), it emerged that a lack of agency 
may correspond to a lack of generic power, or a lack of assertiveness in the case of 
(Nicolas et al., 2021), whose subjects are described as dependent and inactive. This 
lack of power, labeled as dominance down (Bosco et al., 2023; Poggi & D’Errico, 
2010; Castelfranchi, 2023), includes negative labels, such as being a parasite, a 

Table 1  Adapted stereotype 
content model with two 
macrocategories and its 
subcategories

Communion Agency

Affective competence Competence
Benevolence Physical
Dominance up Dominance down
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do-nothing, a complaining slacker or someone who passively takes advantage of the 
system (D’Errico et al., 2022).

2.3  Stereotypes in computational linguistics

Although discourses containing stereotypes and prejudices have always existed, with 
the rise of social media, the spread of stereotypes has been amplified and reinforced. 
In order to tackle this issue, in recent years, the computational linguistics commu-
nity has worked to develop resources and systems to recognize stereotypes in differ-
ent types of discourse, including political debates (Sánchez-Junquera et al., 2021a), 
online newspaper comments (Ariza-Casabona et  al., 2022) and Facebook posts 
(Bosco et al., 2023). Since the source can influence linguistic differences between 
texts, we highlight the importance of making datasets available from a variety of 
social media platforms.

Recent works have focused on the type of narrative in which stereotypes are pre-
sent, of which racial hoaxes are an example. For instance, Card et al. (2016) clus-
tered profiles of latent personas based on similarities and evaluated this model in 
news articles about immigrants. On a similar note, Fokkens et al. (2018) proposed 
the extraction of microportraits, a collection of descriptions in a text used to refer 
to an entity, in this case, Muslims. Beukeboom and Burgers (2019), as well as Sap 
et al. (2020), used the concept of frames to study how biases in language transmit 
stereotypes, which are expressed implicitly. Other techniques used for detecting ste-
reotypes in texts are word representations (Bolukbasi et al., 2016), a text masking 
technique and BETO, a BERT-based model for Spanish (Sánchez-Junquera et  al., 
2021b) and techniques for natural language inference (Dev et al., 2020).

With regard to Fiske’s SCM (Fiske et al., 2007), Fraser et al. (2022a) proposed a 
computational model for categorizing stereotypes in two macrocategories: compe-
tence (agency) and warmth (communion).

Several other papers in this area of research consider this theoretical model. For 
example, Vargas et al. (2023) develop an approach called Social Stereotype Analy-
sis, which consists of analyzing stereotypical beliefs by contrasting them with coun-
ter-stereotypes. Ungless et al. (2022) show that the SCM model is particularly able 
to capture biases in contextualized word embeddings, offering a mitigation proce-
dure based on them. The SCM has also been used to detect various forms of ste-
reotypes in large-scale language models, e.g., in the context of sensory impairment 
(Herold et al., 2022) and intersectional features (Cao et al., 2022) in pre-trained lan-
guage models, which also show how language models treat physical and mental ill-
ness (Mina et al., 2024). The stereotypes associated with age in social media texts 
and psychological literature, on the other hand, are the focus of Fraser et al. (2022b, 
2024).

Bosco et  al. (2023) and Bourgeade et  al. (2023) extended the categories 
based on this psychological model into six subcategories: affective compe-
tence, benevolence, dominance up, competence, physical and dominance down. 
Another work that presented a taxonomy of stereotypes about immigration is 
Sánchez-Junquera et al. (2021a), in which immigrants are perceived as victims, 
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as resources or as a threat. Based on this scheme, Ariza-Casabona et al. (2022) 
these categories are, in turn, subcategorized into nine topics following the con-
tent with which the stereotype is associated. Since stereotypes are either latent 
or manifest in language, the presence of biases in language models is not unfa-
miliar, and numerous efforts have already been made to mitigate them, some of 
them based on well-grounded stereotype theories as Koch’s ABC (Cao et  al., 
2022).

Other works on stereotypes about immigrants were presented in evaluation 
shared tasks, such as DETESTS at IberLEF 2022 (Ariza-Casabona et al., 2022) 
and HaSpeeDe 2 at EVALITA 2020 (Sanguinetti et al., 2020). Regarding stereo-
type detection, several shared tasks targeting women have been presented, such 
as AMI held in both EVALITA 2018 (Fersini et al., 2018) and EVALITA 2020 
(Fersini et  al., 2020) campaigns, and the EXIST task, which was held at the 
IberLEF 2021 (Rodríguez-Sánchez et al., 2021) and IberLEF 2022 (Rodríguez-
Sánchez et al., 2022) campaigns. Chiril et al. (2021) presented a dataset anno-
tated with gender stereotypes tested on deep learning models.

In conclusion, the present work makes several significant contributions to 
the study of ethnic stereotypes related to immigration, starting from the basis 
of state-of-the-art work on social psychology, linguistics, and natural language 
processing. First, it introduces the StereoHoax corpus, a multilingual dataset 
consisting of 17,814 tweets in French, Italian, and Spanish, which is specifically 
focused on racial hoaxes about immigrants. Second, the paper details the data 
collection process and presents a fine-grained annotation scheme based primar-
ily on the SCM by Fiske et al. (2007). Third, through both quantitative and qual-
itative analyses, the authors reveal the distribution and correlation of annotated 
stereotype categories across different languages, uncovering intercultural differ-
ences in stereotype expression. Fourth, the paper validates the dataset by con-
ducting four machine learning experiments using pre-trained BERT-like models, 
paving the way for future research in automatic stereotype detection. Finally, the 
authors emphasize the importance of conversational context in detecting implicit 
stereotypes, making the StereoHoax corpus a valuable resource for studying lin-
guistic and psychological patterns in the dissemination of stereotypes.

3  The StereoHoax corpus

The creation of the multilingual Stereotypes and Hoaxes (StereoHoax) corpus 
is a joint effort by a multidisciplinary research group made up of social psy-
chologists and computational linguists. In this section, we provide an overview 
of the characteristics of StereoHoax (Sect. 3.1) and present the three main steps 
involved in the creation of this corpus, whose interest lies particularly in conver-
sation threads that emerge from RHs (Sect. 3.2). The examples from this section 
onwards have been taken from StereoHoax and translated into English to guar-
antee anonymity.
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3.1  Overview of StereoHoax

The StereoHoax corpus comprises 17,814 tweets, of which 9342 are in French 
(referred to as StereoHoax-FR); 3123 are in Italian (referred to as StereoHoax-
IT); and 5349 are in Spanish (referred to as StereoHoax-ES). Figure 2 shows the 
percentages of tweets by language within the corpus. The starting point for their 
selection is a collection of RHs published and refuted on fact-checking websites in 
France, Italy and Spain.

3.2  The creation of StereoHoax

There were three main steps in the creation of the StereoHoax corpus, (i) the selec-
tion of racial hoaxes (Sect. 3.2.1), (ii) the definition of strategies for the selection 
of the tweets from the Twitter API V2, (iii) and the pre-processing of the tweets to 
form a unified multilingual dataset that takes into consideration ethical issues and 
possible biases (Sect. 3.2.2).

3.2.1  Collecting racial hoaxes

We started the process by manually collecting a set of 239 racial hoaxes (70 in 
French, 97 in Italian and 72 in Spanish) that were related to the issue of immigra-
tion from French, Italian, and Spanish fact-checking websites or newspaper articles 
verifying or refuting claims made in social media. For French, we used AFP Factuel 

Fig. 2  Distribution of language data in the StereoHoax corpus



Stereohoax: a multilingual corpus of racial hoaxes and…

and Les Décodeurs in Le Monde; for Italian, Bufale.net and Butac; and for Spanish, 
Maldita.es and Newtral.4 The debunked RHs dated between 2019 and 2022. Our 
focus is on the hoaxes more widely discussed.

Consequently, we identified the words in the texts denoting the target group to 
ensure that the hoaxes were related to immigrants and we then classified the racial 
hoaxes into five categories in accordance with the main topic they addressed. This 
classification was inspired by the taxonomy proposed by Sánchez-Junquera et  al. 
(2021a) and Ariza-Casabona et  al. (2022). Initially, Sánchez-Junqueras identified 
three macrocategories, in which immigrants are perceived as Victims, an Economic 
Resource or a Threat. Since one of the characteristics of RHs is to highlight a nega-
tive feature of a social group, we applied to our collection the subcategories related 
to Threat in addition to an extra category Others.

These subcategories are described below and associated with examples (trans-
lated into English, with underlined target groups and words expressing subcategory 
main concepts).

• Security: events related to safety, such as thefts, public disorders, fights, sexual 
assaults, murders, and terrorist attacks. Example  (1) links Moroccans, i.e., the 
target group, to a criminal action such as starting a fire. 
(1) Moroccans who arrived illegally on the coast of Ceuta have assaulted the 

Juan Morejón School and have started a fire.
• Public health: health issues that may potentially affect the population, mainly 

infectious diseases such as COVID-19, HIV, Ebola and Malaria. In Example (2), 
the target group is associated with COVID-19, however, the racial hoax also 
overlaps with the category of security, when it mentions a riot or hostages. 
(2) Riot in a reception center in Rome,  migrants with COVID take hostages: 

"We want to get out."
• Migration control: events related to migratory flows, arrivals, disembarkations, 

border control and the regulation of immigration, as seen in Example  (3), in 
which immigrants outnumber the previous inhabitants of a city. 
(3) In Fuerteventura and Lanzarote, the number of Moors is already 

greater than that of the autochthonous population.
• Benefits: situations in which immigrants are perceived as receiving more help, 

social assistance and welfare benefits than non-immigrants. The implication of 
Example (4) is that those 1100 million euros are at the expense of nonmigrants. 
Here, there is a certain overlap with the category of migration control when the 
target is referred to as illegal. 
(4) Paying for health care for illegal immigrants costs 1100 million euros.

• Culture and religion: cultural and religious differences are perceived as threaten-
ing the traditions of nonimmigrants. This can be seen in Example (5), in which 
Islam is perceived as a foreign and imposed religion. 

4 https:// www. lemon de. fr/ les- decod eurs/; https:// www. bufale. net/; https:// www. butac. it/; https:// maldi ta. 
es/; https:// www. newtr al. es/.

https://www.lemonde.fr/les-decodeurs/
https://www.bufale.net/
https://www.butac.it/
https://maldita.es/
https://maldita.es/
https://www.newtral.es/
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(5) The Balearic Islands want to eliminate the Catholic religion in schools and 
they  want Islam to be taught in some centers.

• Others: in Example (6), there is a racial hoax targeting immigrants that does not 
appear in the previous categories, in which immigrants are described as being 
instrumentalized for the benefit of politicians. 
(6) The left supports immigrants to gain votes for the next elections.

One expert per language (two psychologists for Italian and Spanish and a linguist for 
French) assigned a RH category to each racial hoax. The RH categories correspond 
to a subcategory of immigrants seen as a threat (Sánchez-Junquera et  al., 2021a) 
and a set of keywords related to the topic and associated with the target group, such 
as benefits, tradition, assault or borders. Although rare, a racial hoax may contain 
more than one category. In those cases, the experts labeled the racial hoax taking 
into account the main message according to their interpretation of the main com-
municative intention of the authors. For instance, in Example  (4), the main focus 
is the money invested in immigrants’ health care, although the irregular legal situ-
ation of the migrants, expressed by the use of the adjective illegal, is also present. 
Table  2 shows the distribution of racial hoaxes by topics and by language. For a 
more detailed analysis of the distribution of these RH categories with respect to the 
categories of discredit, see Sect. 5.

3.2.2  From racial hoaxes to reactions

The next step was to devise strategies to find and extract tweets related to the col-
lected racial hoaxes. In our collection of racial hoaxes, we saved the URLs from 
which they were extracted. The URLs contained certain features that we subse-
quently applied to retrieve the tweets, for which we used Twitter API v2 for Aca-
demia.5 The fact-checking websites we used had different formats and features, 
therefore we needed to apply different strategies to retrieve the relevant tweets. 
These strategies were: 

Table 2  Percentages of types of RHs in the three language subsets

Language Benefit (%) Security (%) Migration 
control 
(%)

Public health (%) Religion (%) Others (%) Total

Italian 4.12 58.76 15.46 20.62 0.00 1.03 97
Spanish 29.16 25.00 16.66 12.50 13.88 2.77 72
French 50.00 25.00 19.44 0.00 5.56 0.00 70

5 At the time of collection the name of the social media was Twitter, while is currently X, and allowed 
the use of the following API for data collection: https:// devel oper. twitt er. com/ en/ docs/ twitt er- api/ tools- 
and- libra ries/ v2.

https://developer.twitter.com/en/docs/twitter-api/tools-and-libraries/v2
https://developer.twitter.com/en/docs/twitter-api/tools-and-libraries/v2
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(a) Tweets embedded in the fact-checking website. In this case, the fact-checker 
reports the RH in a tweet. We applied this strategy to fact-checkers in French 
and Spanish.

(b) Quoted text within the fact-checking website, which would generally contain 
the core raw text of the RH. This feature was helpful when extracting tweets in 
Spanish.

(c) Searching for and matching the headline of the RH in the Twitter API. This 
strategy proved useful for finding tweets containing RHs in Italian.

(d) Fact-checking websites with Twitter accounts. With Twint, a Python Twitter-
scraping tool, we searched for tweets containing the word ‘migrant’ in those 
Twitter accounts and then manually checked whether those tweets were in 
response to a tweet propagating a racial hoax. This strategy was applied for 
retrieving tweets in French.

After retrieving the tweets, we expanded the search to extract the whole conver-
sation thread using the conversation ID provided by Twitter. The initial retrieval 
resulted in 9342 instances for the French dataset, 13,200 for Italian, and 165,621 
for Spanish. To reduce noise within the Italian and the Spanish datasets, we applied 
two data cleaning strategies. By doing so, we ensured a higher probability of tweets 
containing stereotypes, with or without the target group being explicitly expressed. 
The strategies are as follows:

• for Italian, we removed all the duplicates that had no replies, leaving in the data-
set only those tweets, even duplicates and retweets, that generated conversations

• for Spanish, we removed retweets and duplicates, and we kept only those tweets 
containing keywords referring to the target group found in racial hoaxes, such 
as immigrant, illegal, Muslim and black, as well as their parent and child tweets 
(regardless of whether they contained keywords).

After data cleaning and data annotation of the Italian and Spanish datasets, the size 
of our initial dataset decreased to 3123 and 5349 tweets, respectively. Finally, text 
pre-processing of the selected tweets was performed. Usernames were removed to 
preserve anonymity. Emojis were translated into their official CLDR textual form 
(e.g., :smile:), using the emoji6 Python library, and URLs were replaced with 
a [URL] title-of-the-website [ ∖ URL] format. Hashtags were left 
unchanged. The data collection process is shown in Fig. 3.

4  Annotation of the StereoHoax corpus

In this section, we introduce the hierarchical annotation scheme designed and 
applied to manually annotate the StereoHoax corpus. We present the annotation 
scheme in two-level categories, as well as the theoretical background associated 

6 https:// pypi. org/ proje ct/ emoji/.

https://pypi.org/project/emoji/
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with it (Sect.  4.1). Consequently, we describe the annotation process for Stereo-
Hoax, including the inter-annotator agreement (IAA) tests applied (Sect. 4.2).

4.1  Annotation scheme

A high level of subjectivity is one of the biggest challenges in accomplishing the 
task of annotating stereotypes and classifying them consistently. Therefore, the crea-
tion of clear and non-ambiguous guidelines, which limit the proliferation of inter-
pretations by the annotators, is fundamental for the accomplishment of this com-
plex task. Therefore, we formulated guidelines defining categories by integrating the 
classical approach to stereotype content (Fiske et al., 2002, 2007; Fiske, 2018) with 
the dimension of dominance or power (Poggi et al., 2011b; Koch et al., 2016) in its 
active (dominance up) and passive (dominance down) forms, since the latter study 
showed a strong association between these categories and immigrants in evaluations 

Fig. 3  Data collection process. This figure has been extracted from Bourgeade et al. (2023)
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of this social group on social media (D’Errico et al., 2022; Bosco et al., 2023). We 
also considered different ways of expressing stereotypes, i.e., whether they were 
expressed explicitly or implicitly and whether the context from previous tweets was 
needed to understand the stereotype contained in the message (see Sect.  2). The 
annotation scheme consists of four layers organized in two hierarchical levels. Fig-
ure 4 illustrates the diagram of the hierarchical levels of the annotation layers and 
their answers followed by the annotators.

Level 1: presence of stereotypes The first level refers to the presence of stereo-
types in the tweet. This category has a binary value with yes/no indicating the pres-
ence or absence of a stereotype, respectively. In the guidelines, a stereotype was 
defined as:

• Stereotype: a negative or positive7 feature is associated with a target group, in 
this case, immigrants. At a cognitive level, the feature is applied homogeneously 
to the entire group, which is often described in terms of its members’ place of 
origin, ethnicity, or religion. An association is created between the members of 
the group and characteristics related to crime, welfare benefits, taxes, diseases, 

Fig. 4  Diagram of the annotation tool display. The initials B, DU, AC, DD, C and P correspond to the six 
forms of discredit: Benevolence, Dominance Up, Affective Competence, Dominance Down, Competence 
and Physical

7 In StereoHoax, the presence of positive stereotypes is unusual because the annotated tweets are 
derived from RHs.
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employment, cultural differences and their quality as human beings. This asso-
ciation, i.e., the stereotypes, can be expressed explicitly or implicitly. In Exam-
ple  (7), the elements presented in the definition of stereotype can be observed. 
The target group is manifested with the pronoun they, whose antecedent is the 
word immigrants (elided in the main tweet, but displayed in the example in 
square brackets), recovered from the previous tweet (the parent tweet or the con-
versation head), and the associated idea is that they will claim more territories 
(expressed explicitly) and that they are patient (expressed implicitly through the 
metaphor of the drop of water). 

(7) They [immigrants] will come here to claim more “territories”, little by little, 
without haste. They do not care about time. They are like a drop of water 
that does not stop falling, that is, they fall permanently and eventually pierce 
a 1-meter-thick steel plate.

Level 2: forms of Discredit, Contextuality and Implicitness The second level of 
annotation is considered when the stereotype is annotated as being present. This 
level of annotation comprises three categories: discredit, contextuality and implicit-
ness, described in the guidelines as:

• Discredit:
       The forms of discredit are based on the so-called ‘big two’ macrocatego-

ries, communion and agency, which emerged from several psychosocial models 
(Fiske et al., 2007; Fiske, 1998; Abele et al., 2016), and later adapted following 
the works by Bosco et al. (2023); Poggi and D’Errico (2010); Koch et al. (2016). 
This is a multi-class label that includes six categories of discredit: benevolence, 
dominance up and affective competence, which correspond to the macrocategory 
of communion; and dominance down, competence and physical, which corre-
spond to the macrocategory of agency. Since a tweet may contain more than one 
stereotype, it was possible to select more than one category. The definition of 
these six categories are the following:

– Benevolence (B): this category indicates that there is an attack on the benevo-
lence and morality of the non-migrants. In the text of the tweet, the target por-
trayed as a criminal displays violent behavior or does not share a certain code 
of behavior or certain values related to morality. For instance, the immigrant 
is portrayed as a rapist, thief, terrorist, murderer or drug user). Example (8) 
refers to an immigrant as illegal, thereby attributing to them characteristics 
that contravene social norms, and Example (9) depicts them as criminals. 

(8) And then, how do you integrate an illegal immigrant without docu-
ments?

(9) First they take drugs, then they kill our young people so they are 
immediately released.

– Dominance up (DU): this category is assigned when the target of the ste-
reotype exercises a type of dominance and maintains it through arrogant 
or demanding behavior, for instance, when being overbearing, demand-
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ing a house or social services, or taking someone’s job. In Example  (10) 
and (11), the former suggests that immigrants will displace the majority 
religion in Italy with their own, and in the latter, that without strict laws, 
immigrants would ‘invade’ the country. 

 (10) If you do nothing, Italy will be a Muslim country in ten years.
 (11) AustraliaOnFire, with its very strict immigration laws, is immune 

from the barbarian invasion.

– Affective competence (AC): this category is assigned when there is an attri-
bution of distorted or unregulated emotional behavior, both in the case of 
high arousal, as in Example  (12), and in the case of low arousal, where 
immigrants are depicted as victims of discrimination or excessive suffer-
ing, receiving a paternalistic attitude, as seen in Example (13). 

 (12) There is always an excuse: deranged, suddenly crazy.
 (13) We must pity them, they are depressed and in difficulty, let’s help 

them immediately.

– Dominance down (DD): this category is assigned when the target exhibits 
passive behavior and demands or receives something they do not deserve. 
The target is compared to a parasite or a slacker who always complains. 
The category is also used when migrants are dehumanized. Example (14) 
envisions a situation in which immigrants receive money without having 
earned it, whereas in Example (15) immigrants are dehumanized by being 
called parasites. 

 (14) It is happening in Italy!! The card for migrants arrives: they can 
withdraw up to 37 euros a day! 

 (15) Yet it’s the truth and then you’re fed up with entertaining these para-
sites who have nothing to do with us.

– Competence (C): this category is assigned when the target is seem as cog-
nitively inferior, unable to do skilled jobs, ignorant or stupid. In Exam-
ple  (16), it is stated that immigrants lack professional qualification. This 
example could also fit in the dominance down category, since it can be 
inferred that the immigrant has a job that they do not deserve since they do 
not have the necessary qualifications. On a similar note, Example (17) also 
portrays immigrants as less competent, but the inferiority of their com-
petences is emphasized through ethnic differences, associating skin color 
with intelligence levels. 

 (16) In a normal, democratic country, this type of person [an immigrant] 
would be in the unemployment queue for not having any type of 
professional qualification.
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 (17) Geniuses have no color, but it must be conceded that lots of individu-
als of a certain color are far from geniuses!

– Physical (P): this category is assigned when the target has specific unpleas-
ant physical features and poses a dangerous threat to public health. The 
target is associated with infectious diseases or with being ugly or dirty. 
Example  (18) expresses a preconceived idea that the author has on how 
Syrians should look. Therefore, this is an example of a stereotype based 
on physical appearance. From another perspective, Example  (19) depicts 
immigrants as carriers of diseases. 

 (18) Syrians? I see mostly black people.
 (19) And of course, we don’t take into account the effect of ’not treating 

a contagious disease, and the immigrant ends up becoming patient 
zero.

Since the aim of this study is to ensure that all forms of discredit are represented, 
the six categories were grouped into four final categories, which allowed us to 
gather data in a more aggregated way for our computational goals. In particu-
lar, we decided to merge benevolence and dominance up into a single category 
since both categories evoke a harmful and potentially violent characterization of 
immigrants, from both a real and symbolic point of view. Both the competence 
and physical subcategories represent two sides of the same coin, with the former 
describing the cognitive characteristics of an individual and the latter describing 
physical ones.

• Contextuality: this is a binary category in which the annotator is given the 
options to respond yes/no as to whether contextuality is needed to interpret the 
stereotypes. It is described in the guidelines as follows:

– Yes: to understand the meaning of the stereotype expressed in the tweet, you 
need to look at the context, i.e., previous messages in the thread or the RH 
that triggered it, or external elements such as websites and images. In Exam-
ple (20), as well as in Examples (7) and (16), the previous tweets are needed 
to recover the antecedent from the anaphoric references these ones, they 
and this type of person, respectively. The antecedent of these ones in Exam-
ple (20), the migrants of the Aquarius, is manifested in the parent tweet. 

 (20) These ones don’t look exhausted and sick!!! I would even say in great 
shape to get the allowances...!!!

   Parent tweet: All this human suffering of [the migrants of the 
Aquarius] when they arrive in Valencia!

– No: all the information that you need to understand the stereotype is avail-
able in the text of the tweet, as seen in Example (21). 
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 (21) Immigrants rape a 16-year-old Italian girl, then kill her. African 
parasites are an insult to civil society.

• Implicitness: this is a binary category in which the annotator needs to decide 
whether the stereotype expressed in the message is implicit or explicit. The crite-
ria proposed by Schmeisser-Nieto et al. (2022) are given to the annotators and a 
general instruction is provided in the guidelines:

– Implicit: to access the stereotype expressed in the text, you must make an 
inference. In Example  (22), the underlying stereotypes are expressed indi-
rectly. Firstly, by emphasizing the nationality of a person, in this case, Sen-
egalese, generalizing, in that way, the situation expressed in the text to the 
entire group. Secondly, through a rhetorical question, which implies that 
immigrants are trying to impose their own modes of behavior. Thirdly, by 
expressing an exhortation involving the immigrant, whose message is moti-
vated by the belief that they should not be “here”. 

 (22) And who does this Senegalese think he is to say what we should 
do in Spain? Let him go to his country

– Explicit: the stereotype is expressed explicitly in the text of the message. 
When there are two or more stereotypes in the tweet, at least one of which is 
explicit, the tweet must be annotated as explicit. In Example (23), the author 
of the tweet uses descriptions of the target group that are clear and direct and 
the stereotypes that the author of the text is spreading must therefore be con-
sidered explicit. 

 (23) What is dangerous is the brainless immigrants, who misinterpret 
Islam and who kill innocent people, they are racist and danger-
ous!!!

Table 3  Inter-annotator 
agreements in terms of Kappas 
( ♣ Fleiss’; ♢ Cohen’s)

Layer Italian♣ Spanish♣ French♢

Stereotype 0.48 0.76 0.73
Contextuality 0.55 0.49 0.63
Implicitness 0.54 0.15 0.64
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4.2  Annotation process

The annotation of the corpus was carried out simultaneously by the teams in France, 
Italy and Spain, who were in charge of the subsets in their respective languages 
(French, Italian and Spanish). The annotators were trained following the guidelines 
described in Sect. 4.2. The three teams annotated the tweets using Label Studio,8 an 
open-source annotation tool. A common template was translated into the respective 
languages and was used for displaying tweets and questions to assign the annotation 
labels. The display for each instance of annotation included the conversation head, 
the parent tweet and, highlighted, the tweet to be annotated. The annotation proce-
dure started with the first question regarding the presence of stereotypes: (1) Does 
the tweet contain a stereotype about immigration? If the annotator answered yes, 
then, the remaining questions were presented: (2) Can you interpret the stereotype 
only by reading previous tweets? (Contextuality); (3) Is the stereotype expressed 
explicitly or implicitly? (World Knowledge, Figures of Speech, Evaluation, Individ-
ual, Perpetrators, Exhortations), and (4) Select the forms of discredit you found in 
the tweet. In Fig. 4, there is a detailed diagram of the annotation hierarchy of ques-
tions as they appear in Label Studio.

Once the annotations were completed, we performed inter-annotator agreement 
tests, which were validated with different methods due to the different annotation 
procedures used for the different languages. Table 3 presents the kappa measures for 
each language and the stereotype, contextuality, and implicitness annotation labels. 
Due to the different processes of annotation adopted for each language, we used 
Cohen’s kappa for French and Fleiss’ kappa for Italian and Spanish.

The annotation of the French language texts was carried out in two stages. Firstly, 
two annotators trained for the task annotated small subsets of data and ran Cohen’s 
Kappas coefficient tests to validate the annotation and readjust differences of crite-
ria found in the disagreements. Secondly, two annotators were trained taking into 
account the new agreements reached by the team. Due to the sheer volume of data, 
each annotator annotated 50% of the data, with two cross-annotated sets of 300 and 
144 tweets to ensure consistency. All the annotators of the French subset, one male, 
and three females, were French native speakers between 20 and 35 years of age, 

Table 4  Label distribution for the categories annotated in the StereoHoax corpus. The numbers in the 
last four columns (forms of discredit) do not add up to 100% because discredit could be annotated with 
more than one label per tweet. That is, tweets could be counted more than once

Stereotype (%) Contextuality 
(%)

Implicitness 
(%)

Forms of discredit

AC (%) B + DU (%) C + P (%) DD (%)

Italian 15.11 43.22 70.34 4.24 81.78 26.06 16.10
Spanish 29.97 36.81 21.46 9.67 64.13 2.68 47.66
French 12.07 72.52 88.83 8.60 73.05 3.81 55.76

8 http:// label stud. io/.

http://labelstud.io/
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ranging from undergraduate students to a Ph.D. in linguistics. In Table 3, we only 
present kappas for the final cross-annotated set.

For Italian, the whole dataset was annotated by two annotators, one male and one 
female, both native Italian speakers between 25 and 30 years of age, one of whom 
was a master’s student in linguistics, while the other had a PhD in digital humani-
ties. When the annotation was completed, three computational linguistics research-
ers, all native Italian speakers, females, with ages between 30 and 60 years, anno-
tated the disagreements.

The Spanish team was made up of three annotators, two males and one female, 
between 23 and 40 years of age. One of them was a PhD student in computational 
linguistics, while the other two were undergraduates in linguistics who had been 
trained for the task. All of the annotators were native Spanish speakers. All three 
annotated the entire dataset, holding weekly meetings to solve questions regarding 
the guidelines. Disagreements were solved by majority vote, and for the cases in 
which all three annotators chose different options, the PhD student had the final say.

As we can see in Table  3, there are notable differences in the inter-annotator 
agreement scores for the different languages, even though the annotators were 
trained following the same guidelines. The main reason for this variation is the 
highly subjective nature of the analyzed phenomenon. The notable difference in the 
IAA score on contextuality and implicitness achieved by the Spanish annotators and 
the annotators from France and Italy is also due to the type of data which, as shown 
later in Table 4, tended to be more explicit in the case of Spanish.

5  Annotation analysis

In this section, we provide qualitative and quantitative analyses from a comparative 
perspective of the three-language subsets that make up the multilingual StereoHoax 
corpus, focusing in particular on stereotypes and forms of discredit in conversations, 
and the interaction of discredit with the other annotated dimensions.

5.1  Distribution of labels in StereoHoax

The newly released (compared to the version reported in Bourgeade et al. (2023)) 
StereoHoax is made up of 17,814 instances, of which 9342 tweets correspond to 
StereoHoax-FR, 3123 tweets to StereoHoax-IT and 5349 tweets to StereoHoax-
ES. In Table 4, we report the distribution and percentage of each annotated category 
per language in line with the annotation scheme described in Sect. 4.1.

As can be seen, stereotypes are found more rarely in the Italian and French data 
than in the Spanish subset, which contains approximately 30% of the total number 
of stereotypes. Another commonality between the Italian and French subsets is the 
distribution of implicitness (70.34 and 88.83%), which is decidedly lower (21.46%) 
in the Spanish subset. In contrast, the Spanish subset contains a higher percentage 
of explicit stereotypes. Regarding contextuality, French is the language subset with 
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the highest percentage of stereotypes that rely on context (72.52%), while Italian and 
Spanish both have percentages of approximately 40%.

It is interesting to observe some parallels to Lee and Fiske (2006). Although 
the American context in which their research was conducted differs in terms of 
the origins of immigration and the varying perceptions of ingroups, a similar pat-
tern emerges for certain groups of immigrants, such as Arabs and undocumented 
immigrants. In Lee’s study, Arabs, referred to as Muslim and North African immi-
grants in our dataset, are perceived as average in competence (agency) and low in 
warmth (communion). Similarly, undocumented immigrants are viewed as low 
on both dimensions. These findings align with our results, where the category of 
benevolence-dominance up (communion) has the highest percentages, followed by 
dominance down (agency). For instance, common stereotypes in our dataset include 
portrayals of immigrants as either terrorists or welfare beneficiaries, corresponding 
to the aforementioned categories.

Finally, the distribution of forms of discredit is similar in the French and Spanish 
subsets. In these two subsets, stereotypes are mainly concerned with the provision of 
social and economic aid by governments (dominance down), as well as criminality, 
illegality and fear of invasion (benevolence-dominance up). In Italian, the presence 
of the latter form of discredit is greater, followed by discredit regarding the compe-
tencies of immigrants and their physical attributes (competence-physical).

It is worth mentioning that more than one form of discredit can be present in a 
single tweet and, in some cases, more than one label has been annotated. Figure 5 
shows the multi-label distribution of forms of discredit, i.e., the percentages of the 
number of different forms of discredit annotated by instance in each subcorpus. It 
can be observed that the percentages are consistent across languages: the majority of 
tweets containing a stereotype, a figure that exceeds 75% in each language, presents 

Fig. 5  Percentage of numbers of labels annotated regarding the forms of discredit (per tweet) in the three 
languages of the StereoHoax corpus

Fig. 6  Co-occurrence of forms of Discredit
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only one form of discredit (blue bars), while between 9 and 25% of the total tweets 
contain two forms of discredit (orange bars). Three or more forms of discredit (pur-
ple bars) in the same tweet were found less than 1% of the times in the three lan-
guages. One notable case in the dataset, in which all four forms of discredit were 
found, is Example (24): 

 (24) They have hatredB+DU , they say, they are uselessDD  who live in the vegetativeAC 
and in the animal instinctC+P , pestsB+DU . We must treat them as such and not 
forget all those who brought this verminB+DU∕C+P.

Note that, in French, “pests” (nuisibles) and “vermin” (vermine) carry different 
meanings: the former is more “formal”, whereas the latter is much more negatively 
emotionally loaded.

5.2  Distribution of multiple forms of discredit

In order to verify how the labels representing the four forms of discredit are distrib-
uted across the tweets of the StereoHoax corpus, we measured the co-occurrence of 
such forms and present the results in Fig. 6. The three heat maps refer, from left to 
right, to the Italian, Spanish and French subcorpora, respectively.

According to the annotation scheme presented in Sect. 4.1, more than one form 
of discredit can be encountered within the same tweet. Therefore, in this paragraph, 
we highlight meaningful co-occurrences of forms of discredit in each language set-
ting. As can be seen in Fig.  6, in Italian, the strongest co-occurrence is between 
the benevolence-dominance up and competence-physical categories, followed by 
the co-occurrence of benevolence-dominance up and dominance down. This second 

Table 5  Detailed percentage distribution of RH categories with respect to forms of discredit

The numbers that are underlined and in bold represent the highest percentages for each language

Benefits (%) Security (%) Migration 
control (%)

Public health (%) Religion (%)

Italian AC 0.00 3.18 – 1.06 –
B+DU 0.00 36.44 – 37.71 –
C+P 0.00 9.96 – 15.47 –
DD 0.21 8.47 – 7.42 –

Spanish AC 6.49 1.19 1.75 0.00 0.25
B+DU 22.65 11.79 10.36 0.00 19.34
C+P 0.56 0.87 0.19 0.00 1.06
DD 17.72 7.11 10.54 0.06 11.92

French AC 6.12 1.68 0.80 – –
B+DU 18.09 14.10 4.34 – –
C+P 2.22 1.06 0.44 – –
DD 52.04 1.60 1.77 – –
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observation is also valid for the Spanish and French subcorpora, though with differ-
ent intensities (see the different scales in the three heat maps). Example (25), which 
was extracted from the StereoHoax corpus, contains both the benevolence-domi-
nance up and dominance down categories. 

 (25) Of course they are not punishable they have nothing they are not prosecuted 
and they dowhatever the fuck theywantB+DU simple and then the police are in 
deep shit and they don’t give a damn and they even mock us and the crazy thing 
is that we economically sustain them tooDD thanks #governmentofinjustice

It is interesting to note that the data shows the frequent presence of two forms of 
discredit together, benevolence and dominance down, which according to the model 
proposed by Fiske (see Sect. 2.2) fall into the same macrocategory, i.e., communion. 
From a computational perspective, this can be considered to support an annotation 
scheme based on the macrocategories, which can be, in effect, more suitable when 
the fine-grained forms of discredit are sparse as in our dataset.

5.3  Forms of discredit versus RH topics

Another analysis that was carried out is related to the co-occurrence of the four dif-
ferent forms of discredit within each category of racial hoaxes described in Sect. 3.

Table 5 shows the percentage of tweets that contain the four forms of discredit: 
affective competence (AC), benevolence-dominance up (B-DU), competence-phys-
ical (C-P) and dominance down (DD) for each subcorpus. The first thing to note is 
that Spanish is the only language among the three considered in this study to dis-
play values for all categories of racial hoaxes, even though public health is almost 
non-existent in Spanish. In Italian, the values for the categories migration control 
and religion are absent, while in the French subset, the categories public health and 
religion are unrepresented. We attribute this disparity in distribution to the different 
cultural contexts in the three countries, which produce different racial hoaxes and, 
hence, different stereotypes. Below is a representative example extracted from the 
StereoHoax corpus in which the user mentions two recurring topics: ’immigration/
conquering’ and ’religion’. 

 (26) We can’t stop saying it and SEEING it: the immigration we have in front of us is 
not Vikings or those of the Rising Sun , wherever they come from the south 
of the Mediterranean, it is with this conquering religion as a standard

Secondly, from the column relative to the RH category of benefits, it can be observed 
that there is a higher co-occurrence with the forms of discredit benevolence-domi-
nance up and dominance down in both Spanish and French. The Italian subset has 
very few representative items for this category. On the other hand, the two catego-
ries of racial hoaxes that are mostly represented by forms of discredit in Italian are 
security and public health, which co-occur mainly with the benevolence-dominance 
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up form of discredit. See, for instance, Example (27), in which the increasing spread 
of Coronavirus is blamed on migrants. 

 (27) Infected immigrants, reception center becomes RED ZONE: “Health bomb 
with 1000 guests” [URL] We anticipated it yesterday: the boats brought the 
coronavirus back to Sicily. And now it expands.

5.4  Forms of discredit versus implicitness and contextuality

In Fig.  7—above, we display the percentages of the co-occurrence of implicit-
ness and the four different forms of discredit, while in Fig. 7—below, we show the 

Fig. 7  Co-occurrence between implicitness/contextuality and forms of discredit. The stacked bar-charts 
do not add up to 100% due to the potential for a single tweet to bear multiple discredit labels (in which 
case it is counted the corresponding number of times)

Table 6  Prediction error distribution of RoBERTa-BNE models with hard and soft labels and GPT-4 
according to the categories of implicitness and context of stereotyped instances

The numbers in bold indicate significant correlations (p-value < 0.05) between the categories of implicit-
ness and contextuality

Only conversational heads Only reactions Conversational heads and 
reactions

Cramer’s V �
2/p-value Cramer’s V �

2/p-value Cramer’s V �
2/p-value

French 0.00 0.00/1.00 0.04 12.20/0.02 0.05 20.48/0.00
Italian 0.00 0.00/1.00 0.16 45.95/0.00 0.02 1.26/0.87
Spanish 0.06 5.67/0.23 0.14 211.11/0.00 0.14 254.19/0.00
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percentage of the co-occurrence of contextuality and the four forms of discredit. In 
both images, the bar charts are grouped by language: Italian, Spanish and French 
and normalized by percentage.

As can be seen, contextuality predominantly co-occurs with the benevolence-
dominance up form of discredit in all three languages. In Italian, the second most 
commonly co-occurring form of discredit with contextuality is competence-physi-
cal, while the most common for both French and Spanish is dominance down.

From these analyses, we draw the following conclusions: first, we observe a sig-
nificant correlation between implicitness and contextuality in many configurations, 
with these aspects being heavily influenced by the specific categories of discredit 
involved in instances containing stereotypes. This observation validates our decision 
to merge certain discredit categories for analysis and experimental purposes since 
they exhibit similar trends in all three languages (namely, high degrees of contex-
tuality and implicitness in benevolence and dominance up forms of discredit, with 
comparatively lower degrees in competence and physical forms). The results pre-
sented in Table 6 further highlight the necessity of examining the processing of con-
textuality in machine classification experiments, given its critical role in effectively 
dealing with implicitness in the detection of various forms of stereotypes in different 
segments of the datasets (such as conversation heads versus responses).

5.5  Conversational analysis

In this section, we provide an overview of the cross-relations between the different 
tiers of annotation in the multilingual StereoHoax corpus (implicitness, contextual-
ity and forms of discredit).

We studied the associations in three different scenarios by considering tweets 
containing: (i) only the conversational heads, (ii) only the ‘reactions’ without the 
conversational heads and, (iii) the conversational heads and the reactions.

In Table 6, we display the values of Cramér’s V, �2 and the p-value to confirm or 
disregard the association between the categories of implicitness and contextuality. 
The results show that this association is not significant (p-value > 0.05 ) in the first 
scenario (only conversational heads). Indeed, what can be observed by crossing the 
values of implicitness and contextuality is that, in general, stereotypes in conversa-
tional heads require the context to be explicit in very few cases.

Secondly, by looking at the second scenario in Table 6 (only reactions), it can 
be observed that implicit stereotypes expressed within the textual thread require the 
previous context to be inferred, i.e., significant at < 0.05 . However, given the dis-
tribution of implicit and explicit stereotypes in the Spanish data, tweets containing 
stereotypes appear to be more explicit and do not seem to require as much context 
(for comparison, see the percentages in Table 4).

Finally, for Spanish and French, the trend of correlation between implicitness and 
contextuality is confirmed, while in Italian the majority of texts containing stereo-
types are precisely the conversational heads themselves.

In this section, we have described and discussed the characteristics of the anno-
tation of the multilingual StereoHoax corpus. In the following section, we will 
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describe how we took advantage of these annotated data to perform machine learn-
ing experiments to validate the dataset and the annotation scheme.

6  Experiments and validation

In this section, we present some experiments useful to validate the three subsets of 
StereoHoax by language, together with results obtained and an error analysis.

6.1  Experimental setting

To validate our annotation scheme and establish baseline performances for stereo-
type detection models trained on our data, we made use of state-of-the-art NLP clas-
sification models. As this was the first set of experiments performed on this data, we 
chose to only consider the mono-lingual settings, leaving the exploration of multilin-
gual aspects to future work.

Similarly, we chose to leave the classification of discredit categories to future 
work, as it is a heavily imbalanced multi-label prediction task, and preliminary 
experiments showed it to be very challenging when tackled with traditional meth-
ods. Therefore, we selected three existing appropriate pre-trained BERT-like models 
to fine-tune our data on:

• For French, we chose the CamemBERT (Martin et al., 2020) model, a RoBERTa 
architecture that was pre-trained on French subsets of a variety of large text cor-
pora (OSCAR(Suárez et al., 2019), CCNet (Wenzek et al., 2020), Wikipedia).

• For Italian, we chose the GilBERTo9 model, which was inspired by Cam-
emBERT and based on RoBERTa on the Italian subset of the OSCAR corpus 
(Suárez et al., 2019).

• For Spanish, we selected the BETO (Cañete et al., 2020) model, based on BERT 
(Devlin et  al., 2019), which was pre-trained on a mixture of Wikipedia and 
OPUS Project (Tiedemann, 2012) texts in Spanish, which the authors consider to 
be an updated version of the Spanish Billion Words Corpus (Cardellino, 2019).

To experiment with the contextual aspects of our data, we designed four different 
experimental settings, which varied in terms of the amount and nature of the contex-
tual information given as input to the models: in without (w/o) Context setting, we 
only provided the main tweets’ texts; in with (w/) Parent setting and w/ Head setting 
we additionally provided the text of the parent tweet or conversation head, respec-
tively; and in w/ Both setting, we concatenated the previous two elements of context 
and provided them both at once.

To construct our datasets’ train/test/validation splits, independently, for each 
language, we generated 20 stratified-grouped 5-folds (to get as close as possible to 
an 80–20% train-test split), with grouping by conversation-id to prevent breaking 

9 https:// github. com/ idb- ita/ GilBE RTo.

https://github.com/idb-ita/GilBERTo
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conversation boundaries across train-test splits, and stratification on the stereotype 
labels. Each of the 100 generated split solutions was then evaluated in terms of two 
factors: 

1. the absolute difference in size of the test-set with 20% of the total language-set 
size, to ensure the splits were relatively equally sized (in proportion), per lan-
guage;

2. the Wasserstein distance between the distributions of conversations sizes (in terms 
of the number of tweets) between the two splits, to ensure a relatively equal vari-
ety of larger and smaller conversations within the training and test sets.

These two factors were min-max normalized ( x, y ∈ [0;1] ) independently for each 
language (except for Italian, for which the split-size factor was weighted eight 
times more than the Wasserstein distance, after initial tests which yielded splits 

Table 7  Overview of datasets 
splits

Train Test Validation

Italian Size 1,841 1,185 97
Size % 58.95 37.94 3.11
Stereotype % 16.46 12.91 16.49

Spanish Size 4,085 1,049 215
Size % 76.37 19.61 4.02
Stereotype % 29.52 31.84 29.30

French Size 6,981 1,993 368
Size % 74.73 21.33 3.94
Stereotype % 12.02 12.29 11.96

Table 8  Evaluation results for our baseline experiments, in terms of F1-scores (both per-label, and 
macro-averaged), over the four contextual settings

Best scores for each row are highlighted in bold

Language-model Class Setting

w/o Context w/Parent w/Head w/Both

IT-GilBERTo Stereo 57.14 65.08 54.44 58.30
Not-stereo 93.60 95.85 91.84 95.67
Macro 75.37 80.46 73.14 76.98

ES-BETO stereo 75.52 74.18 75.25 74.24
Not-stereo 89.61 86.05 87.42 86.48
Macro 82.57 80.12 81.33 80.36

FR-CamemBERT stereo 50.20 45.67 49.02 50.84
Not-stereo 92.82 94.26 92.52 92.38
Macro 71.51 69.96 70.77 71.61
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too different from 80 to 20%). The split with the smallest 2-norm in this 2-dimen-
sional space was then selected as the “best” for the language. The validation set, 
due to its smaller size and for the sake of simplicity, was stratified as ∼ 5% of the 
training set. Table 7 presents the effective sizes of these splits.

To ensure greater fairness in the cross-lingual comparison, we used the Base 
variant of each of the three models, as it was the largest (in number of parameters) 
common model-size available. Hyperparameters (learning-rate and effective batch-
size, with gradient accumulation) were automatically fine-tuned per-language using 
Weights &Biases’ Bayesian search method (Biewald, 2020), in the w/o Context set-
ting only, to speed up the search.

6.2  Results

The evaluation results for our experiments can be found in Table  8, expressed as 
per-label and Macro F1-scores. We can first observe significant differences in per-
formances between the three different languages. This was to be expected, as the 
language-specific subsets (and data splits) are not equally sized nor balanced con-
cerning the stereotype labels. Fundamental differences are also to be expected in the 
phenomena effectively annotated due to differences in the cultural-linguistic con-
texts and subjectivity in the annotation criteria, among other potential factors. Addi-
tionally, we observed that each of the language-specific models behaved differently 
depending on the availability of contextual information: for example, for Spanish, 
the w/o Context setting seems to have yielded the best performance, whereas for Ital-
ian, providing the parent tweets led to significant improvements in the classification 
scores.

6.3  Error analysis

To qualitatively evaluate the mispredictions produced by our different models, we 
extracted all test-set predicted labels, together with their associated probabilities 
(obtained from the logits of the models), for each of the 12 trained models. Since 
each of the four variants for each language may have classified each instance cor-
rectly or incorrectly independently, we examined the predictions for all test-set 
instances. We observed different types of errors, depending on which contextual 
variants had misclassified given instances.

For the models applied to the StereoHoax-IT corpus, we notice that out of the 
132 misclassified instances, 82 belonged to the following conversational head: 

 (28) What was the request by the governors of the northeast to keep Chinese chil-
dren under control for a period before letting them go back to school? Deeply 
#racist, right? In fact, now the schools are closing them. #scoundrels

The above tweet is one of the few instances in the dataset that is not related to 
migrants that arrive on boats in the Mediterranean but rather manifests a stereo-
typical attitude towards another target in bold. Reviewing the textual content of 
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the thread originated from the conversational head in Example  (28), it emerges 
how, even though the head itself contains a racial hoax and a stereotype regard-
ing a racially connotated target, the message is actually a criticism of politicians, 
especially left-wing parties, and of their management of the COVID-19 health 
crisis in 2020. Such texts clearly do not contain racial stereotypes, e.g., “The 
virus arrived flying in first class with a white middle-aged Italian manager”, but 
the language model seems to be incapable of distinguishing between them.

In the StereoHoax-ES corpus, out of the 45 misclassified instances, 29 were 
predicted to contain no stereotype when the context was not taken into account. 
However, that number decreased dramatically when the models were trained with 
the conversation head, the parent tweet or both, with seven, eight and eight incor-
rect predictions, respectively. One of the patterns we observed in the misclassified 
tweets refers to the focus of the message. The topic of the tweet is not focused 
on immigrants, but the stereotypes appear when they are mentioned tangentially, 
normally as a cause or as a consequence of the issue under discussion. As we see 
in Example  (29), the message is directed towards politicians. The author com-
plains about their decisions, which benefit immigrants to the detriment of others. 
However, this misprediction is corrected when the models that handle the conver-
sational head, the parent tweet (in this case, both correspond to the same tweet) 
and both contexts are used. In this case, the tweet refers to an agreement made 
between Spain and Morocco. 

 (29) They are destroying our pensions and everything that our elders had achieved... 
Having to work so that immigrants live and we have to live poorly for all the 
governments we have had.

Regarding the categories, most mispredictions when recognizing stereotypes 
are with the benevolence-dominance up subcategory, with eleven errors, and the 
dominance down subcategory, with six errors, of which four are cases of double 
labeling as benevolence-dominance up and dominance down. Given that these are 
the most prevalent categories in the Spanish subset, with 64.13% of benevolence-
dominance up and 47.66% of dominance down, these results are not surprising. 
Although, category affective competence accounts for only 9.67% of the dataset, 
there were six misclassified instances, the equivalent of 21% of the mispredic-
tions. Since most of the cases annotated as affective competence portray immi-
grants as victims, the dataset is likely biased regarding this representation.

For the StereoHoax-FR corpus, we observed that out of the 80 instances mis-
classified as having no stereotypes (out of 245 positive gold labels) by all vari-
ants, 39 belonged to the same conversation, which concerns a racial hoax about 
migrants supposedly “desecrating” a famous French basilica by their presence 
there. Examining the content of the relevant target tweets, we find that most ste-
reotypes are of an abstract nature, often referring indirectly to the mere migrants’ 
presence, as an attack on the authors’ faith. Since we cannot find similar types of 
stereotypes in the French training set itself, we believe the models may have all 
struggled with this peculiar mode of expression. Similarly, since, as can be seen 
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in Tables 4 and 5, the presence of competence-physical discredit is relatively low 
in the French subset, the four variants also had problems handling types of stereo-
types based on general appearance and competences.

In Italian, of the 87 instances (138 for French; 69 for Spanish) which were cor-
rectly classified by at least one of the context-aware variants (w/Parent/Head/Both) 
but misclassified by the w/o Context variant, 21 (39; 53) were annotated as contain-
ing stereotypes, of which 18 (29; 24) were labelled by human annotators as requir-
ing context to be interpreted, compared to three (10; 29) in which that was not the 
case. This shows that the need for contextual information was identified within the 
Italian and French subsets and that classification models do seem to benefit from 
having access to this information when it facilitates the interpretation of an instance.

The reasons for the limited benefits, or even adverse effects, specifically for Span-
ish, of incorporating contextual information into predictive models are unclear. 
However, the existing literature contains similar inconclusive findings regarding 
the integration of context into abusive language classification and related phenom-
ena (Pavlopoulos et al., 2020; Cercas et al., 2021; Menini et al., 2021; Markov & 
Daelemans, 2022). One plausible hypothesis is that the addition of a vast number of 
context tokens might act as a “distractor” for Transformer architectures, leading to 
diminished performance. This aspect could be investigated in future work.

7  Conclusions and future work

In this paper, we have presented StereoHoax, the first multilingual and multi-
layer annotated corpus consisting of French, Italian and Spanish tweets, which are 
reactions to racial hoaxes related to immigrants. The annotation includes the iden-
tification of stereotypes and their classification into four forms of discredit, con-
densed from the original six categories. It also includes whether the stereotypes are 
expressed explicitly or implicitly, and whether their interpretation requires contex-
tual information. Therefore, to annotate contextual information accurately, the con-
versational thread in which the tweet occurs is also included. This work extends on 
and enhances previous work (Bourgeade et  al., 2023) by describing the first out-
comes of a study of stereotypes that are spread through racial hoaxes, with the aim 
of creating NLP resources and tools for their automatic detection.

In order to address this challenging task, we started with a review of the psy-
chological and computational literature regarding RHs and stereotypes. This helped 
us to build a collection of racial hoaxes in French, Italian and Spanish, classified 
according to the topic of the news topic they addressed.

We then presented a complete description of the multi-layered scheme for the 
annotation of racial stereotypes in social media data based on the Stereotype Con-
tent Model, already applied in a previous work (Bosco et al., 2023), in three dif-
ferent languages. We applied it, for the first time, to a newly created multilingual 
dataset of Twitter reactions to racial hoaxes, the StereoHoax corpus. Therefore, 
this work can be considered pioneering and the multi-layered annotation scheme 
might undergo a certain degree of adaptation when applied to datasets with 
very different characteristics. From a theoretical point of view it is necessary to 
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underline that the annotation carried out is in line with the work of Bosco et al. 
(2023) in the sense that the categories detected include also the dominance sub-
category as noted by Koch et al. (2016) and by Poggi and D’Errico (2010). Fur-
thermore, unlike the classic work of Fiske (2007; 2018), essentially negatively 
oriented stereotypes emerged. Naturally, this can be due to the type of data, 
which strongly differs from the ‘bottom-up’ evaluation considered in psychoso-
cial research, as opposed to the dataset extracted from social media, which can be 
strongly negatively characterized. This imbalance of positive/negative stereotypes 
in our dataset may represent a limitation in this present work. Therefore, in future 
studies, we will aim to build a dataset with a greater positive stereotype repre-
sentation, for instance, by extracting data from news in which positive attributes 
regarding immigrants are reported.

Thanks to the outcomes of the annotation procedure, we were able to perform a 
multilingual analysis and machine learning experiments in three languages on these 
texts, which have a Twitter conversation structure. Additionally, our results suggest 
that the degree of implicitness depends greatly on the dimension of contextuality in 
this domain.

Detecting stereotypes is an inherently difficult task, due to their overall low rate 
of occurrence on social media platforms, in part due to effective content modera-
tion. Furthermore, the corpus and the set of analyses and experiments presented 
here were produced and performed in a multilingual context, and, as such, were 
conditioned by many language-specific characteristics and differences. These differ-
ences range from cultural, linguistic and geographical specificities, which may have 
impacted the data collection and annotation process, to size and distribution differ-
ences in the language-specific subsets, as well as the conversational context in which 
the messages were communicated.

Finally, despite their similar architectures, the three monolingual classification 
models were pre-trained not only on different languages and types of content but 
also with different hyperparameters and implementation details, which may have 
been sources of variations in their final predictive capabilities, even assuming the 
fine-tuning data were equivalent. Nevertheless, we believe that this work constitutes 
an important resource and basis for further work on multilingual stereotype detec-
tion in social media content.

Looking to the future, we may explore in more depth the language-specific differ-
ences and commonalities of stereotypes within the practical context of multilingual 
stereotypes classification across the three European languages which constitute our 
corpus. We will investigate whether language-universal patterns in stereotypes can 
be successfully exploited by state-of-the-art multilingual NLP architectures.

Thanks to the resources and framework elaborated in this study, it will also be 
possible to investigate more deeply the phenomenon of the dissemination of racial 
stereotypes through racial hoaxes from a computational perspective and in a multi-
lingual context. Furthermore, these initial steps may prove essential for developing 
computational tools for the automatic detection and classification of racial stereo-
types in real-life scenarios.
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