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ABSTRACT Finite State Automata (FSA) serve as a fundamental mathematical model of computation,
commonly explored in computer science degree programs. Traditionally, FSA are represented through state
diagrams or tables, which, in educational settings necessitating assistive technologies, pose accessibility
challenges, particularly for Visually Impaired People (VIP). This work is part of a broader initiative
focused on creating tools for inclusive access to scientific information. Its main goal is to explore the
effectiveness of a dialogue system (DS) as an alternative method for conveying FSA information to VIP,
aiming to enhance their comprehension and user experience. To achieve this, a rule-based DS tailored for
facilitating FSA access, with a primary focus on VIP as end users, was developed. The research involved
an A/B test comparing participants’ comprehension of FSA using the rule-based DS versus standard tabular
representations. Statistical analysis was also carried out to evaluate the performance differences between the
twomethods. The findings indicate that communication through the DS significantly outperforms the tabular
representation, establishing it as a viable and effective alternative for both VIP and non-VIP. Although VIP
participants displayed slightly varying performance depending on the questions, their feedback favoured the
DS for its ease of use and overall user satisfaction. Additionally, the study analysed the capabilities and
limitations of popular Large Language Models (LLMs) in describing graphical structures like FSA. Despite
their general effectiveness in language tasks, LLMs proved inadequate for accurately and consistently
describing FSA, highlighting the need for more controlled and explainable DS approaches in educational
contexts.

INDEX TERMS Assistive technologies, chatbots, educational technology, natural language processing.

I. INTRODUCTION
In educational settings, ensuring equal opportunities and
access to learning materials for all students is crucial.
However, accessibility challenges, particularly for Visually

The associate editor coordinating the review of this manuscript and

approving it for publication was Arianna DUlizia .

Impaired People (VIP1), arise, especially in understand-
ing graphical structures, such as diagrams with internal
structures (e.g., tables, trees, UML, E-R, circuits). Image
descriptions or alt-texts, commonly used for accessibility,
may prove unsatisfactory. Indeed, a static textual description,
such as ‘‘alt text’’, is a general description that can be

1See Section VIII for a list of the acronyms used in the paper.
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extremely long since it has to describe in text all relevant
graphic features of the image. Such a description could
be hard to ‘‘navigate’’ to extract information and usually
is complementary to the image, and not thought of as a
substitute for the image.

While tactile and haptic devices are recognised as
limited [1], Natural Language Processing and Generation
(NLP/G) appear promising in effectively delivering graphical
information. Moreover, the availability of speech-to-text and
text-to-speech facilities in electronic devices suggests their
potential in reducing accessibility barriers when combined
with NLP/G technologies. In this context, Dialogue Systems
(DSs) play a crucial role in education by employing various
techniques to support students in diverse learning environ-
ments [2]. They leverage technology to enhance accessibility
to educational content, particularly benefiting students who
prefer independent study. Additionally, DSs facilitate inter-
actions for students with special needs, providing support in
guided reading, learning disabilities, and dyslexia [3], [4].
In Computer Science classes, a significant number of students
face accessibility challenges, prompting recent legislation
aimed at ensuring accessibility in information technology
tools.2

This article addresses the accessibility of Finite State
Automata (FSA), which are a mathematical model of
computation typically taught in Computer Science degrees3

and are paradigmatic for other graphical structures.4

FSA are usually formalised as a quintuple: (1) a finite set of
states, Q, (2) a finite set of input symbols, 6, (3) a transition
function, δ : Q × 6 → Q, which maps each state and input
symbol to a new state, (4) a start state, q0 ∈ Q, (5) a set of
accepting states (also called final states), F ⊆ Q.
FSA can be represented as a diagram or a table representing

the connections (i.e., transitions) between each state. In edu-
cational books, e.g., Hopcroft et al. [5], FSA are typically
graphically rendered via state diagrams. As also mentioned
above, however, this type of structure may be difficult to
access for VIP. Indeed, VIP face several challenges because
they must understand FSA solely based on descriptive textual
information provided next to the graphical representation,
which is often fragmented. One of the most agile and
accessible ways for VIP to access a graphical representation
is by using the State Table (ST) in HTML. In fact, VIP
can then use specific speech synthesizers, called screen
readers, to listen to the content of the cells of the HTML
tables and use the keyboard to navigate between the cells.
However, this type of exploration can be time-consuming
and exhausting for VIP. On the contrary, having a specific

2See, as an example, the European Union directive on the accessibility
of the websites and mobile applications of public sector bodies: https://eur-
lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016L2102

3FSA is a fundamental topic for STEM students since it is contained in
the standard syllabus for computer science curriculum provided by ACM
https://dl.acm.org/doi/pdf/10.1145/3664191

4This research has been developed as part of the NoVAGraphS
(Non Visual Access to Graphical Structures) project: http://www.integr-
abile.unito.it/en/progetto-novagraphs/

textual representation that allows the exploration of graphs
can not only be faster, but also preferable (see Section V-D).
In addition, it can also cater to various other types of
disabilities, such as motor disabilities. However, little to no
attention has been drawn so far to the use of dialogue-
based applications for accessing FSA and, more broadly, for
accessing information in graphical structures. Modern Large
Language Model (LLM)-based systems do not address this
gap, and their applicability, especially in terms of robustness
and trustworthiness, remains to be demonstrated.

For the reasons outlined above, this article proposes a
new methodology to access FSA: it investigates the extent to
which a rule-based DS can effectively describe FSA, enabling
a dialogic exploration that can focus on elements that may
be challenging to comprehend through more traditional
representations. This rule-based DS is first presented to
describe FSA, making it accessible to VIP by offering
detailed and consistent descriptions. To ensure accessibility,
the DSwas designed in collaboration with a visually impaired
expert. A comprehensive experimental study was conducted
to test the hypothesis regarding the enhanced accessibility
of FSA through the DS, involving both VIP and non-VIP
participants and comparing DS interactions with tabular
exploration via the ST. For the experiment, a web-based
accessible textual DS was devised, accessible to VIP using
standard speech technologies, typically a screen reader for
listening and a keyboard for typing. This approach allows to
evaluate the impact of dialogic interaction without altering
the VIP’s final physical speech interaction.5 Furthermore,
an additional study that illustrates how the use of rule-based
DSs might be more suitable than the current Large Language
Models for describing FSA in an educational context is
presented.

The research questions driving this study are thus outlined
below:

1) Is interacting with a DS more effective than using a ST
for acquiring information about FSA?

2) Which method of exploration (DS or ST) is preferable
for VIP to acquire information about FSA?

3) Can recent technologies such as LLMs be leveraged to
address accessibility issues for VIP in an educational
context?

To our knowledge these three research questions have not
been addressed in previous work and their answers can open
up new research lines.

In line with the research objectives, Section II first reports
the state of the art concerning the specific problem of
accessing graphical structures by VIP and the assessment of
LLMs in the educational field. Following this, Section III
describes the development of the textual rule-based DS with
a particular focus on the design choices and the key features
of the web interface used for the interactions. Sections IV
and V provide a detailed account of the user study carried out

5The use of text-to-speech technology which is not specifically designed
for VIP can degrade their user experience, as also observed in previous
studies [6], [7].
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to test the DS, while Section VI complements the analysis
showing the main limitations of current LLMs in describing
FSA. A discussion of the main findings and limitations of this
study finally completes this work (Section VII).

II. RELATED WORK
This section begins with a discussion of accessible solutions
for communicating graphical information to VIP. Following
this, an overview of recent studies involving LLMs in the
educational field is provided.

A. ACCESSIBLE SOLUTIONS FOR VIP
Haptic representations have been proposed in multi-
modal systems for communicating graphical information in
motion [8], exploring graphs [9], chemical formulas [10],
function graphs [11], geometric shapes [12] and various
types of diagrams [13]. Sonification has been studied to
explore generic images [14], function graphs [1], elementary
geometric shapes [15], maps [16] and various types of
diagrams [17]. Textual descriptions of images have been
studied in particular for representing generic images [18],
chemical formulas [19], electronic circuits [20], function
graphs [21] and statistical diagrams [22]. These studies
point out two main limitations of such solutions: a thorough
knowledge of the domain and characteristics of non-visual
perception is required on the part of the person making the
textual description. Second, the cognitive load to understand
the textual description of a complex image is very high since
the exploration is sequential.

A number of academic studies and commercial software
applications applied NLG to describe to VIP some specific
structures, typical of scientific communication. For instance,
different NLG techniques have been applied to produce
descriptions of bar charts [23]. Other studies consider the
problem of communicating mathematical expressions by
using mathematical sentences, that are natural language
sentences verbalising the expressions [6].
To the best of the authors’ knowledge, there is only one

existing study on the application of a DS to access FSA [24].
However, that preliminary investigation focused on the task of
Dialogue Acts annotation and the evaluation of the resulting
dialogue corpus. There appears to be no other research on
the use of DSs for describing the information contained in
graphical structures.

B. ASSESSING LLMs IN THE EDUCATIONAL FIELD
Several recent studies have been conducted about the use
of LLMs in the educational field after the release of Chat-
GPT [25] and its impressive performance in several domains
such as programming [26], English comprehension [27] and
critical thinking [28]. Reference [29] provides an overview
of ChatGPT’s performance in various domains and tasks,
while also highlighting the potential risks that such a tool
may pose to students and educators. Reference [30] assesses
that ChatGPT can provide assistance as a virtual intelligent

system by flanking educators and offering personalised
support, despite they also raise concerns on the serious
issues of lack of reliability and hallucinations. In [31]
the emphasis is also placed on the role of ChatGPT in
empowering learners with disabilities such as VIP through
the integration of this tool with speech-to-text and text-to-
speech technologies. However [31] do not fail to underline
the difficult challenges in distinguishing misleading but
convincingly-presented information from sensible content.

Section VI explores the possibility to use LLMs to explain
a FSA through dialogic interactions.

III. A RULE-BASED DIALOGUE SYSTEM
When it comes to building a task-oriented DS, there are
various alternatives such as leveraging rule-based systems
or frames. More recently, LLMs have become a common
choice in the development of agents capable of handling
specific tasks through dialogue. The main objective of this
work is to investigate whether a dialogic representation
can be better than a tabular one, especially in terms of
accessibility to VIP. For this reason, the focus is mainly on
the design of a rule-based DS, using the Artificial Intelligence
Markup Language (AIML) [32], a declarative language
based on the pattern-matching paradigm. It is well known,
in fact, that rule-based systems offer by design consistent
and controlled responses, at the expense of flexibility and
scalability. Nonetheless, systems of this kind would readily
allow us to investigate the initial hypothesis of determining
whether a dialogue-based interaction is indeed more effective
than a tabular representation for VIP. This section describes
the implementation of two specific FSA descriptions in
AIML and the design of the happy paths—i.e., a number of
prototypical dialogues in which the DS is able to provide all
the requested information.6

To ensure precise and specialised descriptions of FSA
concepts, terminology, definitions, and procedures were
based on an influential textbook on formal languages that
offers a comprehensive introduction to automata theory [5].

FIGURE 1. Dialogue system architecture.

The use of the DS involves several key steps, as illustrated
in Fig. 1. First, the user submits a question, which undergoes
pre-processing to remove special characters andwhite spaces.
The system then employs a Natural Language Understanding
module that searches for patterns within the user’s input to
determine the intent and identify relevant entities. Following
this, the AIML Interpreter searches for the corresponding

6http://xunitpatterns.com/happy%20path.html
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AIML rule that matches the detected keywords in the pattern.
The Dialogue Manager coordinates the conversation flow,
selecting the appropriate response. Finally, the Natural Lan-
guage Generation module delivers this predefined response
to the user, and the DS sends it back as the final output.7 The
information regarding the FSA is encoded in AIML rules.

FIGURE 2. AIML rule example.

As an example of a rule, Fig. 2 reports the one that
was applied more frequently in the experimentation (see
Section V). This rule triggers the answer in the template tag to
various questions such asHowmany states are there? orHow
many states does the automaton have?.8 This rule catches all
the questions starting with How many states and followed by
one or more words (* is a wild card and it can assume any
words). When a pattern is triggered by the user input, the DS
will answer with a suitable template. Note that AIML, that
is essentially based on a regular expression mechanism, also
provides a number of facilities through the use of specific
tags, as SRAI, CONDITION and RANDOM, that allow
for an easier management of dialogue interactions. SRAI
allows for a ‘‘call’’ to other AIML rules, improving system
engineering, CONDITION selects the answer to a specific
pattern considering the value of some local variables, and
RANDOM adds non-deterministic rules improving system
naturalness.

A first set of rules has been created by several happy
paths designed to cover different task-related topics. A happy
path refers to the expected path of a conversation, where
everything goes according to plan without encountering any
error or exception. All the happy paths can be grouped into
three macro-categories: (1) greetings—i.e., introduction and
greetings to users, (2) how to—i.e., questions explaining how
to use the DS, (3) description—i.e., all the questions about
the automaton, e.g., description, accepted language, states.
This initial set has been expanded through an alpha test in
which three in-house domain experts with a PhD degree in
Computer Science volunteered to interact with the DS. One
of the alpha tester is completely blind. As a result of this in-
house test, the DS is actually composed of 103 rules. Some
examples of dialogue just discussed can be found in Table 1
divided by category. See Table 22 in Appendix for more
examples of AIML rules.

7The DS engine was developed by using Node.js and the open source
library aiml-high https://github.com/gleuch/aiml-high to interpret the AIML
rules. The DS can be freely downloaded at https://github.com/Reasoning-
NLG-Unito/NoVAGraphs_

8Please note that the questions are reported verbatim as they are actual
questions asked by the participants.

A. SYSTEM INTERFACE
When designing the web interface to encapsulate the DS,
some important considerations were taken into account,
in order to meet the needs of VIP. First of all, most VIP
users have very good skills in using a screen reader, which is
a specific software designed for vocal navigation of textual
interfaces. In fact, VIP generally use a screen reader for
accessing information and a keyboard for providing inputs.
A modular approach was thus preferred, concentrating on the
design and implementation of a textual DS while allowing
VIP to use their standard input-output interface. Additionally,
the developed web interface fully adheres to Web Content
Accessibility Guidelines 2.1,9 thus fully accessible to VIP.
Fig. 3 shows the DS interface. The input form for writing
text and the submission button were designed to ensure easy
accessibility for VIP as they navigate through the entire page.
The DS answer is conveniently located just below for quick
reference. Beneath the response, a table, navigable through
HTML tags, displays the dialogue history, including the input
number, the input itself, and the corresponding response.

IV. EXPERIMENTAL PROTOCOL
The aim of this experimental phase is twofold: demonstrating
the DS effectiveness over a graphical representation and
evaluating the coverage and efficacy of the DS rules.

An A/B test dividing the participants in two groups was
set up. Each participant explored two different automata with
similar complexity: Automaton 1 has 5 states and 5 transi-
tions, while Automaton 2 has 3 states and 3 transitions. The
automata have the same alphabet made of 0s and 1s. The two
automata are comparable considering that Automaton 2 has
more difficult (less symmetrical) transitions despite having
less transitions and states than Automaton 1. Participants
in both groups explored the two automata just introduced.
The difference, as explained more in detail below, is only
based on which method they used to explore Automaton
1 and Automaton 2, whether it was the DS or the ST. The
ST contains all relevant information, including the states,
initial and final states, and transitions between them. This
information is presented into an HTML table, which provides
a viable way for VIP to access it by exploring its headers and
columns. Additionally, the ST representation included also a
description of the language accepted by the automaton.

For the experimentation, 33 volunteer participants (26 non-
VIP and 7 VIP) were recruited. The requirements to
participate, as stated in the invitation letter (see Table 15 in
Appendix), were fluency in English and knowledge of FSA.10

Out of the 33 participants, 65.6% fall within the age range of
25–34, 6.3% are 45–54 years old, 12.5% 18–24 years old and
15.6% 35–44 years old.

To carry out the A/B test, the two groups of participants,
ABC andXYZ,were pointed to twowebsites: ABC andXYZ.

9https://www.w3.org/WAI/standards-guidelines/wcag/
10Studies concerning assistive technologies for VIP have a total average

number of participants of 22.3 and they often are sighted persons (30% of
the studies analysed in [33]).
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TABLE 1. Examples of user input and system output.

FIGURE 3. System interface for the DS representing Automaton 1. On top there is a text box that users can use to write
down their questions. On bottom an accessible table to explore the previous interactions.

BothABC andXYZwebsites consist of three pages: one page
containing the explanation of the experiment and providing a
link to a Google Form questionnaire,11 and two more pages
with the two automata—one to be explored via the ST, and
the other via the DS. The DS is encapsulated in the web
interface described in Section III-A, while the ST is displayed
as a navigable HTML table (see Fig. 4). Input symbols from
the alphabet are used as table headers. Each row corresponds
to a state in the FSA. The adjacent column for each row

11ABC group questionnaire: https://forms.gle/Psk1BYdUbqVZL9Ec9.
XYZ group questionnaire: https://forms.gle/gMuriMwBajcXygXdA

indicates the next state linked to it, or ‘‘/’’ if there is no
link.

Participants could complete the assessment questions using
both the ST and the DS conversation history, as the goal
was not to test their memory, but their ability to acquire
knowledge on FSA using these two methods. The websites
ABC and XYZ differ by the order of the pages containing the
automata and their association to ST and DS. In particular,
in website ABC, the DS page appears first and enables the
exploration of Automaton 1, while the second page proposes
the exploration of Automaton 2 via the ST. In website XYZ,
the order is reversed, thus having the ST in the first page to

150506 VOLUME 12, 2024
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FIGURE 4. System interface for the ST representing Automaton 2. A Table where the label transitions are on columns and
the states on the rows. ∗ and → indicate the final and initial state, respectively.

exploreAutomaton 1 and theDS in the second page to explore
Automaton 2.

Google Forms was employed to anonymously gather
responses to a questionnaire intended to assess user under-
standing of the two automata, due to its accessible interface
for VIP.

More precisely, the questionnaire comprised 10 closed-
ended questions per automaton:

• Five multiple-choice questions, referred to as knowledge
questions, aimed at testing the participants’ understand-
ing of the automaton (e.g., what is the initial state?).

• Five questions, referred to as reasoning questions, aimed
at testing participants’ reasoning abilities about the
automaton. They comprised four true/false questions
and one multiple-choice question (e.g., if the initial state
is q1 instead of q0, is the accepted language the same?).

In addition, three open-ended questions were included:
• One question asking for a description of the automata;
and

• Two questions for collecting feedback on the interaction
with the DS.

Finally, the form included some profiling questions (e.g.,
age, prior knowledge of FSA). All the questions can be found
in Appendix VIII-A.

To ensure the quality of the answers, the participants
who posed less than half of pertinent questions, and who
covered less than half of the key concepts of the (quintuple
of the) FSA were excluded. As a result, two participants

in group XYZ were excluded. Ultimately, the ABC group
comprised 16 participants, while the XYZ group included
15 participants.

V. RESULTS
This section analyzes the questionnaire results. Initially,
a quantitative analysis of the closed-ended questions is
conducted, followed by a thematic analysis [34] to the open-
ended question related to the description of the automaton.
Then, qualitative analysis is performed on the received
feedback and interactions with the DS, with a particular focus
on the results obtained from VIP participants.

A. QUANTITATIVE ANALYSIS
For the closed-ended questions, a score of 1 was assigned for
correct and complete answers, while 0 points were given for
incorrect or partially incorrect responses. Being the closed-
ended questions 10 in number for each automaton, the
maximum score obtainable is 10. Participants obtained high
scores overall.

TABLE 2. Results obtained by participants using ST and DS with the
closed-ended questions – Average (standard deviation).
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As it can be seen in Table 2, the scores are similar
between DS and ST and above 8 out of 10; in particular,
the scores obtained by participants when using the DS are
consistently higher than when using the ST, both considering
the whole set of questions and the sets of knowledge and
reasoning questions alone. On the one hand, these high scores
confirm that the users, regardless of the specific automaton
and method of exploration, were actually knowledgeable
about automata. On the other hand, the DS proves to be
competitive over a more traditional ST, even considering both
VIP and non-VIP. The significance of such difference was
assessed with a two-tail non-parametric Wilcoxon signed-
rank test [35], as a Kolmogorov-Smirnov normality test
reports that the values do not follow a normal distribution
(e.g., DDSknowledge = 0.78, p < .01). The results indicate that
participants answered significantly better when exploring the
FSA via the DS than via the ST both on knowledge and
reasoning questions (Wknowledge = 10, Wreasoning = 96,
p < .005).

The answers to open-ended questions on automata
description were also analyzed quantitatively. This was
achieved through a hybrid deductive/inductive thematic
analysis approach [34], [43] reaching five themes, which
describe five key concepts of automata: accepted language,
states, transitions, alphabet, and graphical representation.
All provided descriptions were analyzed to determine the
presence and accuracy of key concepts. Each description
was scored with 1 point for a correct and complete
explanation of a key concept, and 0 points for missing
or incorrect information. Thus, a score of 5 corresponds
to a full description of the automaton. For example, the
user description ‘‘It is an automaton that accepts the
sequence 110 repeated an arbitrary number of time (110)∗.’’,
containing correct information only on the accepted language
but not mentioning states, transitions, alphabet and graphical
representation, scores 1 out of 5.
The average scores are shown in Table 3. As it can be
noted, both the mean scores for DS and ST are quite
low, slightly less than 2 out of 5. The low scores may be
attributed to the lack of explanation provided to participants
regarding how the comprehensiveness of their responses,
particularly in terms of covering the five key concepts, would
be evaluated.Nonetheless, in these open-ended questions
as well, the DS scores are better than the ST ones.
The observed difference may indicate that individuals who
interact with a DS are more likely to give a more complete
description. A two-tail non-parametricWilcoxon signed-rank
test indicates that descriptions resulting from the interactions
with the DS are significantly better than using the ST (W =

45.5, p < .005).

B. QUALITATIVE ANALYSIS
This subsection analyses the feedback received from the final
two open-ended questions administered to participants. They
were asked:

TABLE 3. Results obtained by participants using ST and DS with the
open-ended questions about automata description – Average (standard
deviation).

• One question prompting for information about non-
answered questions.

• One question on how they would improve the
interaction.

20 out of 31 participants gave feedback on the interactionwith
the DS. Of these, 5 (25%) explicitly stated that the interaction
was good, complete or satisfactory. Among the DS features,
users most appreciated its ability to recommend follow-up
questions or prompting possible questions when the user’s
question was not clear enough. The feature that 6 users (30%)
deemed useful to improve the interaction was the ability to
deal with a larger coverage of synonyms and formulations.
In addition, 3 users (15%) felt that presenting in the DS page
amost-asked-question snippet would improve the interaction,
as it would provide them with examples of questions. Other
3 users felt than the answers were sometimes too verbose
or not tailored enough to the question/request. As far as
VIP are concerned, 4 out of 7 expressed their wish to being
able to use a larger variety of synonyms and periphrases,
1 left no feedback, 1 would have improved the interaction by
providing more examples of accepted questions and 1 said
that the interaction was satisfactory.

Looking at the questions which were not satisfactorily
answered by the DS, as noticed by the 6 participants above,
the majority were not pertinently answered because the DS
was not able to handle all the synonyms (e.g., it recognised
transitions and arcs as synonym, but not links) and all
possible ways to address the same question (e.g., What it
its optimal spacial representation?, Describe graphically the
automaton., How are the states positioned?, all expecting an
answer like This automaton can be represented as a triangle,
with states as vertices.). This was mainly due to the limita-
tions intrinsic to the system’s architecture (a rule-based DS).

As commented by three participants, sometimes the DS
answers are not perfectly tailored to specific questions.
This is due to the effort to create the minimal number of
patterns that would cover the maximum number of questions.
In addition, having an educational purpose, the DS is keen to
add information instead of answering rigidly the question.

C. INTERACTION ANALYSIS
The collection of the interactions generated during the
experimentation described above formed a corpus; such
interactions are further analysed in this subsection.12 The

12The resulting corpus of interactions, with additional annotations, can
be freely requested through the following link: https://zenodo.org/records/
10822733
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collected corpus consists of 31 human-machine dialogues,
for a total of 700 turns (i.e., 350 user questions/requests
and 350 DS answers) consisting on average of 22.58 turns
per dialogue.

TABLE 4. Basic corpus statistics.

Upon an initial examination of the gathered dialogues,
it becomes evident that they predominantly consist of
question-answer pairs. This pattern likely stems from the
task setting, where users aim to extract information about
the FSA by engaging with the DS. To add depth to the
understanding of the dialogue dynamics, Table 4 reports some
basic corpus statistics, highlighting quantitative differences
between the two subgroups. VIP dialogues, as revealed by
the statistics, exhibit longer overall but shorter individual
turns. These variations in the number of turns per dialogue
and the number of tokens per turn between the subgroups
are statistically significant (p = 0.046 and p = 0.007,
respectively) according to Mann-Whitney U test, accounting
for two independent groups with non-normally distributed
data and small sample sizes.

Analysing the questions that the DSwas not able to answer,
off-topic questions (e.g., How many regions are there in
Italy?) or on-topic questions but in a language different from
English (e.g., in Italian Vorrei una descrizione di Automa1
meaning ‘I would like a description of Automa1’), were
found. These questions triggered as response I don’t know,
try asking something like ‘What is the initial state?’.

Sometimes the NLU component misinterpreted the mean-
ing giving an answer which unintentionally violated one or
more of the Grice’s conversational maxims [37], leading to a
suboptimal communication.

In Table 5.A, the DS response violates the maxim of
manner by failing to initiate the answer with a direct negation,
resulting in ambiguity. In Table 5.B, the maxim of relation
is compromised as the DS response provides no information
about the transitions connecting q4 and q0, providing instead
the transitions starting from q0. Lastly, in Example 5.C, the
DS response violates the maxim of quantity, presenting an
incomplete answer by omitting crucial information about
transitions between states, which can hinder the user’s
understanding of the automaton behavior.

As expected, there were also questions not included in the
designed happy paths, e.g., is q0 linked to q0?, which could
be paraphrased as are there any cycles in q0?.

D. SUBGROUP ANALYSIS ON VIP
This subsection evaluates the responses and feedback from
the subgroup consisting of the 7 VIP (4 used the ABC version
and 3 the XYZ version). Recognising that the small sample
size precludes statistically significant inferences, the results
will be examined by discussing the data in relation to the
findings presented in Sections V-A–V-B and the comments
they have provided. To gain additional insights from this
analysis, 3 further questions for the VIP alongside the
questionnaire they had to complete as the other participants
were added. Specifically, the additional questions are:

Q1. Which of the two methods did you prefer the most
considering the easiness to acquire information about
the automata?

Q2. How would you rate the state table on a scale with
1 being ‘‘very poor’’ and 5 being ‘‘very good’’?

Q3. How would you rate the dialogue system on a scale with
1 being ‘‘very poor’’ and 5 being ‘‘very good’’?

Of the 7VIP, 57.1% fall within the age range of 35–44, with
the remaining 14.3% each distributed between the age groups
of 25–34, 45–54, and 18–24 (1 per age group). The entire
population is male and non-native English speakers; however,
all of them claim a good proficiency in English. Furthermore,
71.5% hold a BSc, 14.3% a PhD and 14.3% a high-school
diploma, all in computer science.

The results in Tables 6, 7 and 8 show the average scores
given by VIP per set of questions for the DS and ST.
They suggest that VIP have slightly better comprehension
and provide better descriptions of the automaton described
through the DS in every case except for reasoning questions.

Nonetheless, while considering the answers to the three
additional questions posed to VIP participants, it emerged
that all of them preferred the DS as method to acquire
information about the automata, due to its easiness of use (see
question Q1.). Their preference overall was also confirmed
by the average ratings assigned to ST and DS (questions Q2.
and Q3.), i.e., 2.71 and 4.57, respectively, as also reported in
Table 8.

VI. AN EVALUATION OF LLMs FOR DESCRIBING FSA
Previous sections presented the design and experimental
evaluation of a rule-based DS conceived as an alternative
tool to facilitate the comprehension of FSA. However,
it is acknowledged that rule-based DSs have recently been
surpassed by LLMs in many practical applications.

This section explores the capabilities and, crucially, the
main limitations exhibited by LLMs in the specific task of
describing FSA. This study aims to investigate whether LLMs
can also be employed in this envisioned usage scenario and
if they can be easily utilised to address specific questions
related to FSA. The objective of this section is to evaluate
how LLMs answer to queries about a FSA and to verify
not only their accuracy, but also whether they can provide
well-reasoned and coherent justifications of their responses
(both aspects that are paramount in an educational context).
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TABLE 5. Examples of interactions with the DS violating the Grice’s maxims.

TABLE 6. Results obtained by VIP participants only, using ST and DS with
the closed-ended questions – Average (standard deviation).

TABLE 7. Results obtained by VIP participants only using ST and DS with
the open-ended questions about automata description – Average
(standard deviation).

TABLE 8. Overall rating provided to ST and DS by VIP participants, on a
scale of 1 (‘‘very poor’’) to 5 (‘‘very good’’) – Average (standard deviation).

Four different instruction-tuned models were specifically
evaluated: ChatGPT-3.5,13 LLama 2 7B [38], Tk-Instruct-
11B [39] and Mistral 7B [40]. These models were used
with their default settings. Additionally, both Llama 2 and
Mistral were fine-tuned by using the corpus obtained during
the experimentation described in Section V, in order to
observe their performance in comparison to their non-fine-
tuned versions. Starting from their base model, Low-Rank
Adaptation (LoRA) [42] was performed. Llama 2 andMistral
were trained for two epochs each (all training details and
hyperparameters are available in the appendix).

Below, the construction of the prompt, the experimental
protocol, and the results are described. To construct a suitable
prompt, Reference [41] suggests that the most effective
prompts for instruction-tuned systems are those focused on
reasoning, where the prompt instructs the model to explain

13https://openai.com/chatgpt - ChatGPT Sep. 25 2023.

the reasoning with a complex reasoning chain. This approach
has been shown to improve their performance [43]. In this
case study, given a question about an FSA, the reasoning
prompt is built by providing the FSA in tabular format (ST),
the question about the FSA, an explanation of how to read
the ST, and the logical steps needed to answer the question.
For example, the prompt regarding the question ‘‘What is the
initial state?’’, consisted in the FSA as a table, the question,
an explanation of how to read the table (e.g., identifying the
cells in the ST with the symbol ‘‘→’’ indicating the initial
state followed by the name of the state). The expected output
would include the answer to the question along with the
motivation leading to that answer.

To fine-tune the models, a prompt template was con-
structed based on the corpus, utilising question-answer pairs.
The FSA was presented in a tabular format with explanations
on how to interpret them. Additionally, the models were
trained to answer user questions using responses from the
rule-based DS.

For the experimental protocol, four typical questions about
FSA that a student might ask a teacher were first selected.
For each question, a corresponding reasoning prompt was
created. The prompt was then tested in three settings: zero-
shot, one-shot, and few-shot (with ten positive examples).14

The four questions are as follows:
1) Based on the ST provided, is there a transition from q0

to q1?
2) Based on the ST provided, can you tell me how many

transitions are there?
3) Based on the ST provided, can you tell me what is the

accepted language?
4) Based on the ST provided, can you tell me which are the

initial and final states?
As a result, 12 prompts were obtained by using different

settings (zero-shot, one-shot, and few-shot) for each of the
four questions. The examples were custom-built, and each
prompt was executed once.

Three in-house volunteers, experts in FSA, were recruited.
Two of the annotators hold a PhD in Computer Science, while

14Some examples of prompts are reported in Tables 16–21. All
the prompts are available at https://github.com/Reasoning-NLG-
Unito/NoVAGraphs_
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the third has a Master’s degree in Computer Science. The
three experts evaluated all the LLMs responses, separately
assessing the correctness of LLMs’ answers and motivations
in a binary fashion: by marking 1 if the LLM response is
correct, and 0 otherwise. Amotivation was considered correct
if it was sound and accurate. It is worth pointing out that the
annotators were instructed to ignore the motivation, labelling
it as inaccurate, if the answer itself was inaccurate. This
restrictive criterion was motivated by the educational purpose
of use.

The results obtained are shown in Tables 9 and 10.
Table 9 displays the aggregated results assigned to the models
responses in the three tested settings: zero-shot (0s), one-
shot (1s), and few-shot (fs). The maximum score is 1, the
minimum is 0. As highlighted in bold in Table 9, ChatGPT-
3.5 achieved the best result in the one-shot setting, as it
achieved the highest scores for answers (0.75) and motiva-
tions (0.67). However, when looking only at the answers,
Llama 2 outperformed the other LLMs in the three settings.
This performance is not consistent with the performance
on the motivations (0.25 across the settings). Tk-Instruct-
11B and Mistral received similar evaluations on the answers
compared to ChatGPT-3.5, but, according to the annotators,
they consistently provided inaccurate motivations. Notice
that the fs performance is worse than 1s performance. This
is posited to be due to the limitations of the LLM’s context
window size, which cannot accommodate the number of
tokens in the examples. Regarding the fine-tuned models,
both performed worse than their non-fine-tuned counterparts.
Although this result is surprising, it is likely attributable to
the characteristics of the corpus used for fine-tuning in both
Llama 2 and Mistral. Specifically, the resulting corpus is
quite small and carries the limitations inherent to interactions
with rule-based systems, as the DS frequently fails to answer
questions correctly, and there is a high repetition of questions
and answers.

Table 10 reports the experts’ agreement results using
Krippendorff’s Alpha [44] and Fleiss’ Kappa [45]. The
first row shows the overall agreement considering both the
answers and the motivations. The second row focuses on
the answers, while the last on the motivations. The three
experts are in perfect agreement in asserting whether the
model answers are correct or incorrect, and in almost perfect
agreement considering both answers and motivations. A sub-
stantial agreement is achieved considering the soundness of
motivations.

The results in Table 9 suggest that the tested LLMs
in the different settings (i.e., both resorting to in-context
learning and fine-tuning approaches) are not adequate to
provide answers and motivations on FSA. The experts have
commented that the models often provided incomplete moti-
vations, sometimes made errors in the syntax and formalism
of the FSA, and generated hallucinated information. This
is especially problematic in an educational setting, where
non-experts, such as students, may not be able to identify

TABLE 9. Average results per LLM on zero-shot (0s), one-shot (1s) and
few-shot (fs) settings and with fine-tuning.

TABLE 10. Agreement among annotators.

errors in responses that sound fluent and well-constructed.
Additionally, it can be concluded that the fine-tuned models
also performed worse, leading to the argument that there is
a need to improve both the size and quality of the training
corpus.

Table 11 reports a common error taking as example
the Llama 2 response to the third prompt in the few-shot
setting. The experts pointed out that the model—besides
making a mistake in the formalism of the automaton by
writing ‘‘(110)∗)’’ in the motivation, and despite providing
the correct accepted language (i.e., (110)∗) in the answer—
does not correctly recognise the transitions, thus creating
inconsistency between the described transitions and the
accepted language. In fact, Llama 2 described as the accepted
language (01 + 0)∗, whereas the actual path described in the

ST leading to (110)∗ is q0
1
−→ q2

1
−→ q1

0
−→ q0.

VII. MAIN FINDINGS AND LIMITATIONS
Based on the results presented in the previous sections, the
primary outcomes of this research are summarised as follows.

The first research question sought to determine whether
a DS is generally more effective than an ST for acquiring
knowledge about FSA. The investigation indicates that while
users perform well with both methods, interaction with the
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TABLE 11. Example of a few-shot prompt and a LLama 2 answer. The positive examples are not provided to make the prompt more readable.

TABLE 12. List of acronyms and their meaning.

DS emerges as a viable alternative to the traditional ST-based
approach for accessing and understanding FSA. Statistical
analysis using a two-tailed non-parametric Wilcoxon signed-
rank test shows that the performance difference between
the DS and ST methods is statistically significant. This
finding holds true for both VIP and non-VIP participants,
highlighting the DS’s effectiveness across different user
groups. To our knowledge, our research is the first one that
investigates this specific point.

To address the second research question, which aimed
to identify the preferred method for VIP, the results and
feedback from VIP participants were examined. Slightly
divergent results were observed, with VIP participants show-
ing better performance with either the DS or ST depending on
the specific questions posed. It is posited that these variations
may be due to VIP’s specialised skills in navigating tabular
representations, as also noted in [7] regarding comparisons of
system interfaces. However, feedback from VIP participants
revealed a clear preference for the DS, particularly regarding
its ease of use. This suggests that the DS has the potential
to offer a more effective and satisfying user experience for
these users. Once again, to our knowledge, this analysis of
VIP user experience has not been previously performed in
the literature.

TABLE 13. Accepted Language = (110)∗ State Table representation for
the automaton with 3 states and 3 transitions.

TABLE 14. Accepted Language = (11100)∗ State Table representation for
the automaton with 5 states and 5 transitions.

The third research question aimed to assess whether recent
LLMs can address accessibility issues for VIP in an edu-
cational context. Despite the high performance of LLMs in
many language understanding and generation tasks, as well as
dialoguemanagement, the testedmodels proved ineffective in
accurately describing FSA. This inefficacy underscores sig-
nificant limitations in accuracy and consistency of responses,
presenting challenges in educational settings. This finding
emphasizes the need for more explainable and manageable
DS development approaches that offer precise control over
content and interaction dynamics in these contexts. Based on
current research, this is the first study to test two distinct
LLMs in the specific context of teaching FSA adopting
different fine-tuning and prompting strategies.

This study also identified several important limitations,
primarily related to the interaction design of the DS and its
evaluation. As discussed in previous sections, implementing
a rule-based system poses issues related to scalability
and adaptability across different contexts or knowledge
domains. This is particularly evident with a pattern-matching
paradigm, like the one used in this study, which does not
ensure comprehensive coverage of lexical and interaction
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TABLE 15. Invitation letter distributed via mailing lists.

TABLE 16. Example of Prompt 1 - zero-shot.

TABLE 17. Example of Prompt 1 - one-shot.

patterns, as noted in participants’ feedback. Although this
approach was chosen to test the working hypothesis, further

refinements and adaptations will be necessary for future
developments.
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TABLE 18. Example of Prompt 1 - few-shot.

TABLE 19. Example of Prompt 2 - zero-shot.

Additionally, there is a need to expand the pool of VIP
participants to achieve a more robust statistical analysis
and obtain significant evidence within this user category.
Recruitment difficulties were previously noted, especially
due to the strict requirements for participation; nevertheless,
gathering more feedback from VIP users is crucial to ensure
the DS meets their information needs and expectations.

Finally, the limitations of using a closed model such
as ChatGPT for the experiments described in Section VI
are acknowledged. This model, accessible only through
a restricted API, presents challenges related to result
reproducibility. To address this issue, all prompts used in
testing the models have been shared, to enhance transparency

and provide a clearer understanding of the experimental
methodology.

VIII. CONCLUSION
This article introduced a novel approach for exploring FSA
in an accessible manner for VIP. Unlike HTML-based STs
for accessing FSA, the DS approach provides a more natural
interaction, as confirmed by positive user feedback. The study
aimed to evaluate the effectiveness of this approach, and the
preliminary results were promising.

A rule-based DS was implemented and tested against
the HTML ST in an A/B test. The results demonstrated
that exploring FSA via the DS significantly improved
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TABLE 20. Example of Prompt 3 - zero-shot.

TABLE 21. Example of Prompt 4 - zero-shot.

participants’ overall understanding compared to the ST. The
study also analysed the advantages and disadvantages of the
DS method through interaction analysis and collected a cor-
pus of question-answer pairs, which will be published in the
near future. Additionally, the inadequacy of using LLMs was
highlighted, as tests with out-of-the-box ChatGPT, Llama 2,
Tk-Instruct, and Mistral, as well as fine-tuning Llama 2 and
Mistral, revealed limitations. Moreover, although LLMs
have opened new possibilities for developing personalised
assistive DS, they must also be carefully implemented to
avoid unintended negative outcomes as well as ethical risks,
as highlighted in [46].

The experiment results, which answer to our three research
questions concerning the use of DSs for teaching FSA to VIP,
shed new light on the applicability of dialogue systems as
accessible technologies.

Future improvements to the rule-based DS are planned,
including: (1) augmenting AIML patterns based on feedback
received, (2) developing a scalable AIML rule engine capable
of employing a more sophisticated pattern-matching scheme
and implementing the information state dialogue model [47],
(3) integrating the AIML engine with an LLM to enhance
the variety of responses, and (4) expanding and improving
the corpus obtained from the experiments to make it more
effective for training LLMs.

Further development could also focus on expanding the
target users to include students learning FSA. In this
direction, the DS should be designed to proactively assess and
address learning deficiencies.

NOTATION LIST
APPENDIX A
A. KNOWLEDGE QUESTIONS
1. How many states are there?
a) 1
b) 2
c) 3
d) 4
e) 5

2. What is the final state?
a) q0
b) q1
c) q5

3. How many transitions are there?
a) None
b) 3
c) 5
d) 8
e) 10
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TABLE 22. Examples of some of the AIML Rules used by the DS.
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4. Is there a transition from q0 to q5?

a) Yes
b) No, but there is a transition from q0 to q2
c) No, but there is a transition from q2 to q0
d) No, but there is a transition from q0 to q4
e) No, but there is a transition from q4 to q0
f) None of the above

5. According to your understanding of Automaton 1,
what is its optimal spatial representation? (Multiple-choice
answers allowed)

a) Linear
b) Triangle
c) Square
d) Pentagon
e) Other . . .

B. REASONING QUESTIONS
1. The automaton accepts a language allowing words made
of an odd number of 0s and 1s

a) True
b) False

2. It is possible to find a repetitive pattern in the transitions

a) True
b) False

3. If q2 is the final state, the language accepted by the
automaton is the same

a) True
b) False

4. If q0 is the final state, the language accepted by the
automaton is the same

a) True
b) False

5. If q1 were the final state, . . .

a) . . . the automaton would no longer be made of finite
states.

b) . . . the automaton would not be deterministic.
c) . . . the automaton would allow words of length 1.
d) . . . the automaton would allow words of length 2.
e) . . . the automaton would not change.

C. FEEDBACK
1. Did you ask a question to which the dialogue system did
not give you a satisfactory answer? If so, write below your
question(s) and the expected answer(s)

2. How would you improve the interaction?

D. EXPERIMENTAL SETTINGS
The following hyperparameters were used for the LoRA
adapter:

• R = 64
• α = 16
• no bias
• dropout: 0.05

• Target modules: Q-projections, K-projections, V-
projections, O-projections, gate-projections

The adapter was loaded in 4-bit precision without employing
double quantization.

Training was conducted on an A40 GPU with a per-device
batch size of 4. Fine-tuning took approximately 20 minutes
per model. Gradient checkpointing was utilized during the
process.

The training comprised 2 epochs with a learning rate of
2e-5, using a linear scheduler. A warmup ratio of 0.3 was
applied.

E. FSA
See Tables 13 and 14.

F. INVITATION LETTER
See Table 15.

G. LIST OF PROMPTS
See Tables 16–21.

H. AIML RULES
See Table 22.
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