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Abstract

Mutual comprehension is a crucial component that makes a conversation
succeed. While it can be easily reached through the cooperation of the par-
ties in human-human dialogues, such cooperation is often lacking in human-
computer interaction due to technical problems, leading to broken conversa-
tions. Our goal is to work towards an effective detection of breakdowns in
a conversation between humans and Conversational Agents (CA), as well as
the different repair strategies users adopt when such communication prob-
lems occur. In this work, we propose a novel tag system designed to map
and classify users’ repair attempts while interacting with a CA. We subse-
quently present a set of Machine Learning models1 trained to automatize
the detection of such repair strategies. The tags are employed in a manual
annotation exercise, performed on a publicly available dataset 2 of text-based
task-oriented conversations. The batch of annotated data was then used to
train the neural network-based classifiers. The analysis of the annotations
provides interesting insights about users’ behavior when dealing with break-
downs in a task-oriented dialogue system. The encouraging results obtained
from neural models confirm the possibility of automatically recognizing oc-
currences of misunderstanding between users and CAs on the fly.

∗Corresponding author
Email address: francesca.alloatti@h-farm.com (Francesca Alloatti )

1https://github.com/rogerferrod/boht
2The dataset is also available at https://github.com/rogerferrod/boht
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1. Introduction

Conversational agents (CAs), such as chatbots and voicebots, represent a
new frontier for human-computer interaction (HCI) since they allow people to
interact with devices through natural language (Jurafsky and Martin, 2019).
Instead of communicating with the machine via programming languages, or
learning to use a graphic interface, users can speak or write to it in a free
and more natural way (McTear, 2020). However, despite the latest advances
in Artificial Intelligence, the conversational capabilities of machines are still
unsatisfactory. CAs often fail at the understanding level, that is, when they
are not capable of correctly parsing an input in natural language (Lee and
Lee, 2021). This becomes particularly evident in chitchat settings, but it
can be even more frustrating for users when interacting with task-oriented
dialogue systems, whereas CAs should help humans attain a task (Seeger and
Heinzl, 2021; Følstad and Brandtzaeg, 2020; Ashktorab et al., 2019).

While it is crucial to continue improving Natural Language Understand-
ing capabilities of conversational systems, it is unrealistic to expect them
to understand any human sentence at all times. In fact, humans them-
selves often have difficulties in understanding the language produced by other
speakers. The mechanism that makes mutual comprehension possible is our
capability to signal that error to the counterpart and to manifest the misun-
derstanding in order to initiate a repair of the conversation. In this sense,
repair strategies are meant as sequences in a dialogue that aim at correcting
some possible misunderstanding that may happen in that dialogue (Norman
and Thomas, 1991; Sacks et al., 1974; Schegloff et al., 1977). In this contribu-
tion, we argue that one of the key factors that would make a dialogue system
effective is its ability to detect and repair errors (Alloatti et al., 2021). Many
existing works have already proved and highlighted the crucial role of repair
expressions detection in improving human-agent interaction and, as a con-
sequence, the overall users’ experience (Li et al., 2020b; Schloss et al., 2022;
Almansor et al., 2022; Følstad and Brandtzaeg, 2020) Our goal is therefore
to transfer a common and spontaneous phenomenon of human communica-
tion to the field of human-computer interaction. We aim to instruct a CA
to detect repair strategies put into place by users who interact with it. As
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a consequence, the CA could react appropriately, improving the people’s
perception and assessment of its understanding capabilities(Cuadra et al.,
2021).

In this paper we would like to answer the following research questions
(RQ):

RQ1: Does the user show a certain behavior orientation when interacting
with CAs and does he/she maintain it during the conversation?

RQ2: Facing a misunderstanding, how will users insist in the conversation
in order to try and fix the problem?

RQ3: Is it possible to automatically identify a breakdown by using a state-
of-the-art automatic classification system?

RQ4: Since repair strategies are not linguistically homogeneous and different
subcategories may represent different communication intentions, is it
possible to train a single classifier to distinguish among them?

We answered these questions by providing:

• an original tagset designed to mark different repair strategies employed
by the user in the context of a task-oriented dialogue system. The
tagset is used to manually annotate a dataset of conversations between
users and a task-oriented CA in a real-life setting . The analysis of
the annotated dataset allows us to answer RQ1 and RQ2, and thus (i)
to map and classify all repair strategies put up by the users; (ii) to
evaluate the performance of the dialogue system, since the presence of
a repair strategy entails a communication problem; (iii) to map out the
most problematic spots for the agent; and (iv) to gather insights about
the users’ reactions to those issues.

• several neural network-based classifiers that automatically recognize
repair strategies in the dialogue; these classifiers could also be used
to automatically tag and swift the annotation process up in future
stages. We answered RQ3 and RQ4 by providing a comparison be-
tween a single classifier and multiple ones (one per repair strategy) on
the above-mentioned dataset. Results obtained from the classification
task suggest that one model per repair strategy performs better in rec-
ognizing the breakdowns, with outstanding results for the One-vs-Rest
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classifier; for the single classifier, instead, we discovered that it is more
suitable for subcategorizing the tags.

The paper is structured as follows. In the next section, we give a brief
overview of existing works that deal with repair strategies studies and auto-
matic dialogue classification. In section 3 we detail our classification method-
ology, based on the creation of a novel tagset and its application to a dataset,
whereas in Section 4 we illustrate preliminary results from such methodol-
ogy application, consisting of a manual annotation task. Section 5 describes
the neural network classifiers and their parameters. We subsequently report
their performance in recognizing the proposed tagset. Finally, in section 6
we discuss our main findings and future work.

2. Background and Related work

In this section, we provide an overview of the main related work in relation
of the two main contributions of the paper: the repair strategies tagset and
the automatic classification.

2.1. Repair strategies studies and tagsets

Repair strategies are not a fixed set of phenomena that can manifest them-
selves on any occasion, regardless of the speakers in the dialogue (Schegloff,
1992, 2007). Repair attempts are in fact contextual in nature. In the HCI
field, the two parties in the dialogue are usually a machine and a human; the
machine can take the shape of a robot (Lee et al., 2010), a multi-modal inter-
face (Bourguet, 2006) or a back-and-forth dialogue system (Li et al., 2020a).
Each of these embodiments of an agent implies the availability of certain
strategies and the absence of others. For instance, some repair strategies
are inherently tied to the vocal channel of communication (Beneteau et al.,
2019; Myers et al., 2018; Porcheron et al., 2018): this is the case when the
CA is not able to properly parse the user’s speech. An error in the Auto-
matic Speech Recognition module will then propagate, causing a breakdown
in the conversation later on. Strategies can also be defined according to the
main actor in the error-handling process (machine versus user), the purpose
of the strategy (error prevention, discovery, or correction), and the use of
different modalities of interaction (Bourguet, 2006). As regards these lat-
ter, the way people respond to problematic situations can outline different
types of behavioral models (Ringberg et al., 2007). In this work, our focus
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is on the responses adopted by human actors while they try to correct some
miscommunication with a text-based task-oriented CA.

Several previous works attain the goal of identifying repair attempts in
text-based CAs, although their focus differs from ours in various ways. For
example, Moore and Arar list numerous repair strategies that can be found
in HCI (Moore et al., 2018). Specifically, they analyze the different strategies
according to the actor that signals the incomprehension. Even though the
list provided is exhaustive, it is only partially applicable to our study, since
our perspective focuses on the human party in the dialogue rather than on
the machine’s potential to activate a repair strategy. Moreover, the work
does not offer any specific tagset to detect repair strategies implemented by
the person.

Beneteau et al. identifies several strategies by analyzing interactions be-
tween families and the Amazon Alexa device (Beneteau et al., 2019). Some of
those strategies can only be found when the CA is voice-based (e.g. Prosodic
changes or Increased volume), while others may be applicable in text-based
CAs too. For example, strategies such as Repetition were deemed to be also
applicable to our case, and they were indeed found in our dataset. The Rep-
etition strategy was also found in other work (Avdic and Vermeulen, 2020;
Litman et al., 2006) as related to voice-based interaction such as with smart
speakers. Avdic and Vermeulen also highlighted a “stop” strategy, equal to
our Closing one(Avdic and Vermeulen, 2020).

Some interesting input can be found in Bourguet’s taxonomy of errors
(Bourguet, 2006). Our quadrant of interest is the User correction one, where
we can find some strategies already highlighted by other articles: repeat,
rephrase, and spell out, to name a few. A similar classification can also be
found in Popescu-Belis’ work (Popescu-Belis, 2008). We draw inspiration
from his taxonomy to draw our own tagset, keeping existing tags as they
were, where applicable. Allen and Core tackle the problem from another
perspective and propose a manual for annotating dialogues (Allen and Core,
1997). Their tags mark important characteristics of utterances that indicate
their role in the dialog and their relationship to each other. The authors
themselves say they would expect that the annotation scheme would be re-
fined for specific tasks, in order to provide further detail on phenomena of
interest. We therefore took into account their work to model one of the levels
of our tagset.

The work by Ashktorab and colleagues presents an orthogonal focus com-
pared to ours: it outlines several repair strategies and tested various methods
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to respond to them (Ashktorab et al., 2019). However, it focuses on preemp-
tive repair attempts made by the CA when it notices a potential problem in
its own way of presenting information, rather than reacting to a manifesta-
tion of incomprehension from the user. Even though their intuition is useful,
we argue that repair strategies are by design something that can only be
noticed by the counterpart in the dialogue. An utterance can be marked as
a breakdown in the conversations not because it pertains to a specific class
of erratic statements, or because it is ambiguous per se, but because it is
interpreted as such by the other speaker of the conversation (Norman and
Thomas, 1991).

Whilst the concept of repair strategy is not completely absent from the
literature in HCI, none of the previous work aimed at classifying all the
ways through which a user can try to repair an interaction with a written,
task-oriented chatbot. Most of them provide a qualitative description of re-
pair strategies that can be found in a dataset (Li et al., 2020a; Benotti and
Blackburn, 2021), but they do not organize them in a complete and exhaus-
tive tagset that can be used to automatically classify those strategies. For
instance, several works (Popescu-Belis, 2008; Bourguet, 2006; Moore et al.,
2018; Beneteau et al., 2019) state that Repetition is a strategy, but they
do not provide unambiguous examples of what a repetition is, nor do they
differentiate it from other repair strategies in terms of lexical features, be-
havioral implications, etc. Since our ultimate goal is to develop a system
that will recognize repair attempts on its own, we created a novel tag system
where each repair strategy is represented. Table 1 reports the aforementioned
state-of-art approaches and their differences with respect to ours.

2.2. Automatic dialogues classification

Most Machine Learning methods are generally created for supervised au-
tomatic classification, thus separating data into sets (generally called classes,
tags, or labels) after being fed with an already-labeled set of data (training
set). Specifically, supervised classifiers use and continuously learn a set of
weights that, combined with the current input, generates a candidate label.
In case of error, i.e. when the model predicts the wrong class, the weights
are changed in order to reconcile the input with the output label.

Machine Learning models are able to work with different kinds of data,
such as images, audio, and texts. In our case, we focus on text-based state-
of-the-art classification models, which usually leverage text-to-vector trans-
formations. Generally speaking, words in texts are transformed into vec-
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Moore et al. (Moore
et al., 2018)

It analyses repair strategies according to the
actor signaling them, but it does not provide
a complete tag system. Moreover, our focus
is solely on the repair attempts activated by
the human actor.

Beneteau et al.
(Beneteau et al.,
2019)

It is mainly focused on voice-based repair
strategies. However, the Repetition tag was
deemed applicable also for our text-based
CA.

Bourguet (Bourguet,
2006)

Some of its repair strategies (User correction)
were applicable to our case, such as Repeti-
tion. They were integrated in our tagset via
the top-down approach.

Popescu-Belis
(Popescu-Belis, 2008)

Some of its repair strategies were applicable
to our case, such as RN (i.e. Negative an-
swers). They were integrated in our tagset
via the top-down approach.

Ashktorab et al.
(Ashktorab et al.,
2019)

It focus on preemptive repair attempts made
by the CA, while we argue that a repair strat-
egy can only be brought to attention by the
other speaker.

Allen and Core (Allen
and Core, 1997)

Its tags mark important characteristics of ut-
terances, but they are not tailored to the
identification of repair strategies.

Avdic and Ver-
meulen (Avdic and
Vermeulen, 2020)

It confirms the use of a “stop” strategy (i.e.
Closing) in the interaction with smart speak-
ers. We found that the same repair strategy
can also be employed in text-based CAs.

Table 1: State-of-art approach on repair strategies and the difference with ours.
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tors based on frequencies, co-occurrences, and latent/probabilistic semantic
features extracted from the input document collection (Salton et al., 1975;
Dumais et al., 1994; Hofmann, 1999; Blei et al., 2003), relying on the distribu-
tional hypothesis assumption (Harris, 1954). Modern approaches to vectorial
transformation are instead currently based on neural networks, where input
lexical features are encoded and passed through network layers to condense
the original data while preserving the most relevant information (Mikolov
et al., 2013a; Pennington et al., 2014; Bojanowski et al., 2017). Then, net-
works handling the sequential nature of texts have been proposed, capturing
both order and syntactic structures behind natural language composition
(Hochreiter and Schmidhuber, 1997; Gers et al., 2000; Cho et al., 2014). Fi-
nally, state-of-the-art network modeling of texts relies on transformers (De-
vlin et al., 2019), which generally adapt words vectorization based on their
context of use or on specific parts of the input sequences through neural
attention mechanisms (Bahdanau et al., 2015; Luong et al., 2015).

Since our data is composed of texts within dialogues, we also mention
the literature on automatic detection or relations labeling among texts. For
instance, Recognizing Textual Entailment (RTE) is the task of predicting
the relation3 of two sentences called hypothesis and premise. In the research
field of RTE, the work of Bowman et al. (Bowman et al., 2015) paved the
way for Neural Network models. In particular, the authors proposed both a
dataset constructed through crowd-sourcing, and a Multi-Layer Perceptron
(MLP) to classify the relation of the two proposed sentences. After this con-
tribution, researchers started to experiment with Deep Learning models, also
re-adapting ideas coming from different NLP fields such as Machine Transla-
tion. Rocktaschel et al. (Rocktäschel et al., 2015) proposed an encoder with
attention for textual entailment, while (Tsuchiya, 2018; Gururangan et al.,
2018; Poliak et al., 2018) found that, for some datasets, the hypothesis is all
you need to identify the relation. According to them, it contains very salient
information that can be used by a Neural Network to unravel the relation.

Focusing on dialogues, a very close task to ours is Dialogue Act Classi-
fication (DAC). The task requires that the chatbot identifies and classifies
user utterances into different categories depending on the domain. This task
uses the SWBD-DAMSEL tagset that contains 42 domains, e.g. Question,
Command, Statement, Greeting, and so forth. Saha et al. (Saha et al., 2019)

3The labels are: Entailment, Contradiction and Neutral.
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proposed a CNN-RNN model to extract the relevant features, followed by a
CRF layer to recognize the label; they also tested the integration of other rel-
evant features, such as bigrams, lemma form, PoS tags, question type words
(What, When, Why, etc.), and greeting words (Thanks, Sorry, Forgive, etc.).
Kato et al. (Kato et al., 2017), instead, proposed a recursive autoencoder
(RAE) (Socher et al., 2011) to cope with the Japanese language. Finally,
Saha et al. (Saha et al., 2020) merged the DAC task with the Emotion
Recognition task in order to identify both the intent and the sentiment ex-
pressed by the user. In their work, they propose both a novel dataset called
EMOTyDA, which contains texts, audios, and videos, and a Neural Network
model with self, inter-modal, and inter-task attentions. This model takes in
input an utterance (under the form of video, audio and text) and predicts
both the DAC label and the emotion.

Another similar task is Dialogue State Tracking (DST). This task, also
called Dialogue Belief Tracking, is crucial for dialogue systems. It infers
the user’s goals and intentions during the conversation with the agent. The
extracted set of goal/intentions are then used to define the belief state, which
the agent uses to select the next action according to its dialogue policy. The
belief state is based on the ontology constructed in terms of slots and values
(Ye et al., 2021; Dai et al., 2021; Chen et al., 2018; Ramadan et al., 2018),
which represents the user goal and maintains a probability distribution over
the possible user goals. Differently, our goal in this article is to identify
the type of breakdown that occurs in the conversation and to automatically
classify them according to the proposed tag structure. We thus decided to
focus on the plain conversation, and not on the slot-value structure, in order
to discover if the defined types of breakdowns are expressed in the text.

Our model aims to label utterances exploiting the linguistic features im-
plicitly used by users. In such context, our task is similar to expertise mod-
eling, which requires the adoption of statistical analysis in order to recognize
knowledge units expressed in the conversation via bag of words, concepts,
negation, and syntax features (Dascalu et al., 2008; McNamara et al., 2010).

In previous work, we proposed (Ferrod et al., 2021) a model for automatic
detection of the user domain expertise from a conversation with a commercial
chatbot. The method is based on a BiLSTM-CRF model (Huang et al., 2015)
which processes each message in the conversation and identifies the expertise
words, labeling them with a set of tags.

In this paper, we move away from short-text classification and expertise
modeling in order to specifically recognize the repair strategies that emerge
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within the interaction between users and machines. For this purpose, we
rely on technologies similar to those described above, but we refer to a more
complex task involving multiple messages within a conversation and the rela-
tionships between them. In this context, the label assignment could depend
either on the single message or the entire conversation. We intended to pur-
sue this goal by using only the linguistic features present in the texts. To
the best of our knowledge, this is the first attempt towards an automatic
recovery strategy detection in human-machine chatbot interactions.

3. Methodology for annotation

Given the absence of an available and complete framework in literature
to specifically detect user repair strategies, we developed a new methodol-
ogy that incorporates both a top-down approach and a bottom-up one. On
the one hand, the top-down approach takes inspiration from the literature
((Moore et al., 2018; Popescu-Belis, 2008; Bourguet, 2006; Beneteau et al.,
2019)), and aims at incorporating existing analyses of user behaviors in a
comprehensive model. Through the bottom-up approach, on the other hand,
we empirically analyzed actual dialogue sequences between a conversational
agent and users in order to detect and map occurrences of user repair strate-
gies. This ensures that each attempt made by a user is considered in our
framework. Therefore, via the top-down approach, we took into account re-
pair strategies that had already been outlined in previous work (Moore et al.,
2018; Popescu-Belis, 2008; Bourguet, 2006; Beneteau et al., 2019), such as
Repetition and Rephrasing (Beneteau et al., 2019), while through the bottom-
up one, we were able to take into account also unaccounted repair attempts
found in our dataset. The joining of the two approaches allowed us to elab-
orate a hierarchical framework that details the repair strategies a user may
employ with a CA, while also grouping the strategies according to the be-
havioral model they entail. Specifically, the first and second levels of the
taxonomy were mostly informed by the top-down approach, while the third
one was nearly entirely created via the bottom-up methodology.

3.1. A new tagging system

Figure 1 illustrates the hierarchical structure of the tag system we devel-
oped.

The use of a taxonomy ensures that the tags with a specific entailment are
grouped together under a master tag, since each tag entails different infer-

10



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

Figure 1: Taxonomy of the tagset for user repair strategies detection.

Backward Function Utterances related to previous messages in
the dialogue.

Inherent Function Utterances related to the message itself, i.e.
self-contained.

Table 2: First level of the tag taxonomy: utterance functions.

ences about the utterances it refers to - e.g. in terms of content, informative,
and communicative function. A hierarchy of tags is also useful in the per-
spective of developing an automatic classifier: each level could be served by
a different network architecture, according to the information it is encoding.

The first level of the taxonomy was drawn from the classification model
contained in the work of Allen and Core (Allen and Core, 1997). They dis-
tinguish the function of an utterance, that is, the effect of a specific utterance
on previous beliefs or future actions. We included the Backward function as
part of our taxonomy, since a certain repair strategy may influence previous
concepts stated in the dialogue, while the Forward one was not applicable:
repair strategies shall always be triggered after a breakdown happens, there-
fore they will never be able to act upon actions in the future. Along with
the Backward one, we elaborated the Inherent function as a result of the
empirical data analysis we carried on the dataset. Inherent strategies do not
refer to something previously said in the dialogue, as they do not depend on
context. The identified functions are detailed in Table 2.

Our hierarchy of tags envisages a further sub-level: the master tags. In
developing these labels, we looked at the user behavioral orientation classifi-
cation of Ringberg et al. (Ringberg et al., 2007; Lee et al., 2010). The master
tags thus address three peculiar cultural models to which users adhere via
their behavioral orientation.

11
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The utilitarian model embraces a rational perspec-
tive. Users who employ this model do not per-
ceive the chatbot failures as a personal attack nor
view them as indicative of some kind of antago-
nism. Failures are indeed regarded as simple in-
conveniences; these users would make note of the
failure and try to move on to some other system
(e.g. a human operator) that could help them.

Oppositional
The oppositional cultural model evokes a consis-
tently aggressive position whenever users experi-
ence a failure in the service they are using. CA
users who employ this model tend to blame the
system for the malfunction by expressing their dis-
comfort via non-constructive criticism.

Relational
The relational cultural model is applied by users
who express the desire to maintain emotional ties
with the provider, even in the face of adverse
events. In this context, people who employ re-
lational strategies are those willing to change their
own behavior to help the CA, rather than blaming
the agent for its failure.

Table 3: Second level of the tag taxonomy: Master Tags.

We identified two master tags that pertain to the Inherent function: the
Utilitarian and the Oppositional ones. These two do not require any specific
context in order to occur. The Relational cultural model instead relates to
the Backward function, since it may manifest itself within a dialog sequence.
Table 3 describes the three master tags.

Finally, the sub-tags section was developed based on the empirical anal-
ysis and manual annotation of the dataset, via the bottom-up approach pre-
viously described. Each tag describes a repair strategy. While some of them
can be found in previous works (e.g. Repetition), others represent an original
contribution, as well as the labels themselves.

The Utilitarian model is expressed by the Closing and Performative Re-
quests tags: these strategies entail a resolute and rational behavior. Next,
the Insults and Negative Answers tags fall under the Oppositional master
tag, since they mirror an adverse attitude. Finally, three tags - i.e. Repe-
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titions&Rephrasings, Redirections and FollowUp - belong to the Relational
cultural model, as they reflect a will to keep the conversation going. Table
4 illustrates the details of the tags and the types of repair expressions we
identified through them.

3.2. The Dataset

In order to attain our goal, we needed a dataset of conversations where
users would have some sort of problem with a CA, but also where they would
have an interest in obtaining the right answer rather than give up. Such a
situation would entail the presence of many repair strategies, because users
would try to straighten the conversation whenever a breakdown occurs. We
therefore resorted to a proprietary dataset of conversations between users
and a CA, obtained from an Italian ICT company that deployed the CA
on its platform4. The CA provides information on electronic invoicing to
small businesses and freelancers. The conversations were gathered in a real-
world setting, so that people who interacted with the system were actual
users that had a real interest in obtaining a precise answer to their doubts.
The interaction is stateless5 and as such, it can be assimilated to a question-
answering system (Alloatti et al., 2019; Bianchini et al., 2017). When the
user asks a question, the CA computes the most appropriate answer. It can
also express uncertainty if it is not confident enough, or provide the user with
a set of options in case the uncertainty is between different answers. The CA
is freely available to all users of the invoicing platform: for instance, during
the year 2020, the CA delivered 817,000 single messages to 117,000 different
users. Each user and their data is anonymized to preserve privacy.

Such a large public ensures a wide variety of demographics, linguistic
competence, and technical expertise on the subject that reflects on the way
users talk to the agent. Instead of conducting a restricted experiment, we
preferred to waive the control over a specific group of users and, instead, to
obtain as many real conversations as possible. In this way, we ascertain the
veracity of the dialogues, and therefore the reliability of our evaluation of the
users’ behavior.

The raw dataset has 142,607 rows, grouped into 15,585 conversation ses-
sions. A conversation session is an exchange between the CA and a specific

4The CA is deployed by the company for its authenticated users.
5The statelessness of the dataset does not affect the tagset and model employability in

other contexts such as dialogue datasets and overall stateful systems.
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Tag Name Reference utterance Examples

Closing
The user’s intention is to
close the conversation in a
neutral way.

Close the chat; Exit

Performative
Requests

Requests to talk to a human
operator.

I want to talk with a human;
Is there a technician I could
talk to

Insults
Plain insults, including
ironic or cruel comments.

You’re stupid; Yeah this was
super useful...

Negative An-
swers

The user is expressing a
straightforward negation,
without providing further
detail.

No; That’s wrong

Repetition &
Rephrasings

Users repeat or rephrase
their request to the CA, in
the attempt of being under-
stood.

First request: I need to can-
cel an invoice; second re-
quest: How to erase in-
voices

Redirections
The user changes topic
abruptly when faced with a
mistake.

First request: I need to can-
cel an invoice; second re-
quest: Nevermind, tell me
where I can find my pass-
word

FollowUp
It contradicts or refers to a
specific portion of what the
CA said just previously.

The CA says: You can find
your new invoices at this
link ; the user says: Ok but
what about the old ones?

Table 4: Third level of the tag taxonomy: Sub-tags. All the examples of utterances has
been translated for reader convenience, since the conversations are in Italian.

user over a certain number of rows. Each session contains at least 6 messages
from the user; this quantity was deemed to be the minimum necessary to in-
clude a meaningful exchange between the two parties. Note that each row
includes the timestamp of the corresponding single message. The rows in the
dataset are sorted in chronological order. Filtering out the system APIs and
other messages that do not belong to the users - and therefore were deemed
not to be of interest for our purposes - we obtained 15,571 conversation ses-
sions. Since each session contains multiple messages, the total number of
potentially useful messages is 46,916.
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3.3. The annotation procedure

The annotation was conducted by two expert annotators with formal
training in linguistics and they are familiar with the internal functioning of
CAs. They were also informed about the context in which the conversations
were gathered, in order to have a better understanding of the real users’
point of view. The procedure was carried out through two steps: first, every
utterance entailing a user’s repair intention was identified and thus marked
as a repair attempt. An utterance coincides with a user’s message, a single
raw of the dataset. Each raw can thus either be marked as a repair strategy,
or not. Secondly, each identified repair strategy was tagged according to the
content carried by the statement. In other terms, the tag provides an abstract
characterization of the content of the whole utterance, that is, what the user
intended to express. Each repair strategy can only be associated with a single
tag; subsequently, a tag can only be associated with an utterance marked as
a repair strategy: those that are not, do not have a tag. For clarity purposes,
Figure 2 reports examples of tagged exchanges.

The annotation was carried out in parallel by the two annotators. In order
to proceed in a quicker manner, each annotator received half a portion of the
dataset to analyze. This methodology allowed to obtain more annotated data
in less time6. Besides, in order to assure accordance between the two experts,
the team organized discussion sessions for problematic cases.

4. Analysis of the annotation

In this section, we describe the preliminary results obtained by analyzing
an annotated sample of our dataset.

4.1. Results of the analysis

We started our analysis by computing the inter-rater agreement on a
sample of 226 conversations (944 messages): the result is pretty high with
Cohen’s Kappa coefficient values equal to 0.80, or 0.84 generalizing to the
first level tags.

As noted above, the rows in the dataset are listed in chronological order,
consequently so is each subset. There have been no selection criteria for the

6Each annotator was able to tag a subset of the dataset during a time span of one
month.
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(a)

(b)

Figure 2: Examples of conversation sessions with repair strategies classifiable as (a) Per-
formative Requests and (b) Repetition&Rephrasing.

subsets of conversation sessions: the annotation occurred from the beginning
of each subset in sequential order. Considering that the sessions in the dataset
are qualitatively randomized (given the uncontrolled environment of their
occurrence, the anonymous character of the dialogues, and the heterogeneous
nature of the thousands of users), there was no bias risk on the annotation
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Function Master Tags Sub-Tags Amount
Inherent Utilitarian Closing 324 (8.22%)

Performative requests 114 (2.89%)
Oppositional Insults 106 (2.69%)

Negative answers 133 (3.37%)
Backward Relational Repetitions & Rephrasings 2681 (67.99%)

Redirections 144 (3.65%)
FollowUp 441 (11.18%)

Total number of breakdowns: 3943

Table 5: Distribution of tags. The percentage refers to the total number of utterances
marked as a repair strategy.

exercise, meaning that the eventually annotated sample can be qualified as
representative.

Preliminary results concern 2175 annotated conversation sessions. All
these sessions amount to 7585 messages. Of these, 3943 (52%) contain mis-
understandings. The presence or absence of misunderstanding is almost bal-
anced (48% absence, 52% presence). However, the categorization of misun-
derstandings is quite varied. The Backward function covers 43.06% of the
breakdowns (equal to 3266 turns) while the Inherent function only 8.92%
(equal to 677 turns).

Table 5 reports the distribution of the tags on the total number of utter-
ances that were tagged as repairs.

4.2. Discussion

The most used tag is Repetitions&Rephrasings, which is part of the Re-
lational cultural model. It means that most users prefer to try and repair
the conversation with the CA by assuming responsibility for the mistake,
rather than blaming the agent. The second and fourth most frequent tags
are also part of the same master tag, thus confirming the hypothesis that in
the context of task-oriented conversational agents, users have a paramount
interest in solving their doubts. They are therefore particularly inclined to
attempt to repair the exchange by changing their own behaviour: this first
finding answers the second research question (RQ2).

The Closing tag, however, is also quite frequent but pertains to a different
master. This tag is used by users who want to close the conversation, either
because they already obtained the answer they were seeking, or because they
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no longer want to chat. Its ubiquity therefore partially explains its frequency;
in order to fully understand its role, it is also useful to look at the possible
correlation between different tags.

Figure 2a reports the normalized co-occurrence matrix of tags. Two tags
co-occur if they appear at least once in the same conversation. We normalized
it via cosine distance: first, we calculated the cosine similarity between each
pair of tags; then, we took the inverse in order to obtain the distance. The
resulting matrix is a dissimilarity matrix, where higher values correspond to
distant (i.e., potentially decorrelated) tags. The symmetric distance matrix
can be displayed graphically by applying Multidimensional Scaling (MSD)
algorithm, as shown in Figure 2b. We used the non-metric MDS since the
matrix does not report real distances, but rather a similarity measure. In
this way, we preserved the ordering imposed by the cosine distance, obtaining
good results with relatively low distortion (0.0215 stress value).

The intersection point of the NEG (Negative answers) and INS (Insults)
tags show a low dissimilarity value. This means that, despite being less
frequent overall, the two tags are often found together in the same conver-
sation sessions. This data confirms the profile of Oppositional users, who
will employ those two tags jointly in their dialogues while generally avoid-
ing a rational or empathetic cultural model. Similarly, the R&R (Repeti-
tions&Rephrasings) tag especially correlates with the FWU (FollowUp) one
as well as with the RED (Redirections) tag. The former combination de-
scribes the situation where users are not convinced by the answer the chatbot
is giving and will therefore try to clarify their requests. They do this both
by rephrasing or repeating their requests, and by focusing their rebuttal on
a specific element of the chatbot’s answer, in the hope of eliciting a more
specific explanation. The R&R and RED combination depicts a similar sce-
nario, where users opt to change the topic of their request directly once the
repetition attempt proved to be ineffective. All R&R, FWU, and RED per-
tain to the Relational master tag, once again confirming the thesis that users
usually belong to one of these three cultural models and will often employ
consistent tags, rather than shifting from one model to another. In relation
to the first research question (RQ1), it is thus safe to assume that the use of
certain repair strategies highlights user behavioral orientation towards a CA.

As before, the Closing tag appears to have a peculiar distribution com-
pared to the other tags. It correlates very little with the other tags and, com-
pared to other repair strategies, it has fewer conversation sessions in common
with R&R. This apparent discrepancy can be explained by analysing how
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CLS FWU INS NEG PER RED R&R
166 111 14 28 18 14 1085

(70%) (28%) (13%) (19%) (19%) (10%) (68%)

Table 6: Absolute number of conversation sessions in which only one type of tag occurs.
The percentage (in parentheses) refers to the total amount of conversation sessions in
which that tag appears by itself. Note that the CLS (Closing) tag is quite frequent, but
correlates very little with other repair strategies: in 70% of the cases, it is indeed found
alone in the conversations.

many conversation sessions only contain one type of tag (Table 6). Specifi-
cally, the Closing tag appears by itself in a high number of sessions. This is
consistent with the fact that this tag does not correlate much with other re-
pair strategies. Users who employ this strategy are thus primarily interested
in closing the conversation and are not willing to try any other strategy to
repair the conversation: once again, this description fits the master tag of
the Closing strategy, i.e. Utilitarian behavior.

Finally, each tag features a high correlation with the R&R tag. This
occurs basically because, as we could notice, this specific tag is the most
used one overall.

(a) (b)

Figure 3: (a) The matrix shows the correlation between two different tags. The numbers
indicate the level of dissimilarity (i.e. scarce co-occurrence) between the two tags. (b) The
figure shows the graphic display of the symmetric distance matrix.
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5. Automatic classification of Repair Strategies

As described in the Introduction, our goal is to create a classifier that
is able to detect the breakdowns in a conversation. The manual annotation
performed in Section 3 provided the data to train our model. For the scope
of our analysis, we focused on the first level of the tagset, which comprises
the macro categories Inherent (i.e., breakdowns, such as Insults, that require
a message-oriented analysis) and Backward (i.e., those messages that need
to be contextualized within the conversation)7.

Since the repair strategies are not linguistically homogeneous and different
subcategories represent different communication intentions, we needed to use
two different computational approaches:

• for the Inherent classes, it was necessary to focus on the vocabulary
and relations between words, i.e. the classifier has to predict a tag for
each sentence in the conversation;

• for the Backward classes, it needed to search for recurring patterns
within a larger context, involving either the previous sentence or the
entire conversation. In this latter case, the classifier has to predict a
tag for the entire conversation (or a set of sentences).

We thus defined three main classifier sets:

Inherent Repair Strategy VS Rest: the classifiers in this set recognize
whether the analyzed sentence contains an Inherent breakdown. We
will refer to it as INH VS Rest from now on;

Backward Repair Strategy VS Rest: the models recognize whether the
conversation (or a group of sentences) contains a Backward breakdown.
BCK VS Rest from now on;

Absence of Misunderstandings: we are not only interested to find whether
a sentence (or conversation) contains an inherent or backward break-
down, but also its absence. In this way, we can first analyze if the
conversation contains a breakdown and then its type, speeding the
tagging process up. We will refer to this set of classifiers as POS VS
Rest from now on.

7We excluded the FWU tag from the Backward category as it is the only one seman-
tically linked to the CA’s responses and it is not limited to the user’s interaction.
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In order to be able to determine the presence of a breakdown, we have to
process each sentence of the conversation. We decided to create a single
classifier (under the name of Single Model) that merges all three previous
sets at the cost of sacrificing its performance due to the heterogeneity of the
repair strategies. It is worth remembering that our final goal would be to
embed this repair strategies detection capability in the CA itself, in order
for it to immediately spot problems in the dialogue and act upon them, no
matter the kind of strategy the user has employed.

Each classifier is defined as a neural network model that uses a word-
embedding (Mikolov et al., 2013b; Pennington et al., 2014) defined via pre-
trained Italian BERT model8 (Devlin et al., 2019) which has 768 units.

INH VS Rest. In the INH vs Rest classification, the core of the classi-
fier transforms the input sentences into a unique vector that semantically
represents the entire message; the resulting vector is then fed in input to
a MultiLayer-Perceptron - also known as MLP - (2 layers with ReLU acti-
vation function) in order to obtain the tag distribution. For the core, we
experimented with both BERT’s CLS tag vector, which represents the input
sentence, and the simple word embedding of the sentences; over this latter
layer, we tested a Convolutional Neural Network9 (CNN), a Bidirectional
Long Short Term Memory (BiLSTM) network10 (Hochreiter and Schmidhu-
ber, 1997) and a multi-head attention model (ATT) (Vaswani et al., 2017).

BCK VS Rest. Differently from the INH vs Rest classification, the BCK
vs Rest classifier requires a memory of the previously encountered messages,
since the breakdown could occur from the interaction between the current
sentence and a previous one. Therefore, we used a hierarchical neural net-
work to solve this task, i.e. a neural network composed of two layers: the
first layer transforms the input sentence into a single vector representation,
while the second layer relates the current sentence with its previous context.
For simplicity, we will call the first layer sentence-level and the second layer
conversation-level from now on. In this task, we used the same models of
the INH vs Rest classification for the sentence-level; the conversation-level,

8https://huggingface.co/dbmdz/bert-base-italian-cased
9Following the model proposed by Kim et al. (Kim, 2014).

10The BiLSTM reads the input sentences from left-to-right and from right-to-left, ob-
taining a more accurate representation compared to a unidirectional one.
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instead, is based on an LSTM network. In this latter case, we did not use a
bidirectional one since future messages are not relevant for the identification
and classification of breakdowns.

POS VS Rest. The task of POS vs Rest classification is similar to BCK vs
Rest because we have to analyze both the single sentences and their context
(previous sentences) to determine if there is an absence of misunderstanding
or not. For this task, we tested the BERT’s CLS tag, the BiLSTM model,
and the multi-head attention model for the sentence-level.

Single Model. The single model is an end-to-end model that identifies
the breakdowns in the conversation and classifies them. Our goal is to de-
termine if it is possible to discriminate the 3 classes in a single lecture of
the conversation. The model is a hierarchical neural network composed of a
sentence-level layer and a conversation layer. For the sentence-level layer, we
tested the same neural network models of BCK vs Rest. The main difference,
with respect to this latter one, is that it can predict each of the three tags
POS, BCK, or INH.

5.1. Implementation

We trained the classifiers using the weighted log negative loss given the
imbalance of the dataset:

loss(x, y) = −wy lnP (y|x; θ) (1)

where the input x and y represent, respectively, the network results and
the true class prediction, while wy is the weight associated with y class; the
probability of obtaining the correct label given the output of the network
is parameterized by θ (the parameters of the model). The training process
takes place by minimizing the weighted average of the loss on the number
of messages of the conversations and on all the mini-batches. Weights are
calculated on the basis of label frequencies. We used Adam (Kingma and
Ba, 2014) as optimizer.

In order to regularize the network, and to increase the generalization
strength, we applied dropout layers (Srivastava et al., 2014) and weight decay
(Loshchilov and Hutter, 2018). The probability of dropout is fixed at 0.2
(keeping the probability of 0.8), while weight decay can assume values in

22



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

the range [0, 1e-5] according to the model (more details in Section 5.2). For
multi-head attention models, we set the number of heads to 2 and we used
positional encoding. Finally, we set the gradient clipping to 3 in order to
avoid the vanishing/exploding gradient issue.

5.2. Evaluation

For the evaluation, we split the dataset into training, evaluation, and test
sets. We used the evaluation set for the early stopping and hyper-parameters
tuning. Table 7 reports the class distribution in the three sets.

Name POS INH BCK

Entire dataset 53.83 8.93 37.24
Training set 54.21 8.68 37.14

Evaluation set 53.87 7.75 38.38
Test set 52.01 11.38 36.6

Table 7: The table reports the tag distributions (percentage) for the training, evaluation,
and test sets.

We trained the models on an Nvidia RTX2080Ti until the evaluation loss
did not improve substantially for 5 consecutive epochs. The source code is
available at https://github.com/rogerferrod/boht.

5.2.1. Quantitative Results

In this section, we present the best results obtained during the experi-
ments. In particular, Table 8 shows the performances of the different archi-
tectures developed for the one-vs-rest classifier.

Looking more closely at the best models, it can be noticed that different
tasks correspond to very different architectures. For example, to identify
Insults, Closing, or other repair strategies that are strongly oriented to the
vocabulary (INH class), the CNN architecture provides the best performance;
at the same time, however, the convolution applied to the classification of
the other two classes does not allow the network to converge. Vice versa, the
recurring model, which performs well for the detection of BCK and POS, does
not seem to be suitable for the detection of INH. These results, therefore,
confirm the assumptions made about the different semantic nature of tags.

We also experimented with a CNN + LSTM model for both the BCK
and POS tasks, but it did not converge; we believe that CNN module is not
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Model F1 Score Precision Recall

BCK

CLS + LSTM 52.66 53.52 51.82
BiLSTM + LSTM 65.47 77.64 56.59
ATT + LSTM 62.59 75.88 53.26

INH

CNN + MLP 58.99 68.91 51.57
CLS + MLP 57.14 48.74 69.05
BiLSTM + MLP 24.67 15.97 54.28

POS

CLS + LSTM 56.51 54.54 58.63
BiLSTM + LSTM 71.27 78.92 64.97
ATT + LSTM 63.35 68.08 64.70

Table 8: The table reports the Precision, Recall, and F-measure of the proposed classifiers.
The best results are in bold.

able to create a vector representation of the sentence. For the INH task, we
tested the ATT + MLP; as for the CNN + LSTM model, it did not converge.

By combining the best models together we can build a multiclass classifier,
following the one-vs-rest approach, whose results are shown in Table 9. These
results validate the third research question (RQ3), since we demonstrated it
is possible to train either several classifiers or a multiclass one to recognize
the repair strategy in a conversation (or sentence).

Model POS INH BCK AVG

One vs Rest
F1 69.58 56.52 67.70 64.62
P 77.21 58.03 60.43 65.23
R 63.32 55.08 77.13 65.18

Table 9: The table reports the results of the multiclass classifier. The best results are in
bold.

Finally, we compared the obtained results with those of the Single Model,
developed with the aim of distinguishing the three classes in a single step.
By comparing the scores reported in Table 10 with those previously shown,
it is possible to notice a decrease in the performance. This phenomenon is
largely due to the different accuracy on the INH class; indeed, the scores
of the other two classes do not differ much from the corresponding values
in Table 9. This last experiment demonstrates how difficult is to recognize
INH, BCK and POS with a single model, proving the diverse nature of the
tags also from a computational point of view. We thus positively answered
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the fourth research question (RQ4), showing that it is possible to create a
single neural network model to recognize the three classes at the cost of
sacrificing the performances. Table 11 shows the optimized hyperparameters
of all previously presented best models.

Model POS INH BCK AVG

BiLSTM + LSTM
F1 69.79 36.36 64.95 57.03
P 63.04 36.65 72.86 58.19
R 78.16 34.33 58.59 57.02

CLS + LSTM
F1 59.04 54.69 46.11 53.28
P 59.24 56.30 45.48 53.67
R 58.83 53.17 46.77 52.93

ATT + ATT
F1 71.96 23.45 69.41 54.94
P 56.30 14.28 99.50 56.69
R 99.69 65.38 53.30 72.79

ATT + LSTM
F1 66.55 13.51 60.94 47.00
P 63.90 8.40 71.36 47.89
R 69.42 34.48 53.18 52.36

Table 10: The table reports the results of the tested architectures for the Single Model.
The best results are in bold.

Model Parameters

BCK vs Rest
1° layer 192 (x2)
2°layer 150

INH vs Rest
1° layer 150
2°layer 512
3° layer 300

POS vs Rest
1° layer 192 (x2)
2°layer 300
Weight decay 1e-5

Single model
1° layer 384 (x2)
2°layer 192

Table 11: Hyperparameters for chosen models; where not indicated, the following default
values are considered applied: learning rate 0.001, dropout 0.2, weight decay 0.

To further facilitate the comparison between the two proposed models,
we report in Table 12 the results obtained by both the multiclass classifier
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and the Single Model classifier on the binary case (i.e. identify the presence
of any kind of misunderstanding). Although both classifiers are very close
on the F1 score, their Precision and Recall ones diverge. In particular, the
One-vs-Rest approach shows a very high precision (79.07) in identifying the
presence of a misunderstanding in the conversation, reducing the number of
false positives (only 108 cases); on the other hand, the Single Model classifier
has a lower Precision (about 15 points lower) that leads to 215 false positives,
but it is able to recognize a large variety of misunderstandings, compared to
the One-vs-Rest, thanks to the high Recall (80.27).

We believe that the One-vs-Rest classifier is better at the task of recogniz-
ing the breakdowns expressed by the user during the conversation, allowing
the CA to create an ad-hoc reply; the Single Model, instead, could be used
to subcategorize the tags given its high Recall.

Model F1 Precision Recall
One vs Rest 72.83 79.07 65.81
Single Model 72.43 65.98 80.27

Table 12: Comparison of the One-vs-Rest model and the Single Model on the binary task
(i.e., identifying the presence of any kind of misunderstanding).

5.2.2. Qualitative Analysis

In order to better interpret the performance results of the model, and
to eventually figure a way to enhance it in future work, we took a closer
look at the instances of disagreement between the manual annotation and
the one performed by the model. The aim was to possibly find some reason-
able explanation for the failed agreement, or to check whether they occur in
recognizable patterns. We thus conducted a manual check and analysis on
111 disagreements between the manual tagging exercise and the automatic
one11. The analysis led us to hypothesize a reasonable explanation for 39
cases of disagreement. These could be occurrences of understandable misin-
terpretations of the given message by the classifier (semantic level), a lack of
understanding of the statement on the contextual (i.e. pragmatic) level, or
trouble with specific meaningful linguistic units. More in detail:

11Over a random sample of 347 messages.
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• 20 instances of understandable disagreements concern cases of “false
BCK”. We notice that the repetition of lexical units (mostly a single
word or a syntagm) between adjacent messages will lead the classifier
to identify the given message as an instance of Repetition&Rephrasing,
and thus to mark it as BCK.

• Similarly, 5 occurrences of “false INH” involve messages containing
words such as “close” or “exit”, thus leading the classifier to eventu-
ally recognize them as Closing attempts, although the communicative
context shows that they are actually not.

• There are 3 more instances of disagreement identifiable as being se-
mantic in nature. In these cases, the classifier shows inherent limits
in comprehension at the lexical-semantic (i.e. word) level. This is the
case, for example, of technical terminology, such as ”401 (k) Plan”, or
of greeting formulas used as a farewell (and therefore to be interpreted
as Closing expressions).

• In 8 cases the classifier presents problems in correctly detecting and
classifying statements that begin with a negation (neg), showing a lack
of competence in understanding, e.g., a construct of the type neg +
verb.

• Finally, we identify 3 occurrences of “missing INH” (incorrectly clas-
sified as POS) which address the scarce pragmatic competence of the
model. This is the case, for example, of sarcastic or idiomatic expres-
sions equivalent to Insults. In both cases, the literal meaning has no
hostile sense and could be overlooked by the classifier.

Even if the adaptive response generation is beyond the scope of the cur-
rent work, we list below some conversations, taken from the dataset, to better
visualize the utility of predicting the correct repair strategy and answering
accordingly. For each breakdown detected in the interaction between the
conversational agent (CA) and the user, we report the corresponding repair
strategy and a hypothetical response of the agent.

CA Welcome! How can I help you today?

User What’s the VAT code for the reverse change?
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CA I’m sorry, I’m afraid I don’t know the answer to this one. Refer to the
Guide for more information

User But I still need an answer... I want to talk to someone

Repair strategy (Performative requests)

CA I apologize for the inconvenience. I’ll connect you to a representative
for assistance.

CA Welcome! How can I help you today?

User Change the bank

CA Choose one of these options: i) How do I create a bank on the Invoice
platform? ii) How do i create a bank in the CashIn platform?

User Replace bank

Repair strategy (Repetitions & Rephrasing)

CA I understand you want to replace a bank. Please provide me with more
details or choose: i) Replace bank on the Invoice platform ii) Replace
bank on the CashIn platform.

CA Welcome! How can I help you today?

User Who are you?

CA I’m sorry, I’m afraid I did not understand.

User Can I assign the deduction?

Repair strategy (Redirections)

CA Yes, you can assign deductions. Would you like guidance on enabling
deduction tax management for issuing an invoice to a flat complex?

User Invoices with fiscal deduction

Repair strategy (Repetitions & Rephrasing)

CA To clarify, are you inquiring about how to set up invoices with fiscal
deductions or seeking more details on the process?
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6. Conclusion and Future Work

In this paper, we presented a new methodology to comprehensively map
and classify repair strategies users adopt whenever they run into some fallacy
within a conversation with a CA. The methodology has been applied to a
publicly available dataset of dialogues from a task-oriented CA. We developed
an original tagset designed to mark each repair strategy we identified and
used it to manually tag a portion of the dataset. We then trained different
supervised neural network models using the annotated portion of the dataset.
They show good results in recognizing the expressed recovery strategy.

Through our work, we were able to answer four different research ques-
tions. The analysis of the manual annotation highlighted consistent correla-
tions between the tags that pertain to the same master level, thus confirming
that users have a certain behavioral orientation when facing a mistake with a
CA (RQ1). Specifically, the most frequent tag is Repetitions&Rephrasings,
which is part of the Relational cultural model. Its abundance entails the
fact that most users prefer to try to fix the problem by changing their own
phrasing, rather than simply giving up. Since the second and fourth most
frequent tags are also part of the same master tag, we can now affirm that
facing a misunderstanding with a task-oriented CA, most users will employ
a Relational behavior (RQ2).

Our final goal would be to endow a CA with the ability to spot and
categorize repair strategies automatically. We thus developed several neural
network classifiers in order to recognize the Inherent classes (INH), Backward
classes (BCK) and absence of misunderstanding (POS). From the evaluation,
we discovered that BiLSTM + LSTM is the best model to recognize BCK
and POS, while the CNN + MLP has the best Precision (and F1) score in
recognizing the INH tag; these results validate the third research question
(RQ3). We also confirmed RQ4 by showing that it is possible to train a
single classifier to recognize the three tags. However, the resulting classifier
performs slightly worse compared to the previous ones, especially in recog-
nizing the INH tag, since it requires different features with respect to BCK
and POS.

Finally, the analysis of the disagreements between the manual annotation
and the automatic one has allowed us to get some precious hints on the nature
of the model’s performance and, as a consequence, on where to possibly
direct future work. The analysis revealed that the model could be enhanced
with more complex semantic, pragmatic, and morphosyntactic competence,
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for example by drawing on common knowledge resources or domain-specific
vocabulary.

Our study can be seen as an example of Human-Centered Artificial In-
telligence (HCAI) approach (Shneiderman, 2021), which combine Artificial
Intelligence (AI) algorithms with human-centered thinking. HCAI combines
research on AI algorithms with user experience design methods.

The contributions of our work can be summarized as follows:

1. We created a novel tagset that can be applied to many other human-
machine dialogue contexts. It can also constitute a starting point for
further fine-grained analyses.

2. Through the detection of user repair strategies, we are able to identify
and classify the most common mistakes the CA makes, thus suggesting
a new way through which a CA can be evaluated. An abundance of
repair strategies entails low performance.

3. Results show that through our tagging exercise, different types of users
can be distinguished. Thus, a range of appropriate responses can be
implemented depending on the type of user detected.

4. The findings can lead to a greater and deeper understanding of the
user’s perceptions of the agent in terms of expectations, reactions, and
eventually their mental model. This can be revealing from a user stud-
ies perspective.

5. An evaluation of several classifiers to automatically recognize the repair
strategies, from which we discovered that each I level (function) tag
requires its own classifier.

In future work, we plan to expand the batch of manually annotated data,
in order to feed our models with more examples and thus improve their per-
formance. Moreover, we plan to use the information obtained by the given
repair strategy to produce different answers: users that consistently employ
Repetitions across all their sessions might benefit from a more detailed expla-
nation by the CA on why it is not able to answer appropriately. On the other
hand, users who insult the CA would probably find a detailed explanation
annoying and useless. Our final aim is to equip a CA with all the tools to
detect and repair any possible breakdown that may happen in a dialogue, as
a human being would do.
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In order to improve the understanding capabilities of an agent, it must be able to spot repa
strategies employed by the user
A complete framework to detect these strategies does not exist
A new set is elaborated and applied to a dataset of conversations
Results prove the applicability of the tagset and are used to develop a classifier
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