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Introduction

The present dissertation consists of four chapters and an appendix where we recall the main
notion needed in the previous chapters. Our aim is to shed new light on the investigation
of the asymptotic behaviour of linear partial differential equations and integral functionals.
To this end, we adopt different techniques: the methods of perturbation theory and Γ-
convergence. Although the problems dealt with are of different type, the underlying models
are characterized by high-contrast materials or inhomogeneous materials with periodic
structure.

In the first part of the present thesis (Chapters 1 and 2) the methods of perturbation theory
are used to investigate the spectral properties of a stiff and linear differential problem which
describes high-contrast materials stacked in bounded or periodic domains. In the second part
(Chapters 3 and 4) we analyse models for composite materials with a periodic microstructure
whose energy is described by integral functionals. We adopt a variational approach, using
the theory of Γ-convergence, to study the asymptotic behaviour of quadratic functionals with
non strongly elliptic conductivity matrix and non-local functionals.

An asymptotic approach to a spectral stiff problem for the Laplace op-
erator

In Chapter 1 we apply the methods of perturbation theory to study the asymptotic behaviour
of the spectrum of a Neumann problem involving a small parameter ε > 0. This is a joint
work with Professor V. Chiadò Piat (Dipartimento di Scienze Matematiche, Politecnico
di Torino) and Professor S. A. Nazarov (St. Petersburg State University and Institute of
Problems Mechanical Engineering). This paper has been submitted to the journal Asymptotic
Analysis and it is on ArXiv: arXiv:2001.11332 .



2 Introduction

Let Ω be a smooth bounded domain in Rd and let Ω1 and Ω0 be two bounded domains in
Rd with smooth boundaries Γ1 and Γ0 respectively such that

∂Ω := Γ1, Ω0 ⊂ Ω,

and
Ω := Ω0 ∪Ω1 ∪Γ0.

The material occupying the domain Ω0 is assumed to be stiffer than the one in Ω1.The
vibrations of such a composite material can be studied through the spectral Neumann problem
with natural transmission conditions for a second order differential operator with piecewise
constant coefficients

−∆uε
1(x) = λ

εuε
1(x), x ∈ Ω1, (1)

−ε
−1

∆uε
0(x) = λ

ε
ε
−2muε

0(x), x ∈ Ω0, (2)

∂ν1uε
1(x) = 0, x ∈ Γ1, (3)

uε
0(x) = uε

1(x), ε
−1

∂ν0uε
0(x) = ∂ν0uε

1(x), x ∈ Γ0, (4)

where ∂ν1 and ∂ν0 denote the derivatives along outward and inward normal vectors ν1 and
ν0 to Γ1 and Γ0 respectively, λ ε is the spectral parameter and −2m ∈ R a fixed exponent.
From a physical point of view, the factor ε−2m in equation (2) reflects the dead-weight of
the material in Ω0. In other words, increasing m makes the material occupying the domain
Ω0 heavier. Our purpose is the description of the asymptotic behaviour as ε → 0 of the
eigenpairs (λ ε ,uε) of problem (1)-(4), where the (real) eigenfunctions uε are identified with
the pairs of functions {uε

0,u
ε
1}, with uε

i the restriction of uε to Ωi, for i = 0,1.

According to the range in which the parameter m ∈R varies, different ansätze are needed
to describe the asymptotic behaviour of the eigenpairs (λ ε ,uε), as ε → 0 (see Section 1.2
for the case m ∈ (0,1/2) and Sections 1.4-1.7 for the other cases). The main result of this
chapter is stated in Theorem 1.3.1 which provides the justification of the ansätze of (λ ε ,uε)

and holds for any value of m ∈ R. The peculiarity relies on the proof of Theorem 1.3.1 in the
case m ∈ (0,1/2), which is split into two steps. The first step is a convergence result (see
Proposition 1.3.3) which shows that the eigenvalue λ ε

n of the problem (1)- (4) converges to
some eigenvalue λ 0

n of the limit problem

−∆v0
1(x) = λ

0v0
1(x), x ∈ Ω1,

∂ν1v0
1(x) = 0, x ∈ Γ1, v0

1(x) = 0, x ∈ Γ0.
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The second step consists to proving that n = n. To this end, the key ingredient is the so-called
“Lemma about near eigenvalues and eigenfunctions” (see [82] and Lemma A.1.1 in Appendix
A.1), which, in the case m ∈ (0,1/2), requires a non-standard choice of the approximate
eigenfunctions and the use of the Neumann series in order to represent the solution of an
auxiliary boundary value problem (see Lemma 1.3.5). The case m = 1/2 has been previously
investigated in [80, Chapter VII] in a different setting. However, we give an independent
proof of the justification of the anzätze. Since the stiffness and the density constants are
of the order ε−1 in equation (2), the appearance of two limit problems demands also some
changes in the proof of the first step of Theorem 1.3.1 (see Section 1.6).

The spectral problems (1)-(4) are of interest in many area of physiscs, such as the study of
reinforcement and elasticity problems (see [2, 9, 10, 75]). In [58], estimates of convergence
rates of the spectrum of stiff elasticity problems are obtained. In [44, 46], the authors have
discussed the asymptotics of a spectral stiff problem in domains surrounded by a thin band
depending on ε . For a study of asymptotics for vibrating systems containing a stiff region
independent of the small parameter ε , we refer to [80, Sections V.7-V.10] and the papers
[45, 57, 77]. Problems similar to (1)-(4) arise also in the context of porous media which
are particularly treated in the homogenization theory (see [8, 22–24, 76]). In the context
of second order differential operators with double-periodic coefficients, we also mention
[11, 12, 48, 49, 85], where the authors have investigated how to give rise to spectral gaps in
the essential spectrum.

The same stiff problem (1)-(4) is discussed when the domain Ω becomes irregular (see
Section 1.8). The study of elliptic boundary value problems in domains with irregular
boundaries has been widely investigated and it is a classical subject (see e.g. the monographs
[53, 67]). In our analysis, we deal with the two-dimensional case, where Ω0 and Ω1 are
two “kissing” disks in R2 touching in a point O of tangency (see Figure 1.2). In the case
of “kissing” domains, the perturbation analysis becomes much more involved because of
possible singularities of uε

0 and uε
1 of problem (1)-(4) at the irregular point O. We show

that these singularities do not affect our asymptotic procedure in the stiff Neumann problem
(1)-(4) so that the ansätze obtained when the boundary ∂Ω = Γ1 is smooth are still valid.
On the contrary, if we consider a stiff Dirichlet problem, namely when the condition (3) is
replaced by uε

1(x) = 0, x ∈ Γ1, the asymptotic procedure fails (see Section 1.8.4) and further
investigations of a stiff Dirichlet problem are left as open questions to be considered and are
the starting point for a new research.



4 Introduction

For m ≤ 1/2, the limit problem in the cuspidal annulus Ω1 is given by

−∆u(x) = λu(x), x ∈ Ω1, (5)

∂ν1u(x) = 0, x ∈ Γ1 \O, u(x) = g(x), x ∈ Γ0 \O, (6)

where λ ≥ 0 and g = 0 or g = const on the boundary Γ0. Thanks to the Dirichlet bound-
ary condition on Γ0, H1

0 (Ω1;Γ0) is compactly embedded into L2(Ω1) (see [60]), where
H1

0 (Ω1;Γ0) := {u ∈ H1
0 (Ω1) : u|Γ0 = 0}, so that the proof of Theorem 1.3.1 is preserved

provided that u has a “good” regularity. To this end, we provide the asymptotic expansion as
x →O of the eigenfunction u (see Section 1.8.1 for the asymptotic and Theorem 1.8.1 for
the justification when g = const and Section 1.8.3 for the case g = 0). There is a vast literat-
ure about the asymptotic behaviour of a solution of the Laplace operator with a Neumann
boundary condition in bounded domains with cusp-type irregularities (see e.g. [63, 70–72]).
We also mention the paper [36] where the author discusses the regularity in the space of
infinitely smooth functions in the case of cuspidal edges and the paper [59] where the authors
investigate the regularity of a solution of bi-harmonic operator in domains with cusps. In
our context, we impose two different type of boundary conditions on Γ1 and Γ0 so that the
ansatz of eigenfunction u of problem (5)-(6) is made of particular functions depending on the
geometry of the domain and the boundary conditions when we impose an inhomogeneous
Dirichlet condition on Γ0, i.e. g = const (see Section 1.8.1). Moreover, we show that all
eigenfunctions decay exponentially as x →O when a homogeneous Dirichlet condition is
set on the interior boundary Γ0 (see Proposition 1.8.2).

In Chapter 2 a stiff spectral problem similar to that discussed in Chapter 1 is investigated
when the domain becomes unbounded and the stiffness properties of the material have
a periodic structure. This chapter contains a preliminary and not yet finished joint work
with Professor S. A. Nazarov (St. Petersburg State University and Institute of Problems
Mechanical Engineering).

Let B1/2 be the ball centered in the origin and of radius 1/2. Let Ω0 be the plane R2

perforated by contiguous circular holes

Ω0 := R2 \
⋃

α∈Z2

B1/2(α),
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where B1/2(α) denotes the closure of the ball B1/2(α) := {x = (x1,x2) : (x1−α1,x2−α2) ∈
B1/2}, and α = (α1,α2) ∈ Z2 is a multi-index. We set

Ω1 :=
⋃

α∈Z2

B1/2(α) and ∂Ω1 :=
⋃

α∈Z2

∂B1/2(α).

We consider the stiff spectral problem

−∆uε
1(x) = λ

εuε
1(x), x ∈ Ω1, (7)

−ε
−1

∆uε
0(x) = ε

−2m
λ

εuε
0(x), x ∈ Ω0,

uε
1(x) = uε

0(x), ε
−1

∂νuε
0(x) = ∂νuε

1(x), x ∈ ∂Ω1, (8)

where λ ε is the spectral parameter, ν is the outward unit normal vector to ∂Ω1, ∂ν = ν ·∇
is the normal derivative, ∇ is the gradient and m ∈ (0,1/2) is a fixed exponent. For any
ε > 0, the operator Aε associated to problem (7)-(8) is positive and self-adjoint with domain
D(Aε) ⊂ H1(R2) (see [16, Ch. 10]). However, since the embedding H1(R2) ⊂ L2(R2) is
not compact, the essential spectrum σ ε

e of Aε is not reduced to a null space. Our aim is to
investigate the existence of spectral gaps Gε in the spectrum of Aε . To recover the analysis
performed in Chapter 1, the Gelfand transform (see e.g. [43, 54, 55]), also known as the
Floquet-Bloch transform (see [81]), turns out to be a useful tool. In abstract setting, such
a transform is a homomorphism of a commutative Banach algebra B onto a subalgebra of
C0(∆), where ∆ denotes the space of all linear and multiplicative complex-valued functionals
on B (see [79]). In our context, the Gelfand transform plays the role of a special Fourier
transform on the group Z2 of periods and it is particularly used in the study of partial
differential equations with periodic coefficients (see [13, 54]). More precisely, this transform
is defined by

u(x) 7→U(x,η) :=
1

2π
∑

k∈Z2

e−iη ·(x+k)u(x+ k), (9)

with η ∈ [π,π)2 being the Floquet parameter. Note that the variable x on the left-hand side
of (9) belongs to R2 while on the right-hand side x lives in the periodicity cell ωΘ. Such a
periodicity cell ωΘ is given by the two-dimensional unit square Q := (−1/2,1/2)2 which
is split into a ball Θ := B1/2 centered in the origin and of radius 1/2 and Q \Θ occupied
by the stiff material. The advantage of the Gelfand transform is to reduce the study of the
spectrum of the operator Aε associated to problem (7)-(8) to that of a family of positive and
self-adjoint operators whose spectrum is discrete. Indeed, it is known (see e.g. [54, 78, 81])
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that the essential spectrum σ ε
e of the operator Aε has a band-gap structure, i.e.

σ
ε
e :=

∞⋃
n=1

Bε
n , (10)

where Bε
n are compact and connected spectral bands defined by

Bε
n := {λ

ε
n = Λ

ε
n(η) : η ∈ [−π,π)2}.

The continuous functions Λε
n : [−π,π)2 → R are defined at each fixed η ∈ [−π,π)2 by the

eigenvalues of the auxiliary spectral problem on the periodicity cell ωΘ = Θ∪ (Q\Θ)

−(∇+ iη)2Uε
Θ(x,η) = Λ

ε(η)Uε
Θ(x,η), x ∈ Θ, (11)

−ε
−1(∇+ iη)2Uε

Q\Θ
(x,η) = ε

−2m
Λ

ε(η)Uε

Q\Θ
(x,η), x ∈ Q\Θ, (12)

Uε
Θ(x,η) =Uε

Q\Θ
(x,η), x ∈ Γ,

ε
−1

ν · (∇+ iη)Uε

Q\Θ
(x,η) = ν · (∇+ iη)Uε

Θ(x,η), x ∈ Γ,

along with the periodicity conditions

Uε

Q\Θ
(1

2 ,x2,η) =Uε

Q\Θ
(−1

2 ,x2,η), Uε

Q\Θ
(x1,

1
2 ,η) =Uε

Q\Θ
(x1,−1

2 ,η),

∂

∂x1
Uε

Q\Θ
(1

2 ,x2,η) =
∂

∂x1
Uε

Q\Θ
(−1

2 ,x2,η),
∂

∂x2
Uε

Q\Θ
(x1,

1
2 ,η) =

∂

∂x2
Uε

Q\Θ
(x1,−1

2 ,η), ,

(13)

where the functions Uε
Θ

and Uε

Q\Θ
are the Gelfand transform of uε

1 and uε
0 respectively and

Γ := ∂Θ. Therefore, the bands Bε
n involve entries of monotone increasing unbounded positive

sequence
0 ≤ Λ

ε
1(η)≤ Λ

ε
2(η)≤ ·· · ≤ Λ

ε
n(η)≤ ·· · → ∞, (14)

where Λε
n are the eigenvalues associated to the problem (11) - (13) and the multiplicity is

taken into account. The bands Bε
n may overlap and touch each other. When they do not

overlap, the spectrum σ ε
e , given by (10), contains some gaps Gε , i.e. open intervals free of

the essential spectrum but with endpoints in the σ ε
e . Our purpose is to detect the spectral

gaps when m ∈ (0,1/2) using an asymptotic method.

The detection of spectral gaps in scalar problems has been studied in [48, 66, 85], where
the coefficients of the differential operator have high contrast. In our context, the main
novelty is that the stiff parts of the domain touch each other while the soft part presents
irregularities due to the cuspidal points. In [69] the authors have shown the appearance of
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the gaps in the spectrum of the Dirichlet and Neumann problems for the Laplace operator in
the plane R2 perforated by a double-periodic family of circular and isolated holes. In [38]
the appearance of the gaps has been done in a more general geometrical settings but only for
Dirichlet conditions.

In the case of waveguides, the appearance of spectral gaps forbids the wave propagation
in the corresponding frequency range. In the literature, there are numerous treatments on the
propagation of waves along periodic structures. Two approaches are usually used in order
to detect the opening of the gaps: by studying the asymptotic behaviour of eigenvalues of
the model problem on a periodicity cell or by seeking for the location of the eigenvalues by
means of specific weight estimates, such as the Hardy inequality and the max-min principle.
In [34, 40, 65] the first approach is used in order to detect spectral gaps, while in [64, 68] the
second method is applied. In [69] the authors have adopted both approaches: the asymptotic
method is used for analysing the spectrum of the Dirichlet problem but a priori estimates
of eigenfunctions of the Neumann problem on thin bridges are necessary to localize the
eigenvalues.

In our context, due to the particular geometry of the domain and consequently of the
periodicity cell ωΘ, the leading terms of the expansions of Λε and Uε

Θ
are given explicitly

by the eigenvalues and the eigenfunctions of the Dirichlet Laplacian in the disk Θ. Hence,
the Bessel functions and their zeroes are involved. This combined with Theorem 1.3.1 of
Chapter 1 for m ∈ (0,1/2) permits us to estimate the length of spectral bands (see Corollary
2.3.2). Up to now, using an asymptotic approach, for m ∈ (0,1/2) we provide the existence
of a spectral gap of length O(ε2m) between the first and the second eigenvalue Λε of problem
(7)-(8) (see Corollary 2.3.3). Further investigation of the existence of spectral gaps between
other eigenvalues of problem (7)-(8) for m ∈ (0,1/2) as well as for other values of m is to
carry out. Moreover, the investigation of the same problem set in different geometries of the
domain, such as the case where the soft material is stacked in balls whose centers are not in
Z2, will be the subject of future research.

Homogenization of degenerate integral functionals

In Chapter 3 we present a new Γ-convergence result of quadratic functionals with non
uniformly elliptic conductivity matrices. This a joint work with Professor M. Briane (Univ
Rennes, INSA Rennes, CNRS, IRMAR - UMR 6625).

Let Ω be a bounded domain of Rd and let Yd := [0,1)d be the unit cube in Rd . We
investigate the homogenization through Γ-convergence of the conductivity energy with a
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zero-order term of the type

Fε(u) :=


∫

Ω

{
A
( x

ε

)
∇u ·∇u+ |u|2

}
dx, if u ∈ H1

0 (Ω),

∞, if u ∈ L2(Ω)\H1
0 (Ω).

(15)

The conductivity A is a Yd-periodic, symmetric and non-negative matrix-valued function in
L∞(Rd)d×d , denoted by L∞

per(Yd)
d×d , which is not strongly elliptic, i.e.

ess-inf
y∈Yd

(
min

{
A(y)ξ ·ξ : ξ ∈ Rd, |ξ |= 1

})
≥ 0, (16)

where the inequality is not necessarily strict. The equality holds true when the conductivity
energy density has missing derivatives. This occurs, for example, when the quadratic form
associated to A is given by

Aξ ·ξ := A′
ξ
′ ·ξ ′ for ξ = (ξ ′,ξd) ∈ Rd−1 ×R,

where A′ ∈ L∞
per(Yd)

(d−1)×(d−1) is symmetric and non-negative matrix. It is known (see e.g.
[35, Chapters 24 and 25]) that the strong ellipticity of the matrix A, i.e.

ess-inf
y∈Yd

(
min

{
A(y)ξ ·ξ : ξ ∈ Rd, |ξ |= 1

})
> 0, (17)

combined with the boundedness implies a compactness result of the conductivity functional

u ∈ H1
0 (Ω) 7→

∫
Ω

A
( x

ε

)
∇u ·∇udx

for the L2(Ω)-strong topology. The Γ-limit is given by∫
Ω

A∗
∇u ·∇udx,

where the matrix-valued function A∗ is defined by the classical homogenization formula

A∗
λ ·λ := min

{∫
Yd

A(y)(λ +∇v(y)) · (λ +∇v(y))dy : v ∈ H1
per(Yd)

}
. (18)
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The Γ-convergence for the Lp(Ω)-strong topology, 1 < p < ∞, for the class of integral
functionals F of the form

F(u) =
∫

Ω

f (x,Du)dx, for u ∈W 1,p(Ω,Rm), (19)

where f : Ω×Mm×d → R is a Borel function satisfying the standard growth conditions of
order p, namely c1|M|p ≤ f (x,M) ≤ c2(|M|p + 1) for any x ∈ Ω and for any (m× d) real
matrix M, has been widely studied and it is a classical subject (see e.g. [20, Chapter 16],
[35, Chapter 20] and Appendix A.4). On the contrary, Γ-convergence of the oscillating
functionals for the weak topology on bounded sets of Lp(Ω) has been very few analysed.
An example of the study of Γ-convergence for the Lp(Ω)-weak topology can be found in
the paper [22] where, in the context of double-porosity, the authors compare the Γ-limit for
non-linear functionals analogous to (19) computed with respect to different topologies and in
particular with respect to Lp(Ω)-weak topology.

Our aim is to investigate the Γ-convergence for the weak topology on bounded sets (a
metrizable topology) of L2(Ω) of the conductivity functional under condition (16). In this
case, one has no a priori L2(Ω)-bound on the sequence of gradients, which implies a loss
of coerciveness of the investigated energy. To overcome this difficulty, we add a quadratic
zero-order term of the form ∥u∥2

L2(Ω), so that we immediately obtain the coerciveness in the
weak topology of L2(Ω) of Fε , namely, for u ∈ H1

0 (Ω),

Fε(u)≥
∫

Ω

|u|2dx.

Thanks to a compactness result (see [35, Corollary 8.12] and Corollary A.3.7 in Appendix
A.3), this estimate guarantees that Fε Γ-converges for the weak topology of L2(Ω), up to
subsequence, to some functional. We will show that, under the following assumptions:

(H1) any two-scale limit u0(x,y) of a sequence uε of functions in L2(Ω) with bounded
energy Fε(uε) does not depend on y (see [6, Theorem 1.2] and Theorem A.2.2 in
Appendix A.2),

(H2) the space V defined by

V :=
{∫

Yd

A1/2(y)Φ(y)dy : Φ ∈ L2
per(Yd;Rd) with div

(
A1/2(y)Φ(y)

)
= 0 in D′(Rd)

}
agrees with the space Rd ,
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the Γ-limit is given by

F0(u) :=


∫

Ω

{
A∗

∇u ·∇u+ |u|2
}

dx, if u ∈ H1
0 (Ω),

∞, if u ∈ L2(Ω)\H1
0 (Ω),

(20)

where the homogenized matrix A∗ is given through the expected homogenization formula

A∗
λ ·λ := inf

{∫
Yd

A(y)(λ +∇v(y)) · (λ +∇v(y))dy : v ∈ H1
per(Yd)

}
. (21)

Extending the two-scale convergence of Nguetseng-Allaire [6, 73], Zhikov [84] has studied
the homogenization of the problem∫

Ω

{
A
( x

ε

)
∇uε ·∇ϕ +λuεϕ

}
dµε =

∫
Ω

fεϕdµε , for ϕ ∈C∞
c (Ω), (22)

where the Yd-periodic matrix-valued function A(y) is uniformly elliptic and bounded, µε(·) =
εdµ(·/ε) with µ a periodic probability measure on Yd and fε is a bounded sequence in
L2(Ω,dµε), i.e.

sup
ε>0

∫
Ω

f 2
ε dµε < ∞. (23)

The key ingredient of [84] is that the measure µ is assumed to be ergodic, namely any periodic
function u in L2

per(Yd,dµ) is constant once some generalized gradient ∇u with respect to µ

is zero (see [84, formula (1.15)]). Then, the homogenization of problem (22) leads him to
the limit problem with the homogenized matrix A∗ defined by the classical minimization
formula involving the generalized gradient in L2

per(Yd,dµ)d and the Lebesgue measure dx
as the weak-∗ limit of µε . In [84], the degeneracy comes only from the measure µ . Indeed,
the kernel of A∗ turns out to be the subspace of Rd composed of the constant generalized
gradients which can be different from the null space (see [84, Section 3.3]). The proof of the
homogenization result is strongly based on the ergodicity of the measure µ . Indeed, due to
the boundedness of the sequence ∇uε in L2(Ω,dµε)

d (see (23)), the two-scale limit u0(x,y)
of uε does not depend on y (see [84, Theorem 4.1]). Then, the two-scale procedure permits
to conclude.

In our context, for any sequence uε with bounded energy, i.e. supε>0 Fε(uε)< ∞, the
sequence ∇uε in L2(Ω;Rd) is not bounded due to the lack of ellipticity of the matrix-valued
conductivity A(y). Therefore, we need to make assumption (H1). Moreover, assumption (H2)
plays a similar role as the non-degeneracy of the measure µ in [84], since the two conditions
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are equivalent to the positive definiteness of the homogenized matrix (see Proposition 3.1.3
in our case and [84, Theorem 4.1]). In some sense, the degeneracy in [84] is of scalar
type through the sole measure µ , while in the our context the degeneracy is of vectorial
nature through the sole matrix-valued conductivity A(y). Also note that [84] deals with the
homogenization of the conductivity equation under the weak convergence of uε in L2(Ω)

(see [84, Theorem 4.4]), while we study the Γ-convergence of the conductivity energy Fε

for the L2(Ω)-weak topology. Our approach allows us to derive an anomalous Γ-limit for
some degenerate matrix-valued conductivity together with a two-scale limit u0(x,y) which
does depend on y.

In the 2D isotropic elasticity setting of [32], the authors make use of similar conditions
as (H1) and (H2) in the proof of the main results (see [32, Theorems 3.3 and 3.4]). They
investigate the limit in the sense of Γ-convergence for the L2(Ω)-weak topology of the
elasticity functional with a zero-order term in the case of two-phase isotropic laminate
materials where the phase 1 is very strongly elliptic, while the phase 2 is only strongly
elliptic. The strong ellipticity of the effective tensor is preserved through a homogenization
process except in the case when the volume fraction of each phase is 1/2, as first evidenced
by Gutiérrez [47]. Indeed, Gutiérrez has provided two and three dimensional examples of 1-
periodic rank-one laminates such that the homogenized tensor induced by a homogenization
process, labelled 1∗-convergence, is not strongly elliptic. These examples have been revisited
by means of a homogenization process using Γ-convergence in the two-dimensional case of
[31] and in the three-dimensional case of [33].

In the present scalar case, we enlighten assumptions (H1) and (H2) which are the key
ingredients to obtain the general Γ-convergence result Theorem 3.1.1. Using Nguetseng-
Allaire [6, 73] two-scale convergence, we prove that for any dimension d ≥ 2, the Γ-limit
F0 (20) for the weak topology of L2(Ω) actually agrees with the one obtained for the
L2(Ω)-strong topology under uniformly ellipticity (17), replacing the minimum in (18) by
the infimum in (21). Assumption (H2) implies the coerciveness of the functional F0 showing
that its domain is H1

0 (Ω) and that the homogenized matrix A∗ is positive definite. More
precisely, the positive definiteness of A∗ turns out to be equivalent to assumption (H2) (see
Proposition 3.1.3). We also provide two and three dimensional 1-periodic rank-one laminates
which satisfy assumptions (H1) and (H2) (see Proposition 3.2.1 for the two-dimensional
case and Proposition 3.2.2 for the three-dimensional case). Thanks to Proposition 3.1.3, the
corresponding homogenized matrix A∗ is positive definite. For this class of laminates, an
alternative and independent proof of positive definiteness of A∗ is performed using an explicit
expression of A∗ (see Proposition 3.4.1). This expression generalizes the classical laminate
formula for non-degenerate phases (see [7, Lemma 1.3.32], [29] and Proposition A.6.3 in
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Appendix A.6) to the case of two-phase rank-one laminates with degenerate and anisotropic
phases.

The lack of assumption (H1) may induce a degenerate asymptotic behaviour of the
functional Fε (15). We provide a two-dimensional rank-one laminate with two degenerate
phases for which the functional Fε does Γ-converges for the L2(Ω)-weak topology to a
functional F which differs from the one given by (20) (see Proposition 3.3.1). In this
example, any two-scale limit u0(x,y) of a sequence with bounded energy Fε(uε), depends
on the variable y. Moreover, we give two quite different expressions of the Γ-limit F which
seem to be original up to the best of our knowledge. The energy density of the first expression
is written with Fourier transform of the target function. The second expression appears as a
non-local functional due to the presence of a convolution term. However, we do not know if
the Γ-limit F is a Dirichlet form in the sense of Beurling-Deny [15], since the Markovian
property is not stable by the L2(Ω)-weak topology (see Remark 3.3.5).

The extension of the previous investigation to the case of elasticity functional with zero-
order term where the Yd-periodic, symmetric and non-negative tensor-valued function A(y)
in L∞(Rd)d2×d2

is assumed to be not strongly elliptic will be the subject of future research.

In Chapter 4 we deal with the homogenization of convolution-type functionals defined
on a general periodic perforated domain. This is a joint work with Professor A. Braides
(Dipartimento di Matematica, Università di Roma "Tor Vergata") and Professor V. Chiadò
Piat (Dipartimento di Scienze Matematiche, Politecnico di Torino). This paper has been
submitted to Journal of Nonlinear Analysis and it is on ArXiv: arXiv:2007.04635.

We consider energies of convolution-type whose prototypes are functionals of the form

1
εd+p

∫
Ω×Ω

a
(

y− x
ε

)
|u(y)−u(x)|pdxdy, (24)

where a is a non-negative convolution kernel, p ∈ (1,∞), ε is a scaling parameter and Ω is a
Lipschitz domain in Rd . The kernel a : Rd → [0,∞[, describing the strength of the interaction
at a given distance, satisfies ∫

Rd
a(ξ )(1+ |ξ |p)dξ < ∞, (25)

and
a(ξ )≥ c > 0, if |ξ | ≤ r0, (26)

for some r0 > 0 and c > 0.
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Functionals of this form have been used as an approximation of the Lp-norm of the
gradient as ε → 0 and as such give an alternative way of defining Sobolev spaces (see
e.g. [3, 18]). In the case p = 2 perturbations of such energies (24) arise from models in
population dynamics where the macroscopic properties are reduced to studying the evolution
of the first-correlation function describing the population density u in the system (see [39]),
and recently they have also been used in problems in Data Science (see [42]). Furthermore,
discrete versions of such energies have been extensively studied in a general setting (see
e.g. [4, 17] and related works).

A rather complete analysis of perturbations of functionals (24), more precisely, of func-
tionals that are dominated from below and above by functionals of type (24), is presented
in [5]. We consider another type of perturbation of (24) in the framework of the so-called
perforated domains, that cannot be reduced to the analysis in [5] since it is ‘degenerate’ on
the complement of a periodic connected set.

In our analysis, we consider a typical situation arising in the study of inhomogeneous
media with a periodic microstructure, when one sets the model in a domain obtained by
removing inclusions representing sites with which the system does not interact. Usually, such
a periodically perforated domain is obtained by intersecting Ω with a periodic open subset
Eδ = δE of Rd , where E is a periodic set with Lipschitz boundary and δ is the (small) period
of the microstructure. In the setting of energies (24) the relevant scale of the period δ is of
order ε . Indeed, in the other cases we have a multi-scale problem that can be decomposed
into two separate limit analyses that fall within known results corresponding to letting first
δ → 0 and then ε → 0, or the converse (see [26]). Hence, we will consider energies whose
prototypes are of the form

Fε(u) =
1

εd+p

∫
(Ω∩εE)×(Ω∩εE)

a
(

y− x
ε

)
|u(x)−u(y)|pdydx, (27)

where Ω is a fixed domain in Rd .

In order to study the asymptotic analysis of such energies, it is necessary to prove that
sequences with equi-bounded energy (and equi-bounded Lp-norm) are precompact. For the
analog energy on Sobolev spaces

FSob
ε (u) =

∫
Ω∩εE

|∇u|pdydx,

this has been done in [1] through the construction of suitable extension operators Tε :
Lp(Ω∩ εE)→ Lp(Ω) which, for each Ω′ compactly contained in Ω, provide an embedding
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of W 1,p(Ω′) in W 1,p(Ω∩ εE) uniformly for ε small enough (below a threshold explicitly
depending on the distance between Ω′ and ∂Ω). The compact embedding of W 1,p(Ω′) in
Lp(Ω′) then provides the desired compactness property. In our case, since the energies are
non-local, a more complex statement is necessary. After noting that by condition (26) it is
sufficient to prove compactness when a is the characteristic function of a ball centered in 0
and given radius r0, we prove the existence of extension operators Tε : Lp(Ω∩ εE)→ Lp(Ω)

with the property that R and C exists such that for each Ω′ compactly contained in Ω,

∫
Ω′×Ω′

χBR

(
y− x

ε

)
|Tεu(x)−Tεu(y)|pdydx

≤C
∫
(Ω∩εE)×(Ω∩εE)

χBr0

(
y− x

ε

)
|u(x)−u(y)|pdydx, (28)

for ε small enough, with C and R independent of ε and where Bρ denotes the ball of centre 0
with radius ρ and χA is the characteristic function of the set A. The precise statement of this
result is given in Theorem 4.1.2. It provides a uniform bound for energies of the type (24) on
Ω′ in terms of energies (27), which in turn allows to apply the compactness results in [5] (see
Section 4.1.2). Moreover, the asymptotic analysis of functionals (24) ensures that limits of
functions with equibounded energies are in W 1,p(Ω′) with a uniform bound and hence they
belong to W 1,p(Ω).

The case p = 2 in (27) and with compact perforations; i.e., with E of the form E =

Rd \ (K0 +Zd), where K0 is a compact subset of Rd with Lipschitz boundary such that
(K0 + i)∩ (K0 + j) = /0 if i, j ∈ Zd and i ̸= j, has been studied in [26], together with some
variants that allow to consider random perforations [27]. The main feature of our analysis
is the proof of the extension theorem under the only assumption that the periodic set E is
connected and with Lipschitz boundary, and holds for any p > 1. The construction of Tε is
inspired by the arguments of [1], consisting in proving a local extension result on cubes and
then using a periodic partition of the unity. The non-locality of the energies adds further
technical difficulties to the possible non-connectedness or non-regularity of the restriction of
E to cubes, already present in the case of Sobolev functions, and forces the introduction of
the radius of interaction R in inequality (28).

As an application, we study the asymptotic behaviour of energies of the form

Hε(u) =
1
εd

∫
(Ω∩εE)2

h
(

x
ε
,

y
ε
,
u(y)−u(x)

ε

)
dxdy,
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with u ∈ Lp(Ω;Rm), upon some structure hypotheses on h as those considered in [5], that
allow Hε to be compared with Fε . We obtain a homogenization theorem (see Theorem 4.3.1)
for Hε as ε → 0 proving that the Γ-limit of Hε is defined on W 1,p(Ω;Rm) and has a standard
local form ∫

Ω

hhom(Du)dx,

with hhom characterized by non-local homogenization formulas and of p-growth by (25) and
(26). The proof is obtained by a perturbation argument that allows to use homogenization
theorems proved in [5] for the corresponding energies defined on ‘solid’ domains, applied to
functionals of the form Hε +δFε . Our Extension Theorem provides uniform estimates that
allow to invert the passage to the limit as ε → 0 and δ → 0. We note that a discrete analog
of this result can be found in [23], where the discrete setting allows easier extension results
from the discrete version of a perforated domain. Application of the Extension Theorem to
non-local functionals arising in double-porosity context will be considered in future research.



Chapter 1

The stiff Neumann problem: asymptotic
specialty and “kissing”domains

In this chapter we apply the methods of perturbation theory to investigate the asymptotic
behaviour of the spectrum of a stiff spectral Neumann problem for the Laplace operator in a
smooth bounded domain Ω of Rd involving a small parameter ε > 0 and a real parameter m.

In Section 1.1 we introduce the problem and its weak formulation. In Section 1.2 we
deduce the formal asymptotic expansions for the eigenpairs when m ∈ (0,1/2). Section 1.3
contains the main result of this chapter, Theorem 1.3.1 which holds for any m ∈ R. We also
provide the proof of the justification of the asymptotics for m ∈ (0,1/2). In Sections 1.4-1.7
we present the asymptotic expansions of eigenpairs for the remaining values of m. In Section
1.8 the same stiff problem is investigated when the two-dimensional domain Ω has a cuspidal
point. The possibility to apply the same asymptotic procedure as in the “smooth” case is
based on the structure of the eigenfunctions in the vicinity of the irregular part.

This is a joint work with Professor V. Chiadò Piat (Dipartimento di Scienze Matematiche,
Politecnico di Torino) and Professor S. A. Nazarov (St. Petersburg State University and
Institute of Problems Mechanical Engineering).
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Ω1
Ω0

Figure 1.1 Annular domain Ω1 and core domain Ω0

1.1 Setting of the problem

Let Ω be a smooth bounded domain of Rd and let Ω1 and Ω0 be two bounded domains of Rd

with smooth boundaries Γ1 and Γ0 respectively such that

∂Ω := Γ1, Ω0 ⊂ Ω,

and
Ω := Ω0 ∪Ω1 ∪Γ0.

In what follows, we refer to Ω1 as the annulus and Ω0 as the core. A typical geometrical
situation is drawn in Figure 1.1, where the annulus is shaded.

We consider the spectral Neumann problem in Ω1 ∪Ω0 with natural transmission condi-
tions for a second order differential operator with piecewise constant coefficients

−∆uε
1(x) = λ

εuε
1(x), x ∈ Ω1, (1.1)

−ε
−1

∆uε
0(x) = λ

ε
ε
−2muε

0(x), x ∈ Ω0, (1.2)

∂ν1uε
1(x) = 0, x ∈ Γ1, (1.3)

uε
0(x) = uε

1(x), ε
−1

∂ν0uε
0(x) = ∂ν0uε

1(x), x ∈ Γ0, (1.4)

where ∂ν1 and ∂ν0 denote the derivatives along outward and inward normal vectors ν1 and ν0

to Γ1 and Γ0 respectively, λ ε is the spectral parameter and −2m ∈ R a fixed exponent. We
identify the (real) eigenfunctions uε with the pairs of functions {uε

0,u
ε
1}, where uε

i stands
for the restriction of uε to Ωi, for i = 0,1. We denote by (·, ·)Ωi the natural inner product of
Lesbegue space L2(Ωi), for i = 0,1 The variational formulation of problem (1.1)-(1.4) reads:
find λ ε ∈ R and {uε

0,u
ε
1} ∈ H1(Ω)\{0} satisfying

(∇uε
1,∇ϕ1)Ω1 + ε

−1(∇uε
0,∇ϕ0)Ω0 = λ

ε
[
(uε

1,ϕ1)Ω1 + ε
−2m(uε

0,ϕ0)Ω0

]
∀ϕ ∈ H1(Ω).

(1.5)



18 The stiff Neumann problem

For each ε > 0, the bilinear form on the left-hand side of (1.5) is positive, symmetric and
closed in H1(Ω). Due to the compactness of the embeddings H1(Ωi) ↪→ L2(Ωi), for i = 0,1,
we associate to problem (1.1)-(1.4) a self-adjoint operator whose spectrum consists of the
monotone increasing unbounded sequence of eigenvalues (see e.g. [16, Theorems 10.1.5 and
10.2.2])

0 = λ
ε
1 < λ

ε
2 ≤ ·· · ≤ λ

ε
n ≤ ·· · → ∞ (1.6)

repeated according to their multiplicity. The corresponding eigenfunctions {uε
0,u

ε
1} are

subject to the orthonormalization conditions

(uε
1,i,u

ε
1, j)Ω1 + ε

−2m(uε
0,i,u

ε
0, j)Ω0 = δi, j, for i, j ∈ N, (1.7)

where δi, j is the Kronecker symbol.

1.2 Formal asymptotics in the case 0 < m < 1/2

The orthonormalization condition (1.7) suggests to perform the replacements

vε
1(x) = uε

1(x), x ∈ Ω1, vε
0(x) = ε

−muε
0(x), x ∈ Ω0. (1.8)

Hence, {vε
0,v

ε
1} satify the orthonormalization condition in L2(Ω) which does not depend

anymore on ε . Equations (1.1)-(1.2) remain unchanged, while the transmission conditions
(1.4) turn into

ε
mvε

0(x) = vε
1(x), ε

m−1
∂ν0vε

0(x) = ∂ν1vε
1(x), x ∈ Γ0.

We look for the asymptotic expansion of eigenfunctions {vε
0,v

ε
1} in the form

vε
0(x) = ε

mv0
0(x)+ ε

1−mv′0(x)+ · · · , x ∈ Ω0, (1.9)

vε
1(x) = v0

1(x)+ ε
2mv′1(x)+ · · · , x ∈ Ω1. (1.10)

We assume that the eigenvalue λ ε admits the asymptotic ansatz

λ
ε = λ

0 + ε
2m

λ
′+ · · · . (1.11)
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By inserting expansions (1.9), (1.10) and (1.11) in the spectral problem (1.1)-(1.4), we collect
coefficients of the same powers of ε and we gather boundary value problems for v0

0,v
′
0 and

v0
1,v

′
1.

1.2.1 Problem for v0
0 and v′0

The leading term v0
0 in (1.9) is a solution to the problem

−∆v0
0(x) = 0, x ∈ Ω0, ∂ν0v0

0(x) = 0, x ∈ Γ0, (1.12)

and hence v0
0 = c0. At this stage, c0 is an arbitrary constant in R.

The first-order correction term v′0 in (1.9) satisfies the boundary value problem

−∆v′0(x) = λ
0v0

0(x), x ∈ Ω0, ∂ν0v′0(x) = ∂ν0v0
1(x), x ∈ Γ0. (1.13)

From the compatibility condition for inhomogeneous Neumann problem, we determine the
constant c0 which is given by

c0 :=
1

λ 0|Ω0|

∫
Γ0

∂ν0v0
1dsx, (1.14)

where | · | stands for the Lebesgue measure of a set and λ 0 ̸= 0 is an eigenvalue of the problem
(1.15)-(1.16) below.

1.2.2 Problem for v0
1 and v′1

The leading terms v0
1 and λ 0 in (1.10) and (1.11) satisfy the spectral problem with mixed

boundary conditions

−∆v0
1(x) = λ

0v0
1(x), x ∈ Ω1, (1.15)

∂ν1v0
1(x) = 0, x ∈ Γ1, v0

1(x) = 0, x ∈ Γ0. (1.16)

The variational setting implies the integral identity

(∇v0
1,∇ϕ)Ω1 = λ

0(v0
1,ϕ)Ω1, for ϕ ∈ H1

0 (Ω1,Γ0),
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where H1
0 (Ω1,Γ0) := {u ∈ H1(Ω1) : u|Γ0 = 0}. The spectrum of problem (1.15)-(1.16) is

discrete and it consists of a monotone unbounded sequences of eigenvalues

0 < λ
0
1 < λ

0
2 ≤ ·· · ≤ λ

0
n ≤ ·· · → ∞, (1.17)

and for n ∈ N, the corresponding eigenfunctions v0
1,n are subject to the orthonormalization

conditions
(v0

1,i,v
0
1, j)Ω1 = δi, j, for i, j ∈ N. (1.18)

The correction term v′1 in (1.10) is determined by the boundary value problem

−∆v′1(x)−λ
0v′1(x) = λ

′v0
1(x), x ∈ Ω1, (1.19)

∂ν1v′1(x) = 0, x ∈ Γ1, v′1(x) = v0
0(x), x ∈ Γ0. (1.20)

Since v0
0 = c0 is fixed and defined by (1.14), the boundary condition (1.20) becomes v′1(x) =

c0, x ∈ Γ0.

The correction term λ ′ is determined through the compatibility condition for problem
(1.19)-(1.20). First, we assume that the eigenvalue λ 0

n ̸= 0 of problem (1.15)-(1.16) is simple.
Then, the problem (1.19)-(1.20) has a unique solution if and only if

λ
′
n

∫
Ω1

|v0
1,n(x)|2dx = c0

∫
Γ0

∂ν0v′0,n(x)dsx =−c0

∫
Ω0

∆v′0,n(x)dx = c2
0λ

0
n |Ω0|.

In view of (1.14), we deduce that

λ
′
n =

1
λ 0

n |Ω0|

(∫
Γ0

∂ν0v0
1dsx

)2

. (1.21)

Multiple eingenvalues In the case λ 0
n ̸= 0 is a multiple eigenvalue with multiplicity τ > 1,

i.e.
λ

0
n−1 < λ

0
n = λ

0
n+1 = · · ·= λ

0
n+τ−1 < λ

0
n+τ , (1.22)

the expansions (1.9)-(1.10) are still valid. However, we predict that the leading terms of
vε

1,n,v
ε
1,n+1, . . . , vε

1,n+τ−1 are linear combinations of the eigenfunctions v0
1,n,v

0
1,n+1, . . . ,v

0
1,n+τ−1

of the problem (1.15)-(1.16) associated to the eigenvalue λ 0
n , i.e. for x ∈ Ω1,

V 0
1, j(x) = a j

nv0
1,n(x)+ · · ·+a j

n+τ−1v0
1,n+τ−1(x), for j = n, . . . ,n+ τ −1. (1.23)
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Furthermore, we require that the columns

a j = (a j
n, . . . ,a

j
n+τ−1)

T ∈ Rτ , for j = n, . . . ,n+ τ −1,

satisfy the orthonormalization conditions

(a j,ai) :=
n+τ−1

∑
k=n

a j
kai

k = δ j,i, for j, i = n, . . . ,n+ τ −1. (1.24)

As a consequence, the linear combinations (1.23), for j = n, . . . ,n+ τ − 1, are a new or-
thonormal basis in the eigenspace of the eigenvalue λ 0

n .

Bearing in mind the linear combinations (1.23), the compatibility conditions for the
problem (1.13) yield the new constant leading terms v0

0,n, . . . ,v
0
0,n+τ−1 of the ansatz (1.9)

v0
0, j :=

1
λ 0

n |Ω0|

n+τ−1

∑
k=n

a j
k

∫
Γ0

∂ν0v0
1,kdsx, for j = 1, . . . ,n+ τ −1. (1.25)

The correction term V ′
1, j is determined from the problem

−∆V ′
1, j(x)−λ

0
n V ′

1, j(x) = λ
′
jV

0
1, j(x), x ∈ Ω1, (1.26)

∂ν1V
′
1, j(x) = 0, x ∈ Γ1, V ′

1, j(x) = v0
0, j, x ∈ Γ0. (1.27)

The necessary and sufficient condition for the existence of V ′
1, j, for j = n, . . . , n+ τ −1, is

provided by the Fredholm alternative

λ
′
j(V

0
1, j,v

0
1,p)Ω1 =

∫
Γ0

V ′
1, j∂ν0v0

1,p(x)dsx, for p = n, . . . ,n+ τ −1.

In view of (1.25) and the orthonormalization condition (1.18), the above formulas become

λ
′
ja

j
p =

n+τ−1

∑
k=n

a j
k

1
λ 0

n |Ω0|

∫
Γ0

∂ν0v0
1,k(x)dsx

∫
Γ0

∂ν0v0
1,p(x)dsx, for p = n . . . ,n+ τ −1.

(1.28)
We represent the relations (1.28) as an algebraic spectral system

Ma j = λ
′
ja

j, for j = n, . . . ,n+ τ −1,
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where the (τ × τ) real matrix M is defined by

Mpk :=
1

λ 0
n |Ω0|

∫
Γ0

∂ν0v0
1,p(x)dsx

∫
Γ0

∂ν0v0
1,k(x)dsx, for p,k = n, . . . ,n+ τ −1.

It is clear that M is a symmetric matrix, i.e. Mpk =Mkp. Hence, this matrix has τ real eigen-
values, given by λ ′

n,λ
′
n+1, . . . ,λ

′
n+τ−1, with corresponding eigenvectors an,an+1, . . . ,an+τ−1

satisfying the orthonormalization conditions (1.24). Since the determinant of the matrix M
and all its minors of order k, for 1 ≤ k ≤ τ −1, are equal to 0, the characteristic polynomial
of M is simply

(λ ′)τ − tr(M)(λ ′)τ−1 = 0, (1.29)

where tr(M) is the trace of the matrix M. It follows that the roots λ ′
j of (1.29), for

j = n, . . . ,n+ τ −1, are given by

λ
′
n = · · ·= λ

′
n+τ−2 = 0, λ

′
n+τ−1 = tr(M) =

1
λ 0

n |Ω0|

n+τ−1

∑
k=n

(∫
Γ0

∂ν0v0
1,k(x)dsx

)2

.

(1.30)

1.2.3 Final remarks

The asymptotic procedure described above can be continued to construct infinite asymptotic
series for the eigenvalues and eigenfunctions of problem (1.1)-(1.4). If the eigenvalue λ 0

n is
simple, the analysis repeats the explained steps and provides the formal series

∞

∑
j,k=0

ε
jm+k(1−2m)

λ
( j,k)
n , (1.31)

and the difference between the true eigenvalue λ ε and the partial sum of the series (1.31) can
be estimated in a way similar to Section 1.3.

The same can be readily done in the case τ = 2 when the correction term λ ′
n+1 in (1.30)

does not vanish, so that both the eigenvalues λ ε
n and λ ε

n+1 become simple and therefore can be
examined independently. However, if λ 0

n has multiplicity τ > 2 or τ = 2 with λ ′
n+1 = 0 (see

(1.30)), the coefficients of the linear combinations (1.23) are not completely determined. In
order to compute them, the coefficients a j

n, . . . ,a
j
n+τ−1 are assumed to be a linear combination

of the eigencolumns associated to the eigenvalue 0 of the matrix M, obtaining the coefficients
and the next term of the expansion of λ ε . Nevertheless, there is no argument ensuring that
the new matrix has distint eigenvalues and hence the coefficients of linear combination of
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a j
n, . . . ,a

j
n+τ−1 can not be uniquely defined, so that an iteration of the previous procedure is

needed again.

1.3 Main result

We present the main result of this chapter, which is valid for any value m ∈ R.

Theorem 1.3.1. For any m ∈ R and for any N ∈ N there exist εN,m > 0 and CN,m > 0 such
that the estimate

|λ ε
n − ε

α
λ

0
n − ε

β
λ
′
n| ≤CN,mε

γ , for n = 1, . . . ,N, (1.32)

holds for every ε ∈ (0,εN,m), for some α,β , and γ depending only on m.

Remark 1.3.2. In estimate (1.32), λ ε
n is the n-th eigenvalue of the problem (1.1)-(1.4), λ 0

n

and λ ′
n are the corresponding leading and first-order correction terms appearing in the different

ansätze for λ ε
n , which are defined in Section 1.2 for m ∈ (0,1/2) and in the forthcoming

sections for the other values of m (see Sections 1.4-1.7).

In the next subsection we provide the proof of Theorem 1.3.1 for the case m ∈ (0,1/2),
where α = 0, β = 2m, γ = min{3m,1} and λ ′

n is given by formula (1.21) for a simple
eigenvalue and formulas (1.30) for multiple ones. The proof is split into two steps. The first
one consists in proving partially that the eigenpairs (λ ε ,{uε

0,u
ε
1}) converge to (λ 0,{0,u0

1}),
where (λ 0,u0

1) is an eigenpair of limit problem (1.15)-(1.16). In the second step, we use the
so-called Lemma about near eigenvalues and eigenfunctions (see [82] and Lemma A.1.1 in
Appendix A.1) in order to conclude the proof of Theorem 1.3.1.

In Sections 1.4−1.7 we describe only the asymptotic expansions of (λ ε ,{uε
0,u

1
ε}) and

we just state the explicit formula (1.32) since the proof follows the same arguments of the
one given in the case m ∈ (0,1/2).

1.3.1 Justification of asymptotics in the case m ∈ (0,1/2)

Step 1: Convergence theorem

In this subsection, we show partially that for fixed n ∈ N, the eigenvalue λ ε
n converges to λ 0

n ,
as ε → 0, and the corresponding eigenfunctions converge strongly in L2(Ω1).
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Proposition 1.3.3. The eigenvalues λ ε
n of problem (1.1)-(1.4) and the eigenvalues λ 0

n of limit
problem (1.15)-(1.16) are related by passing to the limit

lim
ε→0

λ
ε
n = λ

0
n , for n ∈ N.

We begin to show the following lemma.

Lemma 1.3.4. Assume that for any n ∈ N there exist εn > 0 and Cn > 0 such that

0 < λ
ε
n ≤Cn, for ε ∈ (0,εn). (1.33)

Then, we have
lim
ε→0

λ
ε
n → λ

0
n̄ ,

for some n̄ ∈ N.

Proof. In light of estimate (1.33), whose proof will be given in Remark 1.3.6, we extract a
positive sequence {εk}k∈N converging to 0 such that

lim
εk→0

λ
εk
n = λ

0
n̄ . (1.34)

In order to simplify the notation we write λ ε
n in place of λ

εk
n . The normalization condition

(1.7) together with the estimate (1.33) and the weak formulation (1.5) of spectral problem
(1.1)-(1.4) implies that

∥∇uε
1,n∥2

L2(Ω1)
+ ε

−1∥∇uε
0,n∥2

L2(Ω0)
= λ

ε
n ≤Cn.

As a consequence,

∥∇uε
1,n∥2

L2(Ω1)
≤Cn, ∥uε

1,n∥2
L2(Ω1)

≤ 1.

The norms ∥uε
1,n∥H1(Ω1)

are uniformly bounded in ε ∈ (0,εn) for fixed n ∈ N. Then, up to
subsequences, uε

1,n converges weakly in H1
0 (Ω1,Γ0) and strongly in L2(Ω1) to some function

g0
1, which can be identified as an eigenfunction u0

1,n̄ associated to λ 0
n̄ . Indeed, if we take an

arbitrary function ϕ1 ∈ H1
0 (Ω1,Γ0) and ϕ0 = 0 in Ω0 as a test functions in integral identity

(1.5), passing to the limit as ε → 0 yields

(∇g0
1,∇ϕ1)Ω1 = λ

0
n̄ (g

0
1,ϕ1)Ω1. (1.35)
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The equality (1.35) gives rise to the problem

−∆g0
1(x) = λ

0
n̄ g0

1(x), x ∈ Ω1,

∂ν1g0
1(x) = 0, x ∈ Γ1, g0

1(x) = 0, x ∈ Γ0,

which implies that g0
1 = u0

1,n̄. In other terms, λ 0
n̄ is an eigenvalue of limit problem (1.15)-

(1.16) with the corresponding eigenfunction u0
1,n̄.

As far as the function uε
0,n is concerned, we have

ε
−1∥∇uε

0,n∥2
L2(Ω0)

≤C, ε
−2m∥uε

0,n∥2
L2(Ω0)

≤ 1,

so that uε
0,n converges to 0 strongly in H1

0 (Ω0) and hence in L2(Ω0) (if necessary, we can
again pass to a subsequence). The eigenfunction u0

1,n̄ is also normalized in L2(Ω1)-norm.
Indeed, in view of the replacement (1.8), we deduce that

∥vε
0,n∥2

L2(Ω0)
≤ 1, ∥∇vε

0,n∥2
L2(Ω0)

≤ ε
1−2mC,

which implies that vε
0,n converges strongly in L2(Ω0) to some constant c̃. In order to prove

that c̃ = 0, we take ϕ1 = ϕ0 = εmc̃ as test functions in (1.5) and we obtain

0 = λ
ε
n

(
ε

mc̃
∫

Ω1

uε
1,ndx+ c̃

∫
Ω0

vε
0,ndx

)
.

Passing to the limit as ε → 0 yields to c̃ = 0. As a consequence,

lim
ε→0

∥vε
0,n∥2

L2(Ω0)
= lim

ε→0
ε
−2m∥uε

0,n∥2
L2(Ω0)

= 0,

and the normalization condition (1.7) leads to ∥u0
1,n̄∥L2(Ω1)

= 1, which concludes the proof.

To conclude the proofs of Proposition 1.3.3 and Theorem 1.3.1, it remains to show that
n = n̄ which is the goal of the next subsection.

Step 2: Lemma about near eigenvalues and eigenfunctions

Let Hε denote the Hilbert space H1(Ω) endowed with the inner product

⟨U,V ⟩ε = (∇U1,∇V1)Ω1 + ε
−1(∇U0,∇V0)Ω0 +(U1,V1)Ω1 + ε

−2m(U0,V0)Ω0. (1.36)
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We introduce the operator Kε in Hε defined by

⟨KεU,V ⟩ε = (U1,V1)Ω1 + ε
−2m(U0,V0)Ω0 ∀U,V ∈Hε , (1.37)

and we define the new spectral parameter

kε
n = (1+λ

ε
n )

−1. (1.38)

It is easy to verify that Kε is a continuous, self-adjoint, positive and compact operator in Hε .
Hence, the spectrum of operator Kε consists of the essential spectrum σess(Kε) = {0} and a
positive sequence of real eigenvalues converging to 0

kε
1 ≥ kε

2 ≥ ·· · ≥ kε
n ≥ ·· · → 0.

Taking formulas (1.36)-(1.38) into account, the integral identity (1.5) is equivalent to the
abstract equation

KεUε = kε
nUε .

The following statement is known as lemma about near eigenvalues and eigenvectors
(see [82] and Lemma A.1.1 in Appendix A.1).

Lemma 1.3.5. Assume that Uε ∈Hε and kε ∈ R+ are such that

∥Uε∥Hε
= 1 and ∥KεU

ε − kεUε∥Hε
=: δ

ε ∈ (0,kε).

Then, in the segment [kε −δ ε ,kε +δ ε ] there is at least one eigenvalue of the operator Kε .
Moreover, for any δ ′

ε ∈ (δ ε ,kε), there exist coefficients aε
Jε , · · · ,aε

Jε+Kε−1 such that

∥∥∥∥Uε −
Jε+Kε−1

∑
j=Jε

aε
ju

ε
j

∥∥∥∥
Hε

≤ 2
δ ε

δ ′
ε

,
Jε+Kε−1

∑
j=Jε

|aε
j |2 = 1,

where uε
Jε , · · · ,uε

Jε+Kε−1 are eigenvectors associated to all eigenvalues kε
Jε , · · · ,kε

Jε+Kε−1 of
the operator Kε situated in [kε −δ ε ,kε +δ ε ]. The eigenvectors are subject to the orthonor-
malization conditions

⟨uε
i ,u

ε
j⟩ε = δi, j. (1.39)

In the case of a simple eigenvalue λ 0
n̄ of problem (1.15)-(1.16), we choose the approximate

eigenvalue kε
n̄ as

(1+λ
0
n̄ + ε

2m
λ
′
n̄)

−1, (1.40)
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where λ ′
n̄ is the asymptotic correction given by (1.21) and the approximate eigenfunction

Uε
n̄ = (Uε

0,n̄,U
ε
1,n̄) is defined by

(ε2mc0,n̄ + εu′0,n̄ + ε
2−2mU ε

0,n̄, u0
1,n̄ + ε

2mu′1,n̄ + εU1,n̄ + ε
2−2mU ′

1,n̄), (1.41)

where c0,n̄ is given by (1.14), u′0,n̄ is the solution to problem (1.13), u0
1,n̄ solves the limit

problem (1.15)-(1.16) and u′1,n̄ is characterized by problem (1.19)-(1.20). The arbitrary (but
fixed) functions U1,n̄,U

′
1,n̄ in H1(Ω1) are such that

U1,n̄(x) = u′0,n̄(x), U ′
1,n̄(x) = U ε

0,n̄(x), x ∈ Γ0,

and U ε
0,n̄ is the solution to the Neumann problem for the Helmholtz operator

−∆U ε
0,n̄(x)− ε

1−2m
λ

0
n̄ U ε

0,n̄(x) = λ
0
n̄ u′0,n̄(x), x ∈ Ω0, (1.42)

∂ν0U
ε

0,n̄(x) = 0, x ∈ Γ0. (1.43)

Denoting by L2
⊥(Ω0) the subspace {u ∈ L2(Ω0) :

∫
Ω0

u(x)dx = 0} and setting H2
⊥(Ω0) :=

H2(Ω0)∩L2
⊥(Ω0), the Neumann Laplacian ∆ : H2

⊥(Ω0)→ L2
⊥(Ω0) is an isomorphism. Con-

sequently, for small ε > 0, the mapping −∆−ε
1−2m

λ
0
n̄ Id is also an isomorphism, i.e. U ε

0,n̄ is
the unique solution to problem (1.42)-(1.43) (see e.g. [50, Theorem 3.6.1]). Furthermore,
the estimate

∥U ε
0,n̄∥H2

⊥(Ω0)
≤ cλ

0
n ∥u′0,n̄∥L2

⊥(Ω0)

holds, where the constant c is independent of the parameter ε .

If λ 0
n̄ is a multiple eigenvalue (see (1.22)) and λ ′

n̄ in (1.40) is given by (1.30), then the
functions u0

1, j,c0, j,u′1, j in (1.41) are replaced with V 0
1, j,v

0
0, j defined by formulas (1.23), (1.25)

and the solution V ′
1, j to problem (1.26)-(1.27) for j = n̄, · · · , n̄+ τ −1.

The almost eigenfunction Uε
n̄ belongs to Hilbert space Hε but in general it does not satisfy

the normalization condition. Then, we apply Lemma 1.3.5 with ∥Uε
n̄∥−1

Hε
Uε

n̄ ∈Hε . Note that,
for sufficiently small ε , the estimate

∥Uε
n̄∥Hε

≥ 1
2
, (1.44)
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follows from formula (1.45). Indeed, we have

⟨Uε
i ,U

ε
j⟩ε = (∇Uε

1,i, ∇Uε
1, j)Ω1 + ε

−1(∇Uε
0,i, ∇Uε

0, j)Ω0 +(Uε
1,i, Uε

1, j)Ω1

+ ε
−2m(Uε

0,i, Uε
0, j)Ω0

= (∇u0
1,i,∇u0

1, j)Ω1 +(u0
1,i,u

0
1, j)Ω1 +O(ε2m)

= (1+λ
0
p)(u

0
1,p,u

0
1,q)Ω1 +O(ε2m)

= (1+λ
0
i )δi j +O(ε2m), for i, j = 1,2, . . . , (1.45)

where the last equality is due to orthonormalization conditions (1.18). Note that O(ε2m)

contains the terms listed below multiplied by some power of ε and they can be easily
estimated:

ε
2m : (∇u0

1,i,∇u0
1, j)Ω1 +(∇u′1,i,∇u0

1, j)Ω1 +(u0
1,i,u

′
1, j)Ω1 +(u′1,i,u

0
1, j)Ω1;

ε
4m : (∇u′1,i,∇u′1, j)Ω1 +(u′1,i,u

′
1, j)Ω1;

ε
4−6m : (U ε

0,i,U
ε

0, j)Ω0 ;

ε : (∇u0
1,i,∇U1, j)Ω1 +(∇U ′

1,i,∇u0
1, j)Ω1 +(∇u′0,i,∇u′0, j)Ω0

+(u0
1,i,U1, j)Ω1 +(U1,i,u0

1, j)Ω1;

ε
2m+1 : (∇u′1,i,∇U1, j)Ω1 +(∇U1,i,∇U1, j)Ω1 +(u′1,i,U1, j)Ω1 +(U ′

1,i,u
′
1, j)Ω1 ;

ε
2−2m : (∇u0

1,i,∇U ′
1, j)Ω1 +(∇U ′

1,i,∇u0
1, j)Ω1 +(∇u′0,i,∇U ε

0, j)Ω0

+(∇U ε
0,i,∇u′0, j)Ω0 +(u0

1,i,U
′

1, j)Ω1 +(U ′
1,i,u

0
1, j)Ω1 +(u′0,i,u

′
0, j)Ω0;

ε
2 : (∇u′1,i,∇U ′

1, j)Ω1 +(∇U1,i,∇U1, j)Ω1 +(∇U ′
1,i,∇u′1, j)Ω1

+(u′1,i,U
′

1, j)Ω1 +(U1,i,U1, j)Ω1 +(U ′
1,i,U

′
1, j)Ω1;

ε
3−4m : (∇U ε

0,i,∇U ε
0, j)Ω0 +(u′0,i,U

ε
0, j)Ω0 +(U ε

0,i,u
′
0, j)Ω0;

ε
4−4m : (∇U1,i,∇U ′

1, j)Ω1 +(∇U ′
1,i,∇U1, j)Ω1 +(U1,i,U

′
1, j)Ω1 +(U ′

1,i,U1, j)Ω1 ;

ε
4−4m : (∇U ′

1,i,∇U ′
1, j)Ω1 +(U ′

1,i,U
′

1, j)Ω1.

Consequently, in view of (1.44) and since (kε
n̄)

−1 ≥ 1, we deduce that

δ
ε
n̄ = ∥Uε

n̄∥−1
Hε

∥KεU
ε
n̄ − kε

n̄U
ε
n̄∥Hε

= ∥Uε
n̄∥−1

Hε
sup

Wε∈Hε

∥Wε∥Hε
=1

|⟨KεU
ε
n̄ − kε

n̄U
ε
n̄,W

ε⟩ε |
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= ∥Uε
n̄∥−1

Hε
(kε

n̄)
−1 sup

Wε∈Hε

∥Wε∥Hε
=1

|(kε
n̄)

−1⟨KεU
ε
n̄,W

ε⟩ε −⟨Uε
n̄,W

ε⟩ε |

≤ c sup
Wε∈Hε

∥Wε∥Hε
=1

|(kε
n̄)

−1⟨KεU
ε
n̄,W

ε⟩ε −⟨Uε
n̄,W

ε⟩ε |. (1.46)

Now, we focus only on the absolute value. Due to formulas (1.36) and (1.37), we have

|(kε
n̄)

−1⟨KεU
ε
n̄,W

ε⟩ε −⟨Uε
n̄,W

ε⟩ε |= |J0 + ε
2mJ1 + ε

1−2mJ2 + ε
4m

λ
′
n̄(u

′
1,n̄,W

ε
1 )Ω1

+ ε
2−4m

λ
0
n̄ (U

ε
0,n̄,W

ε
0 )Ω0 + εJ3 + ε

1+2m
λ
′
n̄(U1,n̄,W ε

1 )Ω1

ε
2−2mJ4 + ε

2
λ
′
n̄(U

′
1,n̄,W

ε
1 )Ω1|. (1.47)

Here,

J0 = λ
0
n̄ (u

0
1,n̄,W

ε
1 )Ω1 +λ

0
n̄ (c0,n̄,W ε

0 )Ω0 − (∇u0
1,n̄,∇W ε

1 )Ω1 − (∇u′0,n̄,∇W ε
0 )Ω0;

J1 = λ
′
n̄(c0,n̄,W ε

0 )Ω0 +λ
0
n̄ (u

′
1,n̄,W

ε
1 )Ω1 +λ

′
n̄(u

0
1,n̄,W

ε
1 )Ω1 − (∇u′1,n̄,∇W ε

1 )Ω1;

J2 = λ
0
n̄ (u

′
0,n̄,W

ε
0 )Ω0 − (∇U ε

0,n̄,∇W ε
0 )Ω0;

J3 = λ
0
n̄ (U1,n̄,W ε

1 )Ω1 +λ
′
n̄(u

′
0,n̄,W

ε
0 )Ω0 − (∇U1,n̄,∇W ε

1 )Ω1;

J4 = λ
0
n̄ (U

′
1,n̄,W

ε
1 )Ω1 +λ

′
n̄(U

ε
0,n̄,W

ε
0 )Ω0 − (∇U ′

1,n̄,∇W ε
1 )Ω1.

Integrating by parts problems (1.15)-(1.16), (1.13) and (1.19)-(1.20), the expression under
the modulus sign on the right-hand side of (1.47) becomes

|(kε
n̄)

−1⟨KεU
ε
n̄,W

ε⟩ε −⟨Uε
n̄,W

ε⟩ε |= |ε2mJ′1 + ε
1−2mJ2 + ε

4m
λ
′
n̄(u

′
1,n̄,W

ε
1 )Ω1

+ ε
2−4m

λ
0
n̄ (U

ε
0,n̄,W

ε
0 )Ω0 + εJ3 + ε

1+2m
λ
′
n̄(U1,n̄,W ε

1 )Ω1

+ ε
2−2mJ4 + ε

2
λ
′
n̄(U

′
1,n̄,W

ε
1 )Ω1|,

with J′1 = λ
′
n̄(c0,n̄,W ε

0 )Ω0 − (∂ν0u′1,n̄,W
ε
1 )Γ0 . Note that ε

1−2mJ2 + ε
2−4m

λ
0
n̄ (U

ε
0,n̄,W

ε
0 )Ω0 = 0

since U ε
0,n̄ is written as Neumann series (see [50, Theorem 3.6.1]). Moreover, the definition

of the inner product (1.36) in the Hilbert space Hε yields the following estimates of the
classical norm in L2(Ωi), for i = 0,1,

∥W ε
1 ∥L2(Ω1)

≤ ∥W∥Hε
, ∥∇W ε

1 ∥L2(Ω1)
≤ ∥W ε∥Hε

, ∥W ε∥L2(Ω0)
≤ ε

m∥W ε∥Hε
.

Finally, from (1.46) it follows that

δ
ε
n̄ ≤C1ε

3m +C2ε +C3ε
4m +C4ε

1+m +C5ε
1+2m +C6ε

2−2m +C7ε
2−m +C8ε

2 ≤Cε
γ ,
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where γ = min{3m,1}. Then, the first part of Lemma 1.3.5 implies that there exists at least
one eigenvalue kε

n of Kε such that

|kε
n̄ − kε

n| ≤Cε
γ . (1.48)

Bearing in mind Lemma 1.3.4, the inequality (1.48) turns into

|λ ε
n −λ

0
n̄ − ε

2m
λ
′
n̄| ≤C|1+λ

ε
n ||1+λ

0
n̄ + ε

2m
λ
′
n̄|εγ ≤Cnε

γ ∀ε ∈ (0,εN). (1.49)

In order to show (1.32) and to conclude the proof of Theorem 1.3.1, we must check
that the indices n and n̄ in inequality (1.49) coincide. To this end, we will apply the second
part of Lemma 1.3.5. Assume that λ 0

n̄ is an eigenvalue of multiplicity τ ≥ 2 of problem
(1.15)-(1.16). We associate τ copies of almost eigenfunctions Uε

p, given by (1.41) and we
define

δ
′
n̄ε := T max{δ

ε
n̄ , · · · ,δ ε

n̄+τ−1},

where T is large and fixed (independent of ε). The second part of Lemma 1.3.5 gives the
normalized columns apε

Jε , · · · ,apε

Jε+Kε−1 satisfying the inequalities

∥∥∥∥Uε
p −

Jε+Kε−1

∑
j=Jε

apε

j uε
j

∥∥∥∥
Hε

≤ 2
T
, for p = n̄, · · · , n̄+ τ −1. (1.50)

We aim to show that in the closure of a δ ′
n̄ε -neighbourhood of the point kε

n̄ there are at least τ

eigenvalues of the operator Kε , i.e. the number Kε in inequalities (1.50) is such that Kε ≥ τ .
Equality (1.45) implies the estimate

|⟨Uε
p,U

ε
q⟩ε − (1+λ

0
p)δp,q| ≤Cε

2m, for p,q = n̄, . . . , n̄+ τ −1. (1.51)

Set

Sε
p :=

Nε+Kε−1

∑
j=Nε

apε

j uε
j , p = n̄, . . . , n̄+ τ −1.

In view of estimate (1.51) and orthonormalization condition (1.39) of uε , we have∣∣∣∣Nε+Kε−1

∑
j=Nε

apε

j a
qε

j − (1+λ
0
n̄ )δp,q

∣∣∣∣= ∣∣∣∣
〈

Nε+Kε−1

∑
j=Nε

apε

j uε
j ,

Nε+Kε−1

∑
j=Nε

aqε

j uε
j

〉
ε

− (1+λ
0
n̄ )δp,q

∣∣∣∣
= |⟨Sε

p,S
ε
q⟩ε −⟨Sε

p,U
ε
q⟩ε + ⟨Sε

p,U
ε
q⟩ε −⟨Uε

p,U
ε
q⟩ε

+ ⟨Uε
p,U

ε
q⟩ε − (1+λ

0
n̄ )δp,q|
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≤ |⟨Sε
p,S

ε
q −Uε

q⟩ε + ⟨Sε
p −Uε

p,U
ε
q⟩ε |+ |⟨Uε

p,U
ε
q⟩ε − (1+λ

0
n̄ )δp,q|

≤ ∥Sε
p∥ε∥Sε

q −Uε
q∥ε +∥Sε

p −Uε
p∥ε∥Uε

q∥ε +O(ε2m)

≤C
(

ε
2m +

4
T

)
.

We conclude that, for sufficiently large T , the columns apε turn out to be almost orthonor-
malized which is possible only if Kε ≥ τ . Hence, for τ-multiple eigenvalue λ 0

n̄ , there are at
least τ distinct eigenvalues kε

j , . . . ,k
ε
j+τ−1 of the operator Hε such that

|kε
n̄ − kε

j | ≤ T cnε
γ , for j = n, . . . ,n+ τ −1. (1.52)

Remark 1.3.6. The formula (1.52) shows inequality (1.33). Indeed, for each eigenvalue λ 0
n

of the sequence (1.17), one can associate the eigenvalue λ ε

M(n) such that λ ε

M(n) ≤ λ 0
n +Cnεγ .

Moreover M(n1)< M(n2) if n1 < n2. Consequently, n < M(n) and

λ
ε
n ≤ λ

ε

M(n) ≤ λ
0
n +Cnε

2m ≤ λ
0
n +Cn,

which implies (1.33).

To conclude the proof of Theorem 1.3.1, it remains to check that the eigenvalues
λ ε

n , . . . ,λ
ε
n+τ−1 of sequence (1.6) satisfy estimate (1.32). In other words, the equality n̄ = n

holds true in (1.49). Let n̄ be some index such that λ 0
n̄ is τ-multiple eigenvalue of problem

(1.15)-(1.16). If we assume that M(n̄+ τ −1)> n̄+ τ −1, then there exists an eigenvalue
λ ε

Jε with Jε ≤ M(n̄+ τ −1) such that

λ
ε
Jε ≤ λ

0
n̄+τ−1 + ε

2m
λ
′
n̄+τ−1 +Cε

γ < λ
0
n̄+τ .

From Lemma 1.3.4, the eigenpair (λ ε
Jε ,Uε

Jε ) converges to an eigenpair (λ ∗
J0 ,U∗) of limit

problem (1.15)-(1.16), where U∗ is orthogonal to U0
1 , · · · ,U0

n̄+τ−1 in L2(Ω1). This last claim
is invalid because of the min-max principle (see, e.g. [16])

λ
∗
J0 = max

E⊂H1
0 (Ω1)

dimE=Jε−1

min
v∈E⊥
v̸=0

∥∇v∥L2(Ω1)

∥v∥L2(Ω1)

and the inequality λ ∗
J0 < λ 0

n̄+τ . Thus, n̄ = n and Theorem 1.3.1 is proved.
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1.4 Asymptotic expansion for m < 0

In this section we briefly describe the behaviour of the eigenpairs of problem (1.1)-(1.4) for
m < 0.

We seek for an asymptotic expansion for the eigenvalue λ ε and the corresponding
eigenfunction {uε

0,u
ε
1} of the form

λ
ε = λ

0 + ελ
′+ · · · , (1.53)

uε
0(x) = u0

0(x)+ εu′0(x)+ · · · , x ∈ Ω0, (1.54)

uε
1(x) = u0

1(x)+ εu′1(x)+ · · · , x ∈ Ω1. (1.55)

Formulas (1.53)-(1.55) mean that the eigenpair (λ ε ,{uε
0,u

ε
1}) is expected to depend on the

parameter ε continuously. By replacing expansions (1.53)-(1.54) in the problem (1.1)-(1.4)
and by collecting the coefficients of the same powers of ε , the leading term in (1.54) is a
solution to the homogeneous Neumann problem (1.12), i.e. it is a constant c0.

The correction term u′0, defined up to an additive constant, satisfies

−∆u′0(x) = 0, x ∈ Ω0, ∂ν0u′0(x) = ∂ν0u0
1(x), x ∈ Γ0.

The compatibility condition reads ∫
Γ0

∂ν0u0
1(x)dsx = 0. (1.56)

The leading terms λ 0
n and u0

1 in ansätze (1.53) and (1.55) are obtained from the spectral
problem

−∆u0
1(x) = λ

0u0
1(x), x ∈ Ω1, (1.57)

∂ν1u0
1(x) = 0, x ∈ Γ1, u0

1(x) = u0
0(x), x ∈ Γ0, (1.58)

along with the integral condition (1.56). To write down the variational formulation of problem
(1.57)-(1.58), we set H1

• (Ω1,Γ0) as the subspace of functions in H1(Ω1) with a constant
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trace on the boundary Γ0. For ϕ ∈ H1
• (Ω1,Γ0), the Green formula provides

−
∫

Ω1

∆u0
1(x)ϕ(x)dx =

∫
Ω1

∇u0
1(x)∇ϕ(x)dx−

∫
Γ0

∂ν0u0
1(x)ϕ(x)dsx

= λ
0
∫

Ω1

u0
1(x)ϕ(x)dx.

Since ϕ is constant on the boundary Γ0, it follows that∫
Γ0

∂ν0u0
1(x)ϕ(x)dsx = const

∫
Γ0

∂ν0u0
1(x)dsx = 0.

Therefore, the variational formulation of (1.57)-(1.58) reads: find the eigenvalue λ 0 ∈ R and
the corresponding eigenfunction u0

1 ∈ H1
• (Ω1,Γ0)\{0} such that

(∇u0
1,∇ϕ)Ω1 = λ

0(u0
1,ϕ)Ω1 ∀ϕ ∈ H1

• (Ω1,Γ0). (1.59)

Note that the integral equality (1.59) implies condition (1.56). The problem (1.59) admits the
eigenvalues sequence (1.17) and the corresponding eigenfunctions u0

1 are orthonormalized in
L2(Ω1).

The correction term u′1 satisfies the problem

−∆u′1(x)−λ
0u′1(x) = λ

′u0
1(x), x ∈ Ω1, (1.60)

∂ν1u′1(x) = 0, x ∈ Γ1, u′1(x) = u′0(x), x ∈ Γ0. (1.61)

Before computing λ ′, we investigate the terms of higher order in asymptotic (1.54). We
assume that −2m > 1. The term u′′0 of order ε2 solves the problem

−∆u′′0(x) = 0, x ∈ Ω0, ∂ν0u′′0(x) = ∂ν0u′1(x), x ∈ Γ0.

The compatibility condition reads as∫
Γ0

∂ν0u′1(x)dsx = 0. (1.62)

When −2m = 1 the compatibility condition becomes inhomogeneous, i.e.∫
Γ0

∂ν0u′1(x)dsx = λ
0c0|Ω0|, (1.63)
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since u′′0 solves the problem

−∆u′′0(x) = λ0u0
0(x), x ∈ Ω0, ∂ν0u′′0(x) = ∂ν0u′1(x), x ∈ Γ0. (1.64)

If −2m < 1, the term u′′0 has order ε−2m+1 and it solves problem (1.64), yielding the compat-
ibility condition (1.63).

In case of simple eigenvalue λ 0
n and −2m > 1, the Fredholm alternative leads to the

following expression for the correction term λ ′
n

λ
′
n =−(∂ν0u0

1,u
′
1)Γ0 =−(∂ν0u′0,u

′
0)Γ0 =−(∇u′0,∇u′0)Ω0 =−∥∇u′0∥2

L2(Ω0)
. (1.65)

Due to the compatibility condition (1.63), if −2m ≤ 1 the term λ ′ becomes

λ
′ =−(∂ν0u′1,u

0
1)Γ0 − (∂ν0u0

1,u
′
1)Γ0 =−λ

0c2
0|Ω0|−∥∇u′0∥2

L2(Ω0)
.

Now, assume that λ 0
n is a τ-multiple eigenvalue. As in Section 1.2, the leading terms of

the asymptotics of the eigenfunctions uε
1,n, . . . ,u

ε
1,n+τ−1 are predicted in the form of linear

combinations

U0
1, j(x) = a j

nu0
1,n(x)+ · · ·+a j

n+τ−1u0
1,n+τ−1(x), for j = n, . . . ,n+ τ −1,

of the eigenfunctions u0
1,n, . . . ,u

0
1,n+τ−1 of limit problem (1.57)-(1.58). The coefficients

a j
n, . . . ,a

j
n+τ−1 satisfy the orthonormalization condition (1.24). The first-order corrector U ′

1, j

in (1.55) satisfies the problem

−∆U ′
1, j(x)−λ

0
n U ′

1, j(x) = λ
′
jU

0
1, j(x), x ∈ Ω1,

∂ν1U
′
1, j(x) = 0, x ∈ Γ1, U ′

1, j(x) =
n+τ−1

∑
k=n

a j
ku′0,k(x), x ∈ Γ0.

In the case −2m > 1, in view of (1.62), from the Fredholm alternative we have the τ

compatibility conditions

λ
′
j(U

0
1, j,u

0
1,q)Ω1 = (∂ν0u0

1,q,U
′
1, j)Γ0 =

n+τ−1

∑
k=n

a j
k(∂ν0u′0,q,u

′
0,k)Γ0 =

n+τ−1

∑
k=n

a j
k(∇u′0,q,∇u′0,k)Ω0,
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which implies that

λ
′
ja

j
q =

n+τ−1

∑
k=n

a j
k(∇u′0,k,∇u′0,q)Ω0, for j = n, . . . ,n+ τ −1.

This equality may be written in the form of the linear system of τ algebraic equations

Ga j = λ
′
ja

j, for j = n, . . . ,n+ τ −1, (1.66)

where G is the Gram matrix whose entries are given by

Gq,k := (∇u′0,q,∇u′0,k)Ω0, for q,k = n, . . . ,n+ τ −1.

Since G is a symmetric (τ × τ) real matrix, its eigenvalues λ ′
n, . . . ,λ

′
n+τ−1 are real and

positive. Indeed, the derivatives ∂ν0u0
1,n, . . . ,∂ν0u0

1,n+τ−1 are linearly independent in L2(Γ0).
Otherwise, a linear combination

U(x) :=
n+τ−1

∑
i=n

aiu0
1,i(x), x ∈ Ω1,

satisfies the equation −∆U(x) = λ 0U(x), x ∈ Ω1, and simultaneously two boundary condi-
tions U(x) = const and ∂ν0U(x) = 0, x ∈ Γ0. This is a contradiction due to the theorem on
strong unique continuation (see e.g. [86]). Hence, ∇u′0,n, . . . ,∇u′0,n+τ−1 are linearly independ-
ent in L2(Ω0)

d and the matrix G is positive definite. We emphasize that for i= n, · · · ,n+τ−1,
∇u′0,i are defined uniquely, although u′0,i are defined up to a constant.

If −2m ≤ 1, the Fredholm alternative and the expression (1.63) yield for j = n, · · · ,n+
τ −1,

λ
′
ja

j
q = (∂ν0u0

1,q,U
′
1, j)Γ0 − (∂ν0U

′
1, j,u

0
1,q)Γ0

=
n+τ−1

∑
k=n

a j
k(∇u′0,k,∇u′0,q)Ω0 −λ

0
n u0

0, ju
0
0,q|Ω0|. (1.67)

As far as the justification procedure is concerned, the estimate (1.32) of Theorem 1.3.1
for m < 0 holds where α = 0, β = 1, γ = min{1−m,2} and λ 0

n is an eigenvalue of problem
(1.57)-(1.58) and λ ′

n is the correction term in (1.53), given by formula (1.65) for a simple
eigenvalue and by formulas (1.66)-(1.67) for a multiple ones.
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1.5 Asymptotic expansion for m = 0

If m = 0, ansätze (1.53)-(1.55) are still correct. Hence, problem (1.12) is satisfied by the
leading term u0

0. The main difference comes from the problem satisfied by the correction
term u′0 which is defined by

−∆u′0(x) = λ
0u0

0, x ∈ Ω0, ∂ν0u′0(x) = ∂ν0u0
1(x), x ∈ Γ0. (1.68)

The compatibility condition reads as

u0
0 =

1
λ 0|Ω0|

∫
Γ0

∂ν0u0
1dsx. (1.69)

The leading terms λ 0 and u0
1 in (1.53) and (1.55) solve the problem (1.57)-(1.58) along

with integral condition (1.69). Therefore, its variational formulation reads as

(∇u0
1,∇ϕ)Ω1 = λ

0 [(u0
1,ϕ)Ω1 + |Ω0|u0

1ϕ
]

∀ϕ ∈ H1
• (Ω1,Γ0), (1.70)

where u denotes the constant trace of function u ∈ H1(Ω1) on the boundary Γ0. Problem
(1.70) admits the discrete spectrum given by the monotone unbounded sequence of eigenval-
ues (1.17) and the corresponding eigenfunctions u0

1,n are subject to the orthonormalization
conditions

(u0
1,i,u

0
1, j)Ω1 + |Ω0|u0

1,iu
0
1, j = δi, j, for i, j ∈ N. (1.71)

As a solution to the problem (1.68), u′0 is a unique up to an additive constant, so that we
assume that u′0(x) := ũ′0 + û′0(x), where ũ′0 is a constant and û′0 is a function in H1(Ω0) such
that ∫

Ω0

û′0(x)dx = 0. (1.72)

Then, the correction term u′1 satisfies the problem

−∆u′1(x)−λ
0u′1(x) = λ

′u0
1(x), x ∈ Ω1, (1.73)

∂ν1u′1(x) = 0, x ∈ Γ1, u′1(x) = ũ′0 + û′0(x), x ∈ Γ0. (1.74)

The correction term λ ′ is determined by the compatibility condition to the problem (1.73)-
(1.74). Hence, if λ 0

n is a simple eigenvalue of problem (1.57)-(1.58) and due to (1.72), we
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have

λ
′
n

∫
Ω1

|u0
1,n(x)|2dx = (∂ν0u0

1,n,u
′
1,n)Γ0 − (∂ν0u′1,n,u

0
1,n)Γ0

= ũ′0,n

∫
Γ0

∂ν0u0
1,ndsx +

∫
Γ0

∂ν0u0
1,nû′0,ndsx −u0

1,n

∫
Γ0

∂ν0u′1,ndsx (1.75)

In order to compute explicitly λ ′
n, we look for more terms in the asymptotic expansions, so

that we assume that

λ
ε = λ

0 + ελ
′+ ε

2
λ
′′+ · · · ,

uε
0(x) = u0

0(x)+ εu′0(x)+ ε
2u′′0(x)+ · · · , x ∈ Ω0,

uε
1(x) = u0

1(x)+ εu′1(x)+ ε
2u′′1(x)+ · · · , x ∈ Ω1.

The problem satisfied by u′′0,n is given by

−∆u′′0,n(x) = λ
0
n u′0,n(x)+λ

′
nu0

0,n, x ∈ Ω0,

∂ν0u′′0,n(x) = ∂ν0u′1,n(x), x ∈ Γ0.

The compatibility condition is∫
Γ0

∂ν0u′1,ndsx = λ
0
n |Ω0|ũ′0,n +λ

′
n|Ω0|u0

0,n, (1.76)

since u′0,n(x) = ũ′0,n + û0
0,n(x) and û0

0,n satisfies (1.72). In view of (1.69) and (1.76), (1.75)
turns into

λ
′
n

(∫
Ω1

|u0
1,n(x)|2dx+(u0

1,n)
2|Ω0|

)
=
∫

Γ0

∂ν0u0
1,nû′0,ndsx.

Thanks to the orthonomalization conditions (1.71), we conclude that

λ
′
n =

∫
Γ0

∂ν0u0
1,nû′0,ndsx.

If λ 0
n has multiplicity τ ≥ 2, the leading term of uε

1,n, . . . ,u
ε
1,n+τ−1 are predicted in the form

of linear combinations

U0
1, j(x) := a j

nu0
1,n(x)+ · · ·+a j

n+τ−1u0
1,n+τ−1(x), for j = n, . . . ,n+ τ −1,
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where u0
1,n, . . . ,u

0
1,n+τ−1 are the eigenfunctions of the problem (1.57)-(1.58) which are subject

to the orthonormalization conditions (1.71). In addition, we assume that the coefficients
a j

n, . . . ,a
j
n+τ−1 satisfy the orthonormalization conditions (1.24). Therefore, the first-order

corrector U ′
1, j, for j = n, . . . ,n+ τ −1, satisfies the problem

−∆U ′
1, j(x)−λ

0
n U ′

1, j(x) = λ
′
jU

0
1, j(x), x ∈ Ω1, (1.77)

∂ν1U
′
1, j(x) = 0, x ∈ Γ1,

U ′
1, j(x) =

n+τ−1

∑
k=n

a j
k(ũ

′
0,k + û′0,k(x)), x ∈ Γ0, (1.78)

where ũ′0,n, . . . , ũ
′
0,n+τ−1 are constants and û′0,n, . . . , û

′
0,n+τ−1 are functions in H1(Ω0) satis-

fying (1.72). Then, the compatibility condition to the problem (1.77)-(1.78) reads as, for
j = n, . . . ,n+ τ −1,

λ
′
j(U

0
1, j,u

0
1,q)Ω1 =

n+τ−1

∑
k=n

a j
k

(
ũ′0,k

∫
Γ0

∂ν0u0
1,qdsx +

∫
Γ0

∂ν0u0
1,qû′0,kdsx

)
−u0

1,q

∫
Γ0

∂ν0U
′
1, jdsx,

(1.79)
for q = n, . . . ,n+ τ −1. As in the case of λ 0

n simple eigenvalue, we find that the term u′′0, j of
order ε2 in the asymptotic expansion of uε

0 satisfies the problem

−∆u′′0, j(x) = λ
0
n

n+τ−1

∑
k=n

a j
k(ũ

′
0,k + û′0,k(x))+λ

′
j

n+τ−1

∑
k=n

a j
ku0

0,k, x ∈ Ω0,

∂ν0u′′0, j(x) = ∂ν0U
′
1, j(x), x ∈ Γ0,

where the compatibility condition is given by

∫
Γ0

∂ν0U
′
1, jdsx = λ

0
n |Ω0|

n+τ−1

∑
k=n

a j
kũ′0,k +λ

′
j|Ω0|

n+τ−1

∑
k=n

a j
ku0

0,k. (1.80)

Hence, (1.79) becomes

λ
′
j(U

0
1, j,u

0
1,q)Ω1 =

n+τ−1

∑
k=n

a j
k

∫
Γ0

û′0,k∂ν0u0
1,qdsx −λ

′
ju

0
1,q|Ω0|

n+τ−1

∑
k=n

a j
ku0

1,k, for q = n, . . . ,n+ τ −1,

which implies that

λ
′
j

(
n+τ−1

∑
k=n

a j
k[(u

0
1,k,u

0
1,q)Ω1 +u0

1,qu0
1,k|Ω0|]

)
=

n+τ−1

∑
k=n

a j
k

∫
Γ0

û′0,k∂ν0u0
1,qdsx,
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for q = n, . . . ,n+ τ −1. In view of the orthonormalization conditions (1.71), we conclude
that

λ
′
ja

j
q =

n+τ−1

∑
k=n

a j
k

∫
Γ0

û′0,k∂ν0u0
1,qdsx, for q = n, . . . ,n+ τ −1.

Hence, the τ first-order correction terms λ ′
n, . . . ,λ

′
n+τ−1 are the eigenvalues of the (τ × τ)

real-valued matrix M whose entries are defined by

Mq,k :=
∫

Γ0

∂ν0u0
1,qû′0,kdsx, for q,k = n, . . . ,n+ τ −1.

The claim of Theorem 1.3.1 is still true and the estimate (1.32) becomes

|λ ε −λ
0
n − ελ

′
n| ≤CNε

3/2.

1.6 Asymptotic expansion for m = 1/2

The case m = 1/2 is discussed in more abstract setting in the textbook [80, Chapter VII],
but for the convenience of the reader a simple and independent proof is presented for the
problem under consideration.

The Helmholtz equation (1.2) gets rid of the small parameter ε

−∆uε
0(x) = λ

εuε
0(x), x ∈ Ω0.

We perfom replacement (1.8), i.e. vε
0(x) = ε−1/2uε

0(x) and vε
1(x) = uε

1(x). The asymptotics
of eigenpairs (λ ε ,{uε

0,u
ε
1}) take the form

λ
ε = λ

0 + ε
1/2

λ
′+ · · · ,

vε
1(x) = v0

1(x)+ ε
1/2v′1(x)+ · · · , x ∈ Ω1,

vε
0(x) = v0

0(x)+ ε
1/2v′0(x)+ · · · , x ∈ Ω0.

The essential difference with respect to the other cases is the presence of two spectral limit
problems. In fact, the leading term v0

0 is determined from the problem

−∆v0
0(x) = λ

0v0
0(x), x ∈ Ω0, ∂ν0v0

0(x) = 0, x ∈ Γ0. (1.81)
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The leading term v0
1 solves the problem

−∆v0
1(x) = λ

0v0
1(x), x ∈ Ω1, (1.82)

∂ν1v0
1(x) = 0, x ∈ Γ1, v0

1(x) = 0, x ∈ Γ0. (1.83)

The problem for the correction term v′0 is

−∆v′0(x)−λ
0v′0(x) = λ

′v0
0(x), x ∈ Ω0, ∂ν0v′0(x) = ∂ν0v0

1(x), x ∈ Γ0. (1.84)

Finally, the correction term v′1 is determined by problem (1.19)-(1.20).

If λ 0
n is a simple eigenvalue of the problem (1.81), the correction term λ ′

n is determined
by the compatibility condition to (1.84) given by

λ
′
n =

∫
Γ0

∂ν0v0
1,nv0

0,ndsx, (1.85)

where v0
0,n is the eigenfunction associated to λ 0

n . If λ 0
n is a multiple eigenvalue with multipli-

city τ ≥ 2 of the problem (1.81), the leading term of vε
0,n, . . . ,v

ε
0,n+τ−1 are predicted in the

form of linear combinations

V 0
0, j(x) := a j

nv0
0,n(x)+ · · ·+a j

n+τ−1v0
0,n+τ−1(x), for j = n, . . . ,n+ τ −1,

where v0
0,n, . . . ,v

0
0,n+τ−1 are the eigenfunctions associated to λ 0

n . Repeating the same argu-
ments as in previous sections, the first-order correction term V ′

0, j, for j = n, . . . ,n+ τ −1, is
a solution to the problem

−∆V ′
0, j(x)−λ

0
n V ′

0, j(x) = λ
′
jV

0
0, j(x), x ∈ Ω0, ∂ν0V

′
0, j(x) =

n+τ−1

∑
k=n

a j
k∂ν0v0

1,k(x), x ∈ Γ0.

The compatibility condition reads as, for j = n, . . . ,n+ τ −1,

λ
′
ja

j
q =

n+τ−1

∑
k=n

a j
k

∫
Γ0

∂ν0v0
1,kv0

0,qdsx, for q = n, . . . ,n+ τ −1.

If λ 0
n is a simple eigenvalue of the problem (1.82)-(1.83), the first-order corrector λ ′

n

is determined by the compatibility condition to the problem (1.19)-(1.20) and it is given
by formula (1.85), where v0

1,n is the eigenfunction associated to λ 0
n . If λ 0

n is a multiple
eigenvalue of (1.82)-(1.83), the leading terms of vε

1,n, . . . ,v
ε
1,n+τ−1 take the form (1.22), so
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that the first-order correction term V ′
1, j, for j = n, . . . ,n+ τ −1, satisfies the problem

−∆V ′
1, j(x)−λ

0
n V ′

1, j(x) = λ
′
jV

0
1, j(x), x ∈ Ω1

∂ν1V
′
1, j(x) = 0, x ∈ Γ1 V ′

1, j(x) =
n+τ−1

∑
k=n

a j
kv0

0,k(x), x ∈ Γ0.

The Fredholm alternative applied to the above problem provides the first-order corrector λ ′
j,

for j = n, . . . ,n+ τ −1, given by

λ
′
ja

j
q =

n+τ−1

∑
k=n

a j
k

∫
Γ0

∂ν0v0
1,qv0

0,kdsx, for q = n, . . . ,n+ τ −1.

Owing to the two limit problems, the procedure made for the convergence result Proposi-
tion 1.3.3 must be slightly modified. We explain it briefly.
In view of the convergence (1.34) of eigenvalues λ ε

n , the weak formulation (1.5) and the
normalization condition (1.7) with m = 1/2, we deduce that

∥∇vε
1,n∥2

L2(Ω1)
+ ε

−1∥∇vε
0,n∥2

L2(Ω0)
≤Cn.

As in the proof of Lemma 1.3.4, vε
0,n converges strongly to zero in H1(Ω0) and hence in

L2(Ω0), while vε
1,n converges to some v0

1,n̄ weakly in H1(Ω1) and strongly in L2(Ω1). If
v0

1,n̄ ̸= 0, the continuity of the trace operator ensures that vε
0,n converges to 0 in L2(Γ0).

Then, the boundary condition (1.4) yields the strong convergence of vε
1,n to 0 in L2(Γ0), i.e.

v0
1,n̄ ∈ H1

0 (Ω1,Γ0). Using the same arguments as in Lemma 1.3.4, we deduce that the leading
terms λ 0

n̄ and v0
1,n̄, with v0

1,n̄ ̸= 0, are characterized as the eigenpairs of spectral problem
(1.82)-(1.83).

Now, assume that v0
1,n̄ = 0. The previous arguments fail so that we introduce a new

normalization condition

∥vε
1,n∥2

L2(Ω1)
+ ε

−1∥vε
0,n∥2

L2(Ω0)
= ε

−1. (1.86)

The weak formulation (1.5) implies the bound

∥∇vε
1,n∥2

L2(Ω1)
+ ε

−1∥∇vε
0,n∥2

L2(Ω0)
≤Cnε

−1. (1.87)

Multiplying inequalities (1.86) and (1.87) by ε , the norms ∥vε
0,n∥H1(Ω0)

and ∥∇vε
0,n∥H1(Ω0)

are
bounded so that vε

0,n converges weakly in H1(Ω0) and strongly to L2(Ω0) to some function
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v0
0,n̄. Moreover, the trace of vε

0,n converges to the trace of v0
0,n̄ in L2(Γ0). Finally, passing to

the limit as ε → 0 in the weak formulation (1.5) leads to characterize v0
0,n̄ as the eigenfunction

associated to the eigenvalue λ 0
n̄ of problem (1.81) and the eigenfunctions v0

0,n̄ are normalized
in L2(Ω0). Indeed, bearing in mind that λ 0

n̄ does not belong to the spectrum of problem
(1.19)-(1.20) and due to the convergence (1.34), for small ε > 0, λ ε

n is not an eigenvalue of
the problem

−∆vε
1,n(x) = λ

ε
n vε

1,n(x), x ∈ Ω1,

∂ν1vε
1,n(x) = 0, x ∈ Γ1, vε

1,n(x) = 0, x ∈ Γ0.

As a consequence, we have

∥vε
1,n∥H1(Ω1)

≤ c∥vε
0,n∥H1/2(Γ0)

≤ c∥vε
0,n∥H1(Ω0)

≤ c. (1.88)

Inequalities (1.86) and (1.88) show the normalization condition of the eigenfunction v0
0,n̄.

Note that Theorem 1.3.1 is still valid with the estimate

|λ ε −λ
0
n − ε

1/2
λ
′
n| ≤CNε.

1.7 Asymptotic expansion for m > 1/2

We postulate the following asymptotic expansion for the eigenvalue λ ε

λ
ε = ε

2m−1
λ

0 + ε
2m

λ
′+ · · · . (1.89)

For the corresponding eigenfunction {uε
0,u

ε
1} we consider an asymptotic expansion of the

form

uε
0 = u0

0 + εu′0 + · · · , x ∈ Ω0, (1.90)

uε
1 = u0

1 + ε
min{1,2m−1}u′1 + · · · , x ∈ Ω1. (1.91)

Using the same procedure as in the other cases, we find that the leading terms λ 0, u0
0 in

(1.89), (1.90) are characterized as the solution to the spectral problem

−∆u0
0(x) = λ

0u0
0(x), x ∈ Ω0, ∂ν0u0

0(x) = 0, x ∈ Γ0. (1.92)
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Problem (1.92) in the Sobolev space H1(Ω0) has a discrete spectrum

0 = λ
0
1 < λ

0
2 ≤ ·· · ≤ λ

0
n ≤ ·· · → ∞

and the corresponding eigenfunctions u0
0,n are subject to the orthonormalization condition in

L2(Ω0). The leading term u0
1 in (1.91) is defined as a unique solution to the problem

−∆u0
1(x) = 0, x ∈ Ω1,

∂ν1u0
1(x) = 0, x ∈ Γ1, u0

1(x) = u0
0(x), x ∈ Γ0.

If min{1,2m−1}= 2m−1, the problem for the correction term u′1 in (1.91) is

−∆u′1(x) = λ
0u0

1(x), x ∈ Ω1,

∂ν1u′1(x) = 0, x ∈ Γ1, u′1(x) = 0, x ∈ Γ0.

If min{1,2m−1}= 1, the correction term u′1 is characterized as the solution to the problem

−∆u′1(x) = 0, x ∈ Ω1,

∂ν1u′1(x) = 0, x ∈ Γ1, u′1(x) = u′0(x), x ∈ Γ0.

We point out that when m = 1, the problem satisfied by u′1 turns into

−∆u′1(x) = λ
0u0

1, x ∈ Ω1,

∂ν1u′1(x) = 0, x ∈ Γ1, u′1(x) = u′0, x ∈ Γ0.

The correction term u′0 in asymptotic expansion (1.90) is determined from the problem

−∆u′0(x)−λ
0u′0(x) = λ

′u0
0(x), x ∈ Ω0, ∂νu′0(x) = ∂νu0

1(x), x ∈ Γ0. (1.93)

The compatibility condition for problem (1.93) provides the correction term λ ′. Indeed, if
the eigenvalue λ 0

n is simple then we get

λ
′ =−∥∇u0

1∥2
L2(Ω1)

. (1.94)

Now assume that the eigenvalue λ 0
n has multiplicity τ > 1, i.e. λ 0

n−1 < λ 0
n = · · ·= λ 0

n+τ−1 <

λ 0
n+τ . The leading terms in expansion (1.90) are predicted in the form of linear combinations
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Ω1

Ω0

Figure 1.2 Kissing domains

of the eigenfunctions u0
0,n, . . . ,u

0
0,n+τ−1

U0
0, j(x) = a j

nu0
0,n(x)+ · · ·+a j

n+τ−1u0
0,n+τ−1(x), for j = n, . . . ,n+ τ −1.

Therefore, U ′
0, j is the solution to the problem

−∆U ′
0, j(x)−λ

0
n U ′

0, j(x) = λ
′
jU

0
0, j(x), x ∈ Ω0, ∂νU ′

0, j(x) =
n+τ−1

∑
k=n

a j
k∂ν0u0

1,k(x), x ∈ Γ0.

According to the Fredhom alternative, the τ compatibility conditions are

λ
′
j(U

0
0, j,u

0
0,p)Ω0 = (∂ν0U

′
0, j,u

0
0,p)Γ0 =

n+τ−1

∑
k=n

a j
n(∂ν0u0

1,k,u
0
0,p)Γ0

=
n+τ−1

∑
k=n

a j
n(∇u0

1,k,∇u0
0,p)Ω1, for j = n, . . . ,n+ τ −1. (1.95)

The previous relation can be written as formula (1.66) with a different Gram matrix. In other
words, the τ correction terms are the eigenvalues of the Gram matrix G whose entries are
given by

Gi. j := (∇u0
1,i,∇u0

1, j)Ω1 , for i, j = n, . . . ,n+ τ −1,

with a j
n being the corresponding eigenvectors.

Estimate (1.32) of Theorem 1.3.1 holds with α = 2m−1, β =m, γ =min{4m−1,1+m}
for m ∈ (1/2,1) and γ = 2m+1 for m ≥ 1 where λ 0

n is the eigenvalue of problem (1.92) and
λ ′

n is the correction term given by formula (1.94) if λ 0
n is a simple eigenvalue and formula

(1.95) if λ 0
n is a multiple one.
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1.8 Kissing domains in R2

A distinguishing feature of the stiff Neumann problem (1.1)-(1.4) is that all asymptotic forms
derived and justified in previous sections are preserved when the core Ω0 touches the exterior
boundary Γ1 of the annulus Ω1 forming a cuspidal point O (see Figure 1.2). This conclusion
is based on the exterior Neumann condition (1.3). In Section 1.8.4 we discuss an open
question which arises when the Neumann condition (1.3) is replaced with the homogeneous
Dirichlet one.

The asymptotic analysis performed in the previous sections demonstrates that for m≤ 1/2,
the limit problem in the cuspidal annulus Ω1 is given by

−∆u(x) = λu(x), x ∈ Ω1, (1.96)

∂ν1u(x) = 0, x ∈ Γ1 \O, u(x) = g(x), x ∈ Γ0 \O, (1.97)

where λ ≥ 0 and g = 0 or g = const on the boundary Γ0. Denoting by G ∈ H1(Rd \Ω0) an
extension of g onto the exterior of Ω0, the variational formulation of problem (1.96)-(1.97)
reads (see [56]): find u ∈ H1(Ω1) such that u−G ∈ H1(Ω1;Γ0) and the following integral
identity holds

(∇u,∇v)Ω1 = λ (u,v)Ω1 ∀v ∈ H, (1.98)

with H = H1
0 (Ω1;Γ0) if g = 0 on Γ0 or H = H1

• (Ω1,Γ0) if g = const on Γ0. Due to the
Dirichlet condition on Γ0, the space H1

0 (Ω1;Γ0) is compactly embedded into L2(Ω1)
1.

However, in order to apply the same arguments as the proof of Theorem 1.3.1, an investigation
of the regularity of the eigenfunction u of problem (1.96)-(1.97) is required. To this end,
we describe the asymptotic behaviour as x →O of solutions u to problem (1.96)-(1.97) (see
Sections 1.8.1 and 1.8.2 for the asymptotics and the justification when g = const and Section
1.8.3 for the case g = 0).

1.8.1 Asymptotics of solutions at the cusp in Neumann case

We consider spectral problem (1.96)-(1.97), where g = c0 on Γ0 \O and c0 is an arbitrary
constant. Set R0 and R1 the radii of the disks Ω0 and Ω1 respectively such that R0 < R1. The
boundaries Γ0 and Γ1 are described by

Hi(x1) :=
|x1|2

2Ri
+O(|x1|4), for i = 0,1. (1.99)

1This fact is true for H1(Ω1) as well, see, e.g. [60]
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The thickness is defined as H(x1) := H0(x1)−H1(x1). We write down the representation

u(x) = c0 + · · · , as x →O, (1.100)

where the dots denote the lower-order terms. The distinguished asymptotic term on the
right-hand side of (1.100) satisfies the boundary conditions (1.97) but generates the residual

λc0 + · · ·

in differential equation (1.96). Then, we introduce a new term U1(x1,η) in (1.100), involving
the stretched coordinate

η :=
x2 −H1(x1)

H(x1)
∈ (0,1).

Then the asymptotic (1.100) turns into

u(x) = c0 +U1(x1,η)+ · · · , as x →O. (1.101)

In order to rewrite (1.96) in the new variables (x1,η), we evalute

∂

∂x2
=

∂η

∂x2

∂

∂η
=

1
H(x1)

∂

∂η
,

∂ 2

∂x2
2
=

1
H(x1)2

∂ 2

∂η2 , (1.102)

∂

∂x1
=

∂

∂x1
−H(x1)

−1(H ′
1(x1)+ηH ′(x1))

∂

∂η
,

∂ 2

∂x2
2
=

(
∂

∂x1
−H(x1)

−1(H ′
1(x1)+ηH ′(x1))

∂

∂η

)2

+

(
2H ′(x1)H ′

1(x1)+2(H ′(x1))
2η −H ′′

1 (x1)H(x1)−H ′′(x1)H(x1)η

H(x1)2

)
∂

∂η
,

(1.103)

where H ′(x1) :=
dH(x1)

dx1
. In view of (1.99), (1.102), (1.103), the Laplace operator ∆(x1,x2)

in the new variables (x1,η) is expressed as

∆(x1,η) =
1

H p(x1)2
∂ 2

∂η2 +
∞

∑
j=1

L j

(
x1,η ,

∂

∂x1
,

∂

∂η

)
, (1.104)
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where we replaced the thickness function H(x1) with its principal part H p

H p(x1) :=
1
2

(
1

R0
− 1

R1

)
|x1|2.

The normal derivative on the lower boundary Γ1 can be written as

∂ν1 =
1

(1+ |H ′
1(x1)|2)1/2

(
∂

∂x2
−H ′

1(x1)
∂

∂x1

)
=

1
(1+ |H ′

1(x1)|2)1/2

(
1

H(x1)

∂

∂η
−H ′

1(x1)
∂

∂x1
+H ′

1(x1)H(x1)
−1(H ′

1(x1)+ηH ′(x1))
∂

∂η

)
.

(1.105)

In view of (1.104) and (1.105), we insert expansion ansatz (1.101) into problem (1.96)-(1.97)
and we obtain the problem

− 1
H p(x1)2

∂ 2

∂η2U1(x1,η) = λc0, (1.106)

∂

∂η
U1(x1,η)∣∣η=0

= 0, U1(x1,η)∣∣η=1
= 0.

By a direct computation, the solution U1 is given by

U1(x1,x2) =−λc0

2
[x2

2 −2H p
1 (x1)(x2 +H p

0 (x1))−H p
0 (x1)

2], (1.107)

where H p
i (x1) := |x1|2/(2Ri) denotes the principal part of Hi(x1), for i = 0,1. Note that the

first-order correction term U1(x1,x2) is of order |x1|4. Iterating this procedure, we are able to
construct the formal infinite series of the eigenfunction u of problem (1.96)-(1.97)

u(x) = c0 +
∞

∑
j=1

U j(x), (1.108)

where U1 is given by (1.107). Keeping in mind the decompositions (1.104), (1.105) and
replacing the eigenfunction u with its formal series (1.108) into equation (1.96), we deduce
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that the term U2 is solution to the problem

− 1
H p(x1)2

∂ 2

∂η2U2(x1,η) = L1(x1,η ,
∂

∂x1
,

∂

∂η
,λ )U1(x1,η),

∂ηU2(x1,η)∣∣η=0
= N1(

∂

∂x1
,

∂

∂η
)U1(x1,η)∣∣η=0

,

U2(x1,η)∣∣η=1
= 0,

where

L1

(
x1,η ,

∂

∂x1
,

∂

∂η
,λ

)
=

(
∂

∂x1
−H p(x1)

−1((H p
1 )

′(x1)+η(H p)′(x1))
∂

∂η

)2

,

+

(
2(H p(x1))

′(H p
1 (x1))

′+2(H ′p(x1))
2η

H p(x1)2

−
(H p

1 )
′′(x1)H p(x1)+(H p(x1))

′′H p(x1)η

H p(x1)2

)
∂

∂η
+

|x1|6

8R4 λc0,

N1

(
∂

∂x1
,

∂

∂η

)
= (H p

1 )
′(x1)

(
∂

∂x1
+

(H p
1 )

′(x1)

(H p)′(x1)

∂

∂η

)
.

The other terms of the series (1.108) are determined by the problems

− 1
H p(x1)

∂ηU j(x1,η) = L j−1

(
x1,η ,

∂

∂x1
,

∂

∂η
,λ

)
U j−1(x1,η)+λU j−2(x1,η),

∂ηU j(x1,η)∣∣η=0
= N j−1

(
0,

∂

∂x1
,

∂

∂η

)
U j−1(x1,η)∣∣η=0

,

U j(x1,η)∣∣η=1
= 0,

for j = 3,4, · · · . For j = 2,3, · · · , the terms U j of series (1.108) are of order |x1|2 j+2.

1.8.2 Justification of Asymptotics

Let χ be a smooth cut-off function such that 0 ≤ χ(x1)≤ 1 and

χ(x1) = 0, if |x1| ≥ R0, χ(x1) = 1 if |x1| ≤
R0

2
.

We set
u(x) = c0 +χ(x1)U1(x)+ ũ(x), (1.109)

with ũ(x) being the remainder.
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Theorem 1.8.1. The solution u of the spectral problem (1.96)-(1.97) admits the asymptotic
form (1.109). More specifically, there exists an exponent N > 0 such that the norm

∥ρ(x)−N ũ∥H1
0 (Ω1,Γ0)

< ∞

and the functions ρ(x)−N(u(x)− c0) and ρ(x)−NU1(x1,η) do not belong to the Sobolev
space H1 in a neighbourhood of the cusp O.

Proof. The remainder ũ satisfies the following equation

−∆ũ(x)−λ ũ(x) = λc0 +λU1(x)χ(x1)+∆(χ(x1)U1(x)), x ∈ Ω1 \O, (1.110)

along with homogeneous boundary conditions

∂ν1 ũ(x) = 0, x ∈ Γ1 \O, ũ(x) = 0, x ∈ Γ0 \O.

Multiplying (1.110) by an arbitrary test function v ∈ H1
0 (Ω1,Γ0) and integrating in Ω1, we

have

(−∆ũ,v)Ω1 −λ (ũ,v)Ω1 = (∆(U1χ),v)Ω1 +λ (c0,v)Ω1 +λ (U1χ,v)Ω1

= (χ∆U1,v)Ω1 +([∆,χ]U1,v)Ω1 +λ (c0,v)Ω1 +λ (U1χ,v)Ω1.

(1.111)

The commutator [∆,χ] is defined by

[∆,χ]U := 2∇U ·∇χ +U∆χ.

Let ρ be a smooth positive function on Ω1 which coincides with the distance to the origin
of the Cartesian coordinate system in a neighbourhood of the cuspidal point O and let Tδ be
the weight function given by

Tδ (x) :=


δ−N , if ρ(x)≤ δ ,

ρ(x)−N , if δ < ρ(x)≤ R0/2,

(R0/2)−N , if ρ(x)> R0/2,

where the parameter δ > 0 is small and will be sent to 0. Later on, we will impose some
constraints on the exponent N. The derivative of Tδ vanishes for ρ(x)≤ δ , ρ(x)> R0/2 and
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satisfies the inequality

|∇Tδ (x)| ≤CTδ (x)ρ(x)
−1, for δ < ρ(x)≤ R0. (1.112)

Since ũ ∈ H1
0 (Ω1,Γ0), we choose as a test function V = Tδ ṽ ∈ H1

0 (Ω1,Γ0), with ṽ = Tδ ũ.
After algebraic transformations, the left-hand side of (1.111) can be written as

−(∆ũ,V )Ω1 −λ (ũ,V )Ω1 = (∇ũ,∇V )Ω1 −λ (ṽ, ṽ)Ω1

= (∇ũ, ṽ∇Tδ )Ω1 +(∇ũ,Tδ ∇ṽ)Ω1 −λ (ṽ, ṽ)Ω1

= (Tδ ∇ũ, ṽT−1
δ

∇Tδ )Ω1 +(Tδ ∇ũ,∇ṽ)Ω1 −λ (ṽ, ṽ)Ω1

= (∇ṽ, ṽT−1
δ

∇Tδ )Ω1 − (ũ∇Tδ , ṽT−1
δ

∇Tδ )Ω1 +(∇ṽ,∇ṽ)Ω1

− (ũ∇Tδ ,∇ṽ)Ω1 −λ (ṽ, ṽ)Ω1

= (∇ṽ,∇ṽ)Ω1 − (ũ∇Tδ , ṽT−1
δ

∇Tδ )Ω1 −λ (ṽ, ṽ)Ω1

= ∥∇ṽ∥2
L2(Ω1)

−∥ṽT−1
δ

∇Tδ∥2
L2(Ω1)

−λ∥ṽ∥2
L2(Ω1)

. (1.113)

From formulas (1.111) and (1.113), we deduce that

∥∇ṽ∥2
L2(Ω1)

= (χ∆U1,V )Ω1 +([∆,χ]U1,V )Ω1 +λ (c0,V )Ω1 +λ (U1χ,V )Ω1

+∥ṽT−1
δ

∇Tδ∥2
L2(Ω1)

+λ∥ṽ∥2
L2(Ω1)

. (1.114)

We estimate each terms in the previous equality. Since the correction term U1 is the solution
to problem (1.106), we obtain that

(χ∆U1,V )Ω1 = (χ
∂ 2

∂x2
1
U1,V )Ω1 +(χ

∂ 2

∂x2
2
U1,V )Ω1 = (χ

∂ 2

∂x2
1
U1,V )Ω1 − (χλc0,V )Ω1.

Therefore,

|λ (c0,V )Ω1 − (χλc0,V )Ω1| ≤ |λ (c0,V )Ω1∩{x:ρ(x)≥R0/2}| ≤ λc0(R0/2)−2N∥ũ∥2
L2(Ω1)

< ∞.

Moreover, from Poincarè’s inequality

∥H(R0)
−1ṽ(x)∥L2(Ω1)

≤C∥∇ṽ(x)∥L2(Ω1)
, (1.115)
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it follows that∣∣∣∣(χ ∂ 2

∂x2U1,V )Ω1

∣∣∣∣=
∣∣∣∣∣
(

χTδ

∂ 2

∂x2U1, ṽ
)

Ω1

∣∣∣∣∣
=

∣∣∣∣∣
(

χTδ H(x1)
∂ 2

∂x2
1
U1,H(x1)

−1ṽ
)

Ω1

∣∣∣∣∣
≤
∥∥∥∥χTδ H(x1)

∂ 2

∂x2
1
U1

∥∥∥∥
L2(Ω1)

∥H(x1)
−1ṽ∥L2(Ω1)

≤C
∥∥∥∥χTδ H(x1)

∂ 2

∂x2
1
U1

∥∥∥∥
L2(Ω1)

∥∇ṽ∥L2(Ω1)
.

Since H(x1) = O(|x1|2) and
∂ 2

∂x2
1
U1 = O(|x1|2), the norm

∥∥∥∥χTδ H(x1)
∂ 2

∂x2
1
U1

∥∥∥∥
L2(Ω1)

≤
∥∥∥∥ρ

−NH(x1)
∂ 2

∂x2
1
U1

∥∥∥∥
L2(Ω1∩{x:ρ(x)≤R0/2})

+(R0/2)−2N
∥∥∥∥H(x1)

∂ 2

∂x2
1
U1

∥∥∥∥
L2(Ω1∩{x:ρ(x)>R0/2})

is finite for N < 11
5 .

The term ([∆,χ]U1,V )Ω1 involves the derivatives of the cut-off function χ so that it does
not vanish only if R0/2 < ρ(x)< R0 and

|([∆,χ]U1,V )Ω1|= |([∆,χ]U1,V ){x∈Ω1 :R0/2<ρ(x)<R0}|
= |(Tδ [∆,χ]U1, ṽ){x∈Ω1 :R0/2<ρ(x)<R0}|
≤ ∥Tδ [∆,χ]H(x1)U1∥L2({x∈Ω1 :R0/2<ρ(x)<R0})

×∥H−1(x1)ṽ∥L2({x∈Ω1 :R0/2<ρ(x)<R0})

≤C∥Tδ [∆,χ]H(x1)U1∥L2({x∈Ω1 :R0/2<ρ(x)<R0})

×∥∇ṽ∥L2({x∈Ω1 :R0/2<ρ(x)<R0}),

which is finite for any value of N since Tδ (x) = (R0/2)−N if ρ(x)> R0/2.

According to the inequality (1.112), we have

∥ṽT−1
δ

∇Tδ∥2
L2(Ω1)

≤C∥ρ
−1ṽ∥2

L2(Ω1)
.
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Choosing R0 such that λ ≤CH(R0)
−2, from (1.115) we deduce that

λ∥ṽ∥2
L2(Ω1)

≤CH(R0)
−2∥ṽ∥2

L2(Ω1)
≤C∥∇ṽ∥2

L2(Ω1)
.

Finally, we have

|(U1χ,V )Ω1|= |(TδU1χ, ṽ)Ω1|= |(H(x1)TδU1χ,H(x1)
−1ṽ)Ω1|

≤ ∥H(x1)TδU1χ∥L2(Ω1)
∥H(x1)

−1ṽ∥L2(Ω1)

≤C∥H(x1)TδU1χ∥L2(Ω1)
∥∇ṽ∥L2(Ω1)

.

The norm

∥χH(x1)TδU1∥L2(Ω1)
≤ ∥ρ

−NH(x1)U1∥L2(Ω1∩{x:ρ(x)≤R0/2})

+(R0/2)−2N∥H(x1)U1∥L2(Ω1∩{x:ρ(x)>R0/2})

is finite if and only if N < 15/2. Setting N < 11/2, the relation (1.114) implies that

∥ρ
−1ṽ∥2

L2(Ω1)
+∥∇ṽ∥2

L2(Ω1)
≤C < ∞.

Since Tδ is monotone increasing as δ → 0, the limit of the last, bounded expression
exists, which concludes the proof.

Since the terms in the formal series (1.108) are polynomials in x, we deduce the smooth-
ness of the solution u to problem (1.96)-(1.97) so that the ansätze for the eigenvalues λ ε

and the eigenfunctions {uε
0,u

ε
1} of problem (1.1)-(1.4) given in Section 1.2 and in Sections

1.4-1.7 are still valid.

1.8.3 The Dirichlet case

If we replace the boundary condition (1.97) on Γ0 with a homogeneous Dirichlet condition,
i.e. c0 = 0, then all eigenfunctions u of the problem

−∆u(x) = λu(x), x ∈ Ω1, (1.116)

∂ν1u(x) = 0, x ∈ Γ1 \O, u(x) = 0, x ∈ Γ0 \O, (1.117)
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decay exponentially as x →O.

Proposition 1.8.2. The eigenfunction u ∈ H1
0 (Ω1,Γ0) of problem (1.116)-(1.117) decays

exponentially as x →O.

Proof. Let Tδ be the weight function defined by

Tδ (x) :=


e

β

δ , |x1| ≤ δ ,

e
β

|x1| , δ < |x1| ≤ R,

e
β

R , |x1|> R,

where the parameter δ is small, positive and it will be sent to 0 and β > 0. Note that Tδ is a
continuous function such that

|∇Tδ (x)| ≤ β |x1|−2Tδ (x), e
β

R ≤ Tδ (x)≤ e
β

δ .

We insert into integral identity (1.98) the test function v = TδU ∈ H1
0 (Ω1,Γ0), with U = Tδ u

and we obtain that

λ (u,v)Ω1 = (∇u,∇v)Ω1 = (∇u,U∇Tδ )Ω1 +(∇u,Tδ ∇U)Ω1

= (Tδ ∇u,T−1
δ

U∇Tδ )Ω1 +(Tδ ∇u,∇U)Ω1

= (∇U,T−1
δ

U∇Tδ )Ω1 − (u∇Tδ ,T
−1

δ
U∇Tδ )Ω1

+(∇U,∇U)Ω1 − (u∇Tδ ,∇U)Ω1

= (∇U,∇U)Ω1 − (T−1
δ

U∇Tδ ,T
−1

δ
U∇Tδ )Ω1 .

Hence,
∥∇U∥2

L2(Ω1)
= λ∥U∥2

L2(Ω1)
+∥T−1

δ
U∇Tδ∥2

L2(Ω1)
.

Taking Poincarè’s inequality (1.115) into account, we have

(c−β
2)∥|x1|−2U∥2

L2(Ω1)
≤ λ∥U∥2

L2(Ω1)
≤ λe

2β

δ ∥u∥2
L2(Ω1)

< ∞.

In particular, choosing β such that 0 ≤ β 2 < c, we get that

e−
2β

δ

∫
Ω1

|x1|−4|U(x)|2dx ≤ cλ < ∞,
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which implies that both of the integrals

e−
2β

δ

∫
Ω1∩{x:|x1|≤e−

β

2δ }
|x1|−4|U(x)|2dx, e−

2β

δ

∫
Ω1∩{x:|x1|>e−

β

2δ }
|x1|−4|U(x)|2dx,

are bounded for all δ > 0. In particular, the first one gives∫
Ω1∩{x:|x1|≤e−

β

2δ }
|U(x)|2dx ≤ e−

2β

δ

∫
Ω1∩{x:|x1|≤e−

β

2δ }
|x1|−4|U(x)|2dx < ∞

for all δ > 0. Since Tδ is monotone increase as δ → 0, we conclude that the eigenfunction u
has an exponential decay in L2-norm in a neighbourhood of the cusp O.

The eigenfunctions u are thus smooth at any distance of O and vanish at the cusp point
O with all their derivatives due to the exponential decay. We conclude that also in this case
the asymptotic anzätze for (λ ε ,uε) and the procedure given in the Sections 1.2-1.7 holds.

1.8.4 Open Questions

Due to the shape of the boundary Γ1, the solution of problem (1.96)− (1.97) behaves in
substantially different way from the solution of the problem

−∆u(x) = λu(x), x ∈ Ω1, (1.118)

u(x) = 0, x ∈ Γ1 \O, u(x) = c0, x ∈ Γ0 \O. (1.119)

We have simply replaced the Neumann boundary condition (1.3) of problem (1.96)-(1.97)
with an inhomogeneous Dirichlet condition. Indeed, an approximation of the solution u
of problem (1.118)-(1.119) is to be found in such a way that the boundary conditions are
satisfied exactly while discrepancies in the equation (1.118) is reduced as much as possible.
As a consequence, a solution u with the asymptotic

u(x) = c0
x2 −H1(x1)

H(x1)
+ · · · , as x →O,

cannot belong to the Sobolev space H1(Ω1). Indeed, the integral

∫ 1/3

0

∫ H0(x1)

H1(x1)

∣∣∣∣ ∂

∂x2

(
c0

x2 −H1(x1)

H(x1)

)∣∣∣∣2 dx2dx1 = 2c2
0

∫ 1/3

0

1
H(x1)2 dx1



1.8 Kissing domains in R2 55

is divergent since the integrand has non-admissible singularity O(|x1|−4). The derivation of
the ansatz for the eigenfunction u of problem (1.118)-(1.119) is still an open problem and it
will be subject of future research.



Chapter 2

Gaps in the spectrum of square packing
of stiff disks in a soft two-dimensional
medium

In this chapter we study a stiff spectral problem analogous to the one discussed in Chapter 1.
The difference relies on the structure of domain: we consider an unbounded domain with a
periodic structure. Our aim is to detect the opening of gaps in the essential spectrum of the
operator associated to the investigated stiff problem.

In Section 2.1 we recall the formulation of the problem. In section 2.2 we characterize
the terms appearing in the ansätze in the case m ∈ (0,1/2) and Section 2.3 contains the main
result of this chapter which states the opening of gaps in the essential spectrum.

This chapter contains a joint work with Professor S. A. Nazarov (St. Petersburg State
University and Institute of Problems Mechanical Engineering) which is not yet finished.

2.1 Setting of the problem

Let Ω0 be the plane R2 perforated by contiguous circular holes

B1/2(α) := {x = (x1,x2) : (x1 −α1,x2 −α2) ∈ B1/2},
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(a)

(b) (c)

Figure 2.1 Figure (a) shows Ω0 ∪Ω1. Two (possible) choices ωΘ and ωϒ of the periodicity cell are
drawn in Figures (b) and (c) respectively

where α = (α1,α2) ∈ Z2 is a multi-index and B1/2 := {x : ∥x∥< 1/2}. More precisely,

Ω0 := R2 \
⋃

α∈Z2

B1/2(α).

We set
Ω1 :=

⋃
α∈Z2

B1/2(α) and ∂Ω1 :=
⋃

α∈Z2

∂B1/2(α).

We consider the stiff spectral problem in the inhomogeneous plane (see Figure 2.1(a))

−∆uε
1(x) = λ

εuε
1(x), x ∈ Ω1, (2.1)

−ε
−1

∆uε
0(x) = ε

−2m
λ

εuε
0(x), x ∈ Ω0,

uε
1(x) = uε

0(x), ε
−1

∂νuε
0(x) = ∂νuε

1(x), x ∈ ∂Ω1, (2.2)

where λ ε is the spectral parameter, ν is the outward unit normal vector to ∂Ω1, ∂ν = ν ·∇ is
the normal derivative, ∇ is the gradient and m ∈ (0,1/2) is a fixed exponent. We denote by
(·, ·)Ω j the natural inner product in L2(Ω j), for j = 0,1. For any ε > 0, the variational setting
of problem (2.1)-(2.2) reads as

(∇uε
1,∇ϕ1)Ω1 + ε

−1(∇uε
0,∇ϕ0)Ω0 = λ

ε
[
(uε

1,ϕ1)Ω1 + ε
−2m(uε

0,ϕ0)Ω0

]
∀ϕ ∈ H1(R2).

(2.3)
We assign to the problem (2.3) a positive and self-adjoint operators Aε in the Hilbert space
L2(R2) with domain D(Aε)⊂ H1(R2) (see [16, Ch. 10]). More specifically, owing to results
of Chapter 1, we have

D(Aε)={uε : uε
i ∈ H2(Ωi), for i = 0,1, and (2.2) holds}.
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The spectrum σ ε of Aε is contained in the positive semi-axis R+ = [0,∞). Moreover, since
the embedding H1(R2)⊂ L2(R2) is not compact, the essential spectrum σ ε

e does not consist
of the single point λ = 0 and it turns out to have a band-gap structure (see, e.g., [54, 78, 81]),
i.e. it is represented as the countable union

σ
ε
e =

∞⋃
n=1

Bε
n , (2.4)

of the compact and connected spectral bands

Bε
n := {λ

ε
n = Λ

ε
n(η) : η ∈ [−π,π)2}. (2.5)

The bands Bε
n involve terms of monotone increasing unbounded positive sequence

0 ≤ Λ
ε
1(η)≤ Λ

ε
2(η)≤ ·· · ≤ Λ

ε
n(η)≤ ·· · → ∞ (2.6)

of eigenvalues of the auxiliary spectral problem on the periodicity cell ωΘ := Θ∪ (Q\Θ)

−(∇+ iη)2Uε
Θ(x,η) = Λ

ε(η)Uε
Θ(x,η), x ∈ Θ, (2.7)

−ε
−1(∇+ iη)2Uε

Q\Θ
(x,η) = ε

−2m
Λ

ε(η)Uε

Q\Θ
(x,η), x ∈ Q\Θ, (2.8)

Uε
Θ(x,η) =Uε

Q\Θ
(x,η), x ∈ Γ, (2.9)

ε
−1

ν · (∇+ iη)Uε

Q\Θ
(x,η) = ν · (∇+ iη)Uε

Θ(x,η), x ∈ Γ; (2.10)

along with the periodicity conditions

Uε

Q\Θ
(1

2 ,x2,η) =Uε

Q\Θ
(−1

2 ,x2,η), Uε

Q\Θ
(x1,

1
2 ,η) =Uε

Q\Θ
(x1,−1

2 ,η); (2.11)

∂

∂x1
Uε

Q\Θ
(1

2 ,x2,η) =
∂

∂x1
Uε

Q\Θ
(−1

2 ,x2,η),
∂

∂x2
Uε

Q\Θ
(x1,

1
2 ,η) =

∂

∂x2
Uε

Q\Θ
(x1,−1

2 ,η).

(2.12)

where Q is the unit square in R2 given by (−1/2,1/2)2, Θ := B1/2 is the disk inside Q ,
Γ = ∂Θ (see Figure 2.1(b)) and the functions Uε

Θ
and Uε

Q\Θ
are the Gelfand transform of uε

1

and uε
0 respectively. Recall that the Gelfand transform is defined by

u(x) 7→U(x,η) :=
1

2π
∑

k∈Z2

e−iη ·(x+k)u(x+ k), (2.13)
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with η ∈ [−π,π)2 being the Floquet parameter. For any η , problem (2.7)-(2.12) is associated
with a positive and self-adjoint operator A(η). We denote by Hη(ωΘ) the space of functions
in H1(ωΘ) satisfying periodicity condition (2.11). Since the embedding Hη(ωΘ)⊂ L2(ωΘ)

is compact, the family of operators A(η) has discrete spectrum given by (2.6), where the
multiplicity of eigenvalues is taken into account. It is known (see e.g. [52, Chapter 6] and
[55, Chapter 9]) that the functions

η ∈ [−π,π)2 7→ Λ
ε
n(η)

are continuous and 2π-periodic, so that, the spectral bands (2.5) are compact real intervals.
When the bands Bε

n do not overlap and touch each other, the spectrum σ ε
e , given by (2.4),

presents some gaps, i.e. open intervals free of the essential spectrum but with endpoint
in the σ ε

e . Our aim is to investigate the existence of the spectral gaps of problem (2.1)-
(2.2), using an asymptotic method. To reach this goal, the results obtained in Chapter 1
are crucial. Indeed, the formal ansätze of the eigenpairs (Λε ,{Uε

Θ
,Uε

Q\Θ
}) are suggested by

the ones performed in Chapter 1. However, the computation of the terms appearing in the
asymptotic expansions is more delicate. The main issue is related to the geometry of the
periodicity cell ωΘ. More specifically, the non-connectedness of Q\Θ in the periodicity cell
ωΘ makes difficult the explicit computation of the leading and first-order correction terms
of the asymptotic expansion of Uε

Q\Θ
. To overcome this obstacle, we exploit the geometry

of the inhomogeneous plane so that we may choose another version of the periodicity cell
where Q\Θ turns into a connected domain. Such a periodicity cell ωϒ is given by ϒ∪ (Q\ϒ)

where ϒ is defined by

ϒ := {x ∈ Q : |x−P j±|> 1, j = 1,2},

where P j± are the vertices of unit square Q, i.e. P1± :=(±1/2,±1/2) and P2± :=(±1/2,∓1/2)
and Γϒ = ∂ϒ (see Figure 2.1(c)). In other words, ωϒ is obtained by eliminating a quarter of
the unit disks centered at the vertices P j±, for j = 1,2, and radius 1/2 from the unit square.
Therefore, due to the periodicity conditions (2.11), the disconnected set Q\ϒ in ωΘ turns
into the connected domain ϒ in ωϒ and hence boundary value problems in ωϒ are solved in
the classical Sobolev spaces.
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2.2 Formal asymptotic analysis for the case 0 < m < 1/2

2.2.1 The model problem in the periodicity cell

Let L2(Θ) and L2(Q\Θ) be the complex Lebesgue spaces on Θ and Q\Θ endowed with
the scalar product (·, ·)Θ and (·, ·)Q\Θ respectively and let Hη(ωΘ) be the space of functions
in H1(ωΘ) satisfying the periodicity condition (2.11). The variational setting of problem
(2.7)-(2.12) reads as

((∇+ iη)Uε
Θ,(∇+ iη)VΘ)Θ + ε

−1((∇+ iη)Uε

Q\Θ
,(∇+ iη)VQ\Θ)Q\Θ

= Λ
ε(η)

[
(Uε

Θ,VΘ)Θ + ε
−2m(Uε

Q\Θ
,VQ\Θ)Q\Θ

]
, (2.14)

for all V ∈ Hη(ωΘ). Due to the closedness and positiveness of the sesquilinear form on
the left-hand side of (2.14) and thanks to the compactness of the embedding Hη(ωΘ) ⊂
L2(ωΘ), we associate to problem (2.14) a positive and self-adjoint operator A(η) which
has discrete spectrum, given by (2.6). We assume that the eigenfunctions Uε(·,η) =

(Uε
Θ
(·,η),Uε

Q\Θ,(·,η)) associated to the identity (2.14) are subject to the orthonormaliz-
ation conditions

(Uε
Θ,n,U

ε
Θ,m)Θ + ε

−2m(Uε

Q\Θ,n,U
ε

Q\Θ,m)Q\Θ = δn,m, for n,m ∈ N, (2.15)

where δn,m is the Kronecker symbol. Due to the orthonormalization conditions (2.15), we
perform the replacement

V ε
Θ(x,η) :=Uε

Θ(x,η), V ε

Q\Θ
(x,η) := ε

−mUε

Q\Θ
(x,η),

so that, the differential equations (2.7)-(2.8) remain invariable as well as the periodicity
conditions (2.11)-(2.12), while the transmission conditions become

ε
mV ε

Q\Θ
(x,η) =V ε

Θ(x,η), x ∈ Γ, (2.16)

ε
m−1

ν · (∇+ iη)V ε

Q\Θ
(x,η) = ν · (∇+ iη)V ε

Θ(x,η), x ∈ Γ. (2.17)
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Thanks to the results of Chapter 1, for m ∈ (0,1/2), we look for the asymptotic ansätze of
eigenvalues Λε and eigenfunctions V ε of the form

Λ
ε(η) = Λ

0(η)+ ε
2m

Λ
1(η)+ · · · , (2.18)

V ε
Θ(x,η) =V 0

Θ(x,η)+ ε
2mV 1

Θ(x,η)+ · · · , (2.19)

V ε

Q\Θ
(x,η) = ε

mV 0
Q\Θ

(x,η)+ ε
1−mV 1

Q\Θ
(x,η)+ · · · . (2.20)

Note that the above expansions depend also on the dual variable η . In order to find the leading
and the first-order corrections terms, we insert (2.18)-(2.20) into problem (2.7)-(2.8) and
(2.16)-(2.17) and we collect the coefficients of the same powers of ε , obtaining the desired
boundary value problems. Note that the feature of the geometry of the inhomogeneous
plane enable us to regard the hard and the weakly connected soft fragments as isolated and
independent since they touch at the cusp points only.

2.2.2 Problem satisfied by V 0
Θ

The leading term V 0
Θ

in (2.19) solves the spectral problem

−(∇+ iη)2V 0
Θ(x,η) = Λ

0(η)V 0
Θ(x,η), x ∈ Θ, (2.21)

V 0
Θ(x,η) = 0, x ∈ Γ. (2.22)

We look for solutions of problem (2.21)-(2.22) of the form

V 0
Θ(x,η) := e−iη ·xV0

Θ(x,η).

Then, V0
Θ
(x,η) is a solution to the problem

−∆V0
Θ(x,η) = Λ

0(η)V0
Θ(x,η), x ∈ Θ, (2.23)

V0
Θ(x,η) = 0, x ∈ Γ. (2.24)

The pair (Λ0(η),V0
Θ
(·,η)) is formed by the eigenvalue and the corresponding eigenfunction

of the Dirichlet Laplacian in the disk Θ, hence they are independent of parameter η . In the
sequel, we simply write V0

n in place of V0
Θ,n.

Thanks to the link between Bessel’s functions and eigenpairs of the Dirichlet Laplacian
(see [19, 83]), we know that the eigenfunctions V0

n,k are given by the Bessel functions Jn

of the first kind and the eigenvalues Λ0
n,k are the corresponding positive zeroes jn,k, for
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ωΘ ωϒ

Figure 2.2 It shows how the map T trasforms the periodicity cell ωΘ into that ωϒ.

n = 0,1,2, . . . and k ≥ 1. In other words,

Λ
0
0,k = 4 j2

0,k, V0
0,k(r) = J0

(
2 j0,kr

)
, k = 1,2, . . . , (2.25)

and
Λ

0
n,k = 4 j2

n,k, V0
n,k(r,θ) = Jn

(
2 jn,kr

)
(Cc cos(nθ)+Cs sin(nθ)), (2.26)

for n,k = 1,2, . . . , where Cc,Cs are arbitrary constants and (r,θ) are the polar coordinates.
Recall that for fixed n∈N, Jn has an infinite number of positive real zeroes jn,k, for k ∈N, and
any two different Bessel functions Jn and Jl do not get common roots except for jn,0 = jl,0 = 0,
for n, l > 0 (see [14]). Therefore, the spectrum of problem (2.21)-(2.22), being independent
of the Floquet parameter η , consists of the sequence

0 < Λ
0
0,1 < Λ

0
1,1c = Λ

0
1,1s < Λ

0
2,1c = Λ

0
2,1s < Λ

0
0,2 < Λ

0
3,1c = Λ

0
3,1s < Λ

0
1,2c = Λ

0
1,2s < · · · ,

(2.27)
where Λ0

0,k are simple eigenvalues, while Λ0
n,kc and Λ0

n,ks denote the double eigenvalue
corresponding to the cosine and sine eigenfunctions respectively.

2.2.3 Problem satisfied by V 0
Q\Θ

The leading term V 0
Q\Θ

of the expansion (2.20) is a solution to the problem

−(∇+ iη)2V 0
Q\Θ

(x,η) = 0, x ∈ Q\Θ,

ν · (∇+ iη)V 0
Q\Θ

(x,η) = 0, x ∈ Γ.
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We look for a solution of the form

V 0
Q\Θ

(x,η) := e−iη ·xV0
Q\Θ

(x,η).

The function V0
Q\Θ

satisfies the boundary value problem

−∆V0
Q\Θ

(x,η) = 0, x ∈ Q\Θ, (2.28)

∂νV
0
Q\Θ

(x,η) = 0, x ∈ Γ. (2.29)

Note that the set Q\Θ is disconnected in ωΘ (see Figure 2.2). However, thanks to periodicity
condition (2.11), we can switch periodicity cell from ωΘ to ωϒ, where the set Q\Θ, denoted
by ϒ, turns into a connected set in ωϒ (see Figure 2.2). Hence, solving a boundary value
problem in Q\Θ together with periodicity conditions is equivalent to solve the same boundary
value problem in the connected set ϒ without the periodicity conditions. This allows us to
deal with problems in the cell ωϒ using the classical Sobolev spaces on the connected set ϒ.

Let Q j
Θ

and Q j
ϒ

be the sets defined by

Q1
k := {x = (x1,x2) ∈ ωk : 0 < x j ≤ 1/2, j = 1,2},

Q2
k := {x = (x1,x2) ∈ ωk : −1/2 ≤ x1 < 0, 0 < x2 ≤ 1/2},

Q3
k := {x = (x1,x2) ∈ ωk : −1/2 ≤ x j < 0, j = 1,2},

Q4
k := {x = (x1,x2) ∈ ωk : 0 < x1 ≤ 1/2, −1/2 ≤ x2 < 0},

for k = Θ,ϒ. We define the map x̂ := T (x) where T : ωΘ → ωϒ is defined by

(x1,x2) ∈ Q1
Θ 7→ T(x1,x2) := (x1 −1/2,x2 −1/2) ∈ Q3

ϒ, (2.30)

(x1,x2) ∈ Q2
Θ 7→ T(x1,x2) := (x1 +1/2,x2 −1/2) ∈ Q4

ϒ,

(x1,x2) ∈ Q3
Θ 7→ T(x1,x2) := (x1 +1/2,x2 +1/2) ∈ Q1

ϒ,

(x1,x2) ∈ Q4
Θ 7→ T(x1,x2) := (x1 −1/2,x2 +1/2) ∈ Q2

ϒ. (2.31)

This implies that T maps the function V 0
Q\Θ

(x,η), for x ∈ Q\Θ, in the function V 0
ϒ
(x̂,η).

Now, we look for
V 0

ϒ (x̂,η) := e−iη ·x̂B0
ϒ(x̂,η). (2.32)
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The function B0
ϒ
(x̂,η) satisfies the same problem of the one satisfied by B0

Q\Θ
(x,η) but on

different region, i.e.

−∆B0
ϒ(x̂,η) = 0, x̂ ∈ ϒ,

∂vB
0
ϒ(x̂,η) = 0, x̂ ∈ Γϒ,

with Γϒ := ∂ϒ. Hence, due to the connectedness of ϒ, B0
ϒ
(x̂,η) is a constant function with

respect to the variable x̂, i.e.
B0

ϒ(x̂,η) = c0(η). (2.33)

In light of the definition (2.30)-(2.31) of the map T and due to (2.32), an easy computation
leads us to

V 0
Q\Θ

(x,η) =V 0
ϒ (x̂,η) = e−iη ·x̂B0

ϒ(x̂,η) = e−iη ·x̂c0(η). (2.34)

From (2.30)-(2.31) it follows that

e−iη ·x̂ = e−iη ·xgx(η), (2.35)

where gx(η) is defined by

gx(η) :=


ei(η1/2+η2/2), x ∈ Q1

Θ
,

ei(−η1/2+η2/2), x ∈ Q2
Θ
,

e−i(η1/2+η2/2), x ∈ Q3
Θ
,

ei(η1/2−η2/2), x ∈ Q4
Θ
.

(2.36)

This combined with (2.34) implies that

V 0
Q\Θ

(x,η) = gx(η)e−η ·xc0(η).

2.2.4 Problem satisfied by V 1
Q\Θ

The first-order correction term V 1
Q\Θ

in (2.20) is a the solution to the problem

−(∇+ iη)2V 1
Q\Θ

(x,η) = Λ
0V 0

Q\Θ
(x,η), x ∈ Q\Θ,

ν · (∇+ iη)V 1
Q\Θ

(x,η) = ν · (∇+ iη)V 0
Θ(x), x ∈ Γ.
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Thanks to the map T given by (2.30)-(2.31), we know that V 1
Q\Θ

(x,η) = V 1
ϒ
(x̂,η). Hence,

we look for a solution V 1
ϒ

of the form

V 1
ϒ (x̂,η) := e−iη ·x̂V1

ϒ(x̂,η).

The function V1
ϒ
(x̂,η) satisfies the boundary value problem

−∆V1
ϒ(x̂,η) = Λ

0
n,kc0(η), x̂ ∈ ϒ, (2.37)

∂νV
1
ϒ(x̂,η) = g−1

x (η)∂νV
0
n,k(x̂), x̂ ∈ Γϒ, (2.38)

for n = 0,1,2, . . . and k ≥ 1 where g−1
x is the inverse of the map gx defined by (2.36) and

c0(η) is given by (2.33). The compatibility condition for problem (2.37)-(2.38) reads as∫
ϒ

Λ
0
n,kc0(η)dx =−

∫
Γϒ

g−1
x (η)∂νV

0
n,k(x̂)dsx̂,

which implies that the constant c0(η) depends on n,k,η as follows

c0(η) = c0
n,k(η) =− 1

Λ0
n,k(1−π/4)

∫
Γϒ

g−1
x (η)∂νV

0
n,k(x̂)dsx̂. (2.39)

Simple eigenvalues

We assume that n = 0. Recall that the derivative of the Bessel function J0 is given by the
formula (see e.g. [19, Chapter VI])

d
dx

J0(x) =−J1(x).
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In view of the definition of the function gx(η), given by (2.36), and due to the formulas
(2.25), from equality (2.39) it follows that

c0
0,k(η) =− 1

Λ0
n,k(1−π/4)

d
dr

J0
(
2 j0,kr

)∣∣r=1/2

(∫
π/2

0
ei(η1/2+η2/2)dθ +

∫
π

π/2
e−i(η1/2−η2/2)dθ

+
∫ 3π/2

π

e−i(η1/2+η2/2)dθ +
∫ 2π

3π/2
ei(η1/2−η2/2)dθ

)
=

1
Λ0

n,k(1−π/4)
π j0,kJ1

(
j0,k
)
(ei(η1/2+η2/2)+ e−i(η1/2−η2/2)+ e−i(η1/2+η2/2)+ ei(η1/2−η2/2))

=
π

Λ0
n,k(1−π/4)

j0,k
[
eiη1/2 + e−iη1/2

][
eiη2/2 + e−iη2/2

]
J1
(

j0,k
)

=
π

j0,k(1−π/4)
J1
(

j0,k
)

cos
(

η1

2

)
cos
(

η2

2

)
, for k = 1,2, · · · . (2.40)

Multiple eigenvalues

Now, assume that n ̸= 0. Recall that the derivative of the Bessel function Jn(x) is given by
the recurrence formula (see e.g. [19, Chapter VI])

d
dx

Jn(x) =
1
2
(Jn−1(x)− Jn+1(x)) .

In view of the definition (2.26), a direct computation leads us to

c0
n,k(η) =− 1

Λ0
n,k(1−π/4)

d
dr

Jn
(
2 jn,kr

)∣∣r=1/2

(∫
π/2

0
ei(η1/2+η2/2)(Cc cos(nθ)+Cs sin(nθ))dθ

+
∫

π

π/2
e−i(η1/2−η2/2)(Cc cos(nθ)+Cs sin(nθ))dθ

+
∫ 3π/2

π

e−i(η1/2+η2/2)(Cc cos(nθ)+Cs sin(nθ))dθ

+
∫ 2π

3π/2
ei(η1/2−η2/2)(Cc cos(nθ)+Cs sin(nθ))dθ

)

=


0, n = 4,8,12, . . . ,

α1, n = 2,6,10, . . . ,

α2, n = 1,5,9, . . . ,

α3, n = 3,7,11, . . . ,

(2.41)



2.2 Formal asymptotic analysis for the case 0 < m < 1/2 67

with

α1 :=− 4Cs

n jn,k(1−π/4)
(
Jn−1

(
jn,k
)
− Jn+1

(
jn,k
))

sin
(

η1

2

)
sin
(

η2

2

)
,

α2 :=− 2i
n jn,k(1−π/4)

(
Jn−1

(
jn,k
)
− Jn+1

(
jn,k
))(

Cc sin
(

η1

2

)
cos
(

η2

2

)
+Cs cos

(
η1

2

)
sin
(

η2

2

))
,

α3 :=
2i

n jn,k(1−π/4)
(
Jn−1

(
jn,k
)
− Jn+1

(
jn,k
))(

Cc sin
(

η1

2

)
cos
(

η2

2

)
−Cs cos

(
η1

2

)
sin
(

η2

2

))
.

2.2.5 Problem satisfied by V 1
Θ

The first-order correction term V 1
Θ

satisfies the problem

−(∇+ iη)2V 1
Θ(x,η)−Λ

0V 1
Θ(x,η) = Λ

1(η)V 0
Θ(x), x ∈ Θ,

V 1
Θ(x,η) =V 0

Q\Θ
(x,η), x ∈ Γ.

We look for V 1
Θ

of the form a

V 1
Θ(x,η) := e−iη ·xV1

Θ(x,η),

where V1
Θ

is a solution to

−∆V1
Θ(x,η)−Λ

0
nV

1
Θ(x,η) = Λ

1
n(η)V0

n,k(x), x ∈ Θ, (2.42)

V1
Θ(x,η) = gx(η)c0

n,k(η), x ∈ Γ, (2.43)

where c0
n,k(η) is given by formula (2.40) if n = 0 and formula (2.41) if n > 0.

Recall that V1
Θ
(x,η) = gx(η)c0,k(η) on Γ. In the case of simple eigenvalues Λ0

0,k, for
k = 1,2, · · · , the Fredholm alternative leads to the single compatibility condition

Λ
1
0,k(η)(V0

0,k,V
0
0,k)Θ =

∫
Γ

gx(η)c0,k(η)
d
dr

V0
0,k(r)dθ

=
d
dr

J0,k(2 j0,kr)∣∣r=1/2

∫
Γ

gx(η)c0
0,k(η)dθ

= 2 j0,kJ1,k( j0,k)c0
0,k(η)

π

2
4cos

(
η1

2

)
cos
(

η2

2

)
=

2π

1−π/4

(
J1,k( j0,k)cos

(
η1

2

)
cos
(

η2

2

))2
. (2.44)
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Assume, now, that Λ0
n,k is an eigenvalue with double multiplicity. For simplicity, we denote

the corresponding eigenfunctions by

V0
n,kc(r,θ) := Jn

(
2 jn,kr

)
cos(nθ), V0

n,ks(r,θ) := Jn
(
2 jn,kr

)
sin(nθ).

Hence, we predict that the term V0
n,k(r,θ) takes the form

V0
n,k j(r,θ) := a j

cV
0
n,kc(r,θ)+a j

sV
0
n,ks(r,θ), for j = c,s,

i.e. it is a linear combination of the eigenfunctions V0
n,kc(r,θ) and V0

n,ks(r,θ). We require

that the vector a j = (a j
c,a

j
s) ∈ C2 satisfies the orthonormalization condition

(a j,al) = a j
cal

c +a j
sal

s = δ jl, for j, l = c,s.

Therefore, V1
Θ

:= V1
n,k j satisfies the problem

−∆V1
n,k j(x,η)−Λ

0
nV1

n,k j(x,η) = Λ
1
n,k jV0

n,k j(x,η), x ∈ Θ,

V1
n,k j(x,η) = gx(η)c0

n,k(η), x ∈ Γ.

The Fredholm alternative leads to the two compatibility conditions given by

Λ
1
n,k j(η)(V1

n,k j(x,η),V0
n,kl)Θ = (∂V0

n,kl,V
1
n,k j)Γ, for j = c,s.

In the algebraic form, Λ1
n,kc and Λ1

n,ks are the eigenvalue with corresponding eigenfunctions
ac and as of the matrix

G :=
1

jn,k(1−π/4)
(
Jn−1

(
jn,k
)
− Jn+1

(
jn,k
))

×

(
(
∫

Γ
gx(η)cos(nθ)dθ)2 ∫

Γ
gx(η)cos(nθ)dθ

∫
Γ

g−1
x (η)sin(nθ)dθ∫

Γ
gx(η)cos(nθ)dθ

∫
Γ

gx(η)sin(nθ)dθ (
∫

Γ
gx(η)sin(nθ)dθ)2

)
.

Therefore,
Λ

1
n,kc(η) = 0, Λ

1
n,ks(η) = tr(G),
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ω

Figure 2.3 The new choice of the periodicity cell ω

where the trace of G is explicitly given by

Λ
1
n,ks(η) =

1
jn,k(1−π/4)

(
Jn−1

(
jn,k
)
− Jn+1

(
jn,k
))

×


0, n = 4,8,12, . . .
64
n2 sin2 (η1

2

)
sin2 (η2

2

)
, n = 2,6,10, . . .

−16
n2

(
sin2 (η1

2

)
cos2 (η2

2

)
+ cos2 (η1

2

)
sin2 (η2

2

))
, n odd.

(2.45)

2.3 Asymptotic structure of the spectrum

2.3.1 Justification

In this section we justify the previous ansätze. Moreover, we provide an asymptotic estimate
of the length of the spectral bands.

Our aim is to exploit the results obtained in Chapter 1 where a similar problem for the
Laplace operator is dealt with. To reach this goal, we make some changes to our previous
analysis: a new version of periodicity cell must be introduced and the Laplace operator and
the “pure” normal derivative are required in the model problem to handle the same problem
involved in Chapter 1. In order to recover the geometry adopted in Chapter 1, we choose an
alternative periodicity cell. In light of the geometry of the inhomogeneous plane, we may
mainly choose the periodicity cell in two ways depending on the position of the cusp points.
Such cusps may lie on the boundary of the periodicity cell where the periodicity conditions
are imposed, such as ωΘ and ωϒ, or the cusps point are in the interior of the unit square Q,
such as ω (see Figure 2.3). The latter choice allows us to recover the same geometry as the
one of Chapter 1. More specifically, we translate the unit square Q = (−1/2,1/2)2 of vector
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(1/4,3/4) obtaining Q′ := (−1/4,3/4)× (1/4,5/4). Then, the new periodicity cell ω is
defined by Ξ∪ (ω \Ξ), where Ξ := Q′∩Ω1 (see Figure 2.3).

In order to obtain the Laplace operator in the model problem, we apply an equivalent
version of the Gelfand transform given by

u(x)→ G(x,η) :=
1

2π
∑

k∈Z2

e−iη ·ku(x+ k), (2.46)

so that the Laplace operator ∆ appears in auxiliary problem set in the new periodicity cell ω

in place of the operator (∇+ iη)2 and the periodicity conditions (2.11) and (2.12) become
quasi-periodicity conditions. In other words, applying (2.46) to the problem (2.1)-(2.2), the
model problem in ω turns into

−∆Gε
Ξ(x,η) = Λ

ε(η)Gε
Ξ(x,η), x ∈ Ξ, (2.47)

−ε
−1

∆Gε

ω\Ξ
(x,η) = ε

−2m
Λ

ε(η)Gε

ω\Ξ
(x,η), x ∈ ω \Ξ,

Gε
Ξ(x,η) = Gε

ω\Ξ
(x,η), x ∈ ΓΞ,

ε
−1

∂νGε

ω\Ξ
(x,η) = ∂νGε

Ξ(x,η), x ∈ ΓΞ, (2.48)

together with the quasi-periodicity conditions

Gε
j(

3
4 ,x2,η) = eiη1Gε

j(−1
4 ,x2,η), Gε

j(x1,
5
4 ,η) = eiη2Gε

j(x1,
1
4 ,η), (2.49)

∂

∂x1
Gε

j(
3
4 ,x2,η) = eiη1

∂

∂x1
Gε

j(−1
4 ,x2,η),

∂

∂x2
Gε

j(x1,
5
4 ,η) = eiη2

∂

∂x2
Gε

j(x1,
1
4 ,η), (2.50)

for j = Ξ,ω \Ξ, where Gε
Ξ

and Gε

ω\Ξ
are the image through the Gelfand transform (2.46) of

uε
1 and uε

0 respectively. Here ΓΞ is the boundary of Ξ. The integral identity of (2.47)-(2.50)
reads as

(∇Gε
Ξ,∇ψΞ)Ξ − ε

−1(∇Gε

ω\Ξ
,∇ψω\Ξ)ω\Ξ

= Λ
ε(η)

[
(Gε

Ξ,ψΞ)Ξ + ε
−2m(Gε

ω\Ξ
,ψω\Ξ)ω\Ξ

]
, (2.51)

for any ψ ∈ H1
qp, where H1

qp denotes the subspaces of the Sobolev space H1(ω) satisfying
the quasi-periodicity conditions (2.49) for η ∈ [−π,π)2. Since the sesquilinear form on
the left-hand side of (2.51) is closed and positive and due to compactness of the embed-
ding H1

qp ⊂ L2(ω), the operator Aε
qp(η) associated to (2.51) is positive, self-adjoint and
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its spectrum is discrete which is given by (2.6). We assume also that the eigenfunctions
{Gε

Ξ
(·,η),Gε

ω\Ξ
(·,η)} are subject to the orthonormalization conditions (2.15).

We predict that the formal asymptotic expansions of the eigenpairs (Λε ,{Gε
Ξ
,Gε

ω\Ξ
})

take the form (2.18)-(2.20). However, the boundary value problems satisfied by the terms
involved in the ansätze are different. Indeed, since the two versions of the Gelfand transform
(2.13) and (2.46) are linked by the relationship

U(x,η) = e−iη ·xG(x,η),

we deduce that the leading and the first-correction terms of the expansions of Gε
Ξ

satisfy
the problems (2.23)-(2.24) and (2.42)-(2.43), while the leading term and the first-corrector
of the ansätze of Gε

ω\Ξ
are solutions of the boundary value problems (2.28)-(2.29) and

(2.37)-(2.38).

The Floquet parameter η ∈ [−π,π)2 does not represent a trouble due to the continuous
dependence of the spectrum (14) on η (see [52]). This combined with the transform (2.46)
and the change of the periodicity cell, enables us to repeat the same arguments as Theorem
1.3.1 of Chapter 1 to justify (2.18)-(2.20).

Theorem 2.3.1. For m ∈ (0,1/2) and for any n,k ∈ N there exist εn,k > 0 and Cn,k > 0 such
that for any dual variable of the Gelfand transform (2.13), the eigenvalues Λε

n(η) of the
problem (2.7)-(2.10) along with the periodicity conditions (2.11)-(2.12) in the periodicity
cell ωΘ and the eigenvalues Λ0

n,k of the limit problem (2.21)-(2.22) are related as follows

|Λε
n,k(η)−Λ

0
n,k − ε

2m
Λ

1
n,k(η)| ≤Cn,kε

γ , for ε ∈ (0,εn,k), (2.52)

with γ = min{3m,1} and Cn,k := max
η∈[−π,π)2

Cn,k(η).

From Theorem 2.3.1 and formulas (2.44) and (2.45), it follows the following corollary
about the estimate of length of the spectral bands.
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Corollary 2.3.2. For k ≥ 1, the length Lε
n,k of the spectral bands is given by

Lε
0,k = ε

2m 2π

1−π/4
J2

1( j0,k)+O(εγ),

Lε
n,k = ε

2m 64
jn,kn2(1−π/4)

(Jn−1( jn,k)− Jn+1( jn,k))+O(εγ), for n = 2,6,10, . . . ,

Lε
n,k = ε

2m 16
jn,kn2(1−π/4)

(Jn−1( jn,k)− Jn+1( jn,k))+O(εγ), for n = odd,

Lε
n,k = O(ε2m), for n = 4,8,12, . . . ,

where γ = min{3m,1}.

Proof. From (2.44) and (2.45), we have

Λ
0
0,k −Cn,kε

γ ≤ Λ
ε
0,k(η)≤ Λ

0
0,k + ε

2m 2π

1−π/4
J2

1( j0,k)+Cn,kε
γ , for n = 0,

Λ
0
n,k −Cn,kε

γ ≤ Λ
ε
n,k(η)≤ Λ

0
n,k + ε

2m
(

64
jn,kn2(1−π/4)

(Jn−1( jn,k)− Jn+1( jn,k))
)
+Cn,kε

γ ,

for n = 2,6,10, . . . ,

Λ
0
n,k − ε

2m
(

16
jn,kn2(1−π/4)

(Jn−1( jn,k)− Jn+1( jn,k))
)
−Cn,kε

γ ≤ Λ
ε
n,k(η)≤ Λ

0
n,k +Cn,kε

γ ,

for n = odd,

which implies the length of spectral bands.

Note that the length of the spectral bands Bε
n,k for n = 4,8, . . . is not determined because

of (2.45) and further computations of higher order terms in the ansätze of the eigenpairs
(Λε ,{Uε

Θ
,Uε

Q\Θ
}) are necessary.

Now, let us investigate the opening of the spectral gaps Gε in the band-gap structure of
the spectrum (2.6) of the problem (2.7)-(2.12). Since the spectrum (2.27) is related to the
zeros of the Bessel functions Jn, we can not give a complete result about the existence of the
spectral gaps.

Fix n = 0 and k = 1. Due to formula (2.52) and Corollary 2.3.2, we obtain that

Λ
ε
0,1(η)≤ Λ

0
0,1 + ε

2m 2π

1−π/4
J2

1( j0,1)+C0,1ε
γ ,

Λ
ε
1,1(η)≥ Λ

0
1,1 − ε

2m
(

16
j1,1(1−π/4)

(J0( j1,1)− J2( j1,1))
)
−C1,1ε

γ .
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Since Λ0
0,1 < Λ0

1,1 with Λ0
1,1 double eigenvalue, for small ε > 0 the interval(

Λ
0
0,1 + ε

2m 2π

1−π/4
J2

1( j0,1)+C0,1ε
γ , Λ

0
1,1 − ε

2m
(

16
j1,1(1−π/4)

(J0( j1,1)− J2( j1,1))
)
−C1,1ε

γ

)
is free from the combined spectrum of the family of problems (2.7)-(2.10) along with (2.11)-
(2.12). Hence, we obtain the following result.

Corollary 2.3.3. For any ε ∈ (0,ε0,1], between the bands Bε
0,1 and Bε

1,1 of the spectrum of
problem (2.1)-(2.2), there exists a gap

(Λ
ε

0,1,Λ
ε
1,1),

whose endpoints

Λ
ε

0,1 := max{Λ
ε
0,1(η) : η ∈ (−π,π]2}, Λ

ε
1,1 := min{Λ

ε
1,1(η) : η ∈ (−π,π]2},

satisfy the asymptotic formulas∣∣∣∣Λε

0,1 −Λ
0
0,1 − ε

2m 2π

1−π/4
J2

1( j0,1)
∣∣∣∣≤Cε

γ ,

∣∣∣∣Λε
1,1 −Λ

0
1,1 − ε

2m
(

16
j1,1(1−π/4)

(J0( j1,1)− J2( j1,1))
)∣∣∣∣≤Cε

γ ,

where C = max{C0,1,C1,1}.

Now, consider Λε
1,1(η) and Λε

2,1(η). Thanks to Corollary 2.3.2, we have that

Λ
ε
1,1(η)≤ Λ

0
1,1 +C1,1ε

γ ,

Λ
ε
2,1(η)≥ Λ

0
2,1 −C2,1ε

γ .

Since Λ0
1,1 < Λ0

2,1, for small ε there exists a gap between the bands Bε
1,1 and Bε

2,1. However,
since the coefficients of ε2m vanish, one should find more terms of the asymptotic expansion
of the eigenvalues Λε

1,1(η) and Λε
2,1(η) in order to have more information about the length

of the spectral gap. This aspect will be considered in future research.



Chapter 3

Γ-convergence of quadratic functionals
with non uniformly elliptic conductivity
matrices. Compactness result under
two-scale convergence and algebraic
conditions versus degenerate limit
behaviour

In this chapter we investigate the homogenization via Γ-convergence of quadratic functionals
with non uniformly elliptic matrix-valued conductivity.

In Section 3.1 we prove a general Γ-convergence result (see Theorem 3.1.1) for the
quadratic functionals with any non-uniformly elliptic matrix-valued conductivity. In Section
3.2 we illustrate the general result of Section 1 by periodic two-phase rank-one laminates
with two (possibly) degenerate and anisotropic phases in dimension two and three. (see
Propositions 3.2.1 and 3.2.2). In Section 3.3 for some degenerate matrix-valued conductivity,
we exhibit an anomalous Γ-limit involving a convolution term (see Proposition 3.3.1). Finally,
in Section 3.4 we give an explicit formula for the homogenized matrix A∗ for any two-phase
rank-one laminates with (possibly) degenerate phases. We also provide an alternative proof
of the positive definiteness of A∗ using an explicit expression for the class of two-phase
rank-one laminates introduced in Section 3.2 (see Proposition 3.4.1).
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This is a joint work with Professor M. Briane (Univ Rennes, INSA Rennes, CNRS,
IRMAR - UMR 6625).

Throughout this chapter we use the following notation

• for i = 1, . . . ,d, ei denotes the i-th vector of the canonical basis in Rd;

• Mm×d denotes the space of (m×d) real matrices (identified with Rm×d);

• Id denotes the unit matrix of Md×d;

• Yd := [0,1)d denotes the unit cube of Rd;

• H1
per(Yd;Rn) (resp. L2

per(Yd;Rn), C∞
per(Yd;Rn)) is the space of those functions in

H1
loc(Rd;Rn) (resp. L2

loc(Rd;Rn), C∞
loc(Rd;Rn)) that are Yd-periodic;

• the variable x will refer to running point in a bounded open domain Ω ⊂ Rd , while the
variable y will refer to a running point in Yd (or k+Yd , k ∈ Zd);

• we write uε ⇀ u if uε converges weakly to u;

• we write
uε

⇀⇀ u0

with uε ∈ L2(Ω) and u0 ∈ L2(Ω×Yd) if uε two-scale converges to u0 in the sense of
Nguetseng-Allaire (see [6, 73] and Appendix A.2);

• F1 and F2 denote the Fourier transform defined on L1(R) and L2(R) respectively. For
f ∈ L1(R)∩L2(R), the Fourier transform F1 of f is defined by

F1( f )(λ ) :=
∫
R

e−2πiλx f (x)dx.

We recall the definition of Γ-convergence for the weak topology for the family of functionals
Fε satisfying the condition Fε ≥ ψ for any ε > 0, where ψ is a real-valued function such
that lim

∥x∥→0
ψ(x) = +∞ (see Appendix A.3).

Definition 3.0.4. Let X be a reflexive and separable Banach space endowed with the weak
topology σ(X ,X ′), and let Fε : X → R be a ε-indexed family of functionals. The sequence
Fε Γ-converges to the functional F0 : X → R for the weak topology of X, and we write

Fε

Γ(X)−w
⇀ F0, if for any u ∈ X,
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i) ∀uε ⇀ u, F0(u)≤ liminf
ε→0

Fε(uε),

ii) ∃uε ⇀ u such that lim
ε→0

Fε(uε) = F0(u).

Such a sequence uε is called a recovery sequence.

Recall that the weak topology of L2(Ω) is metrizable on bounded sets, i.e. there exists a
metric d on L2(Ω) such that on every norm bounded subset B of L2(Ω) the weak topology
coincides with the topology induced on B by the metric d (see e.g. [35, Proposition 8.7] and
Proposition A.3.4 in Appendix A.3).

3.1 A preliminary general Γ-result

For a bounded domain Ω of Rd , we investigate the homogenization via Γ-convergence for
the L2(Ω)-weak topology of the conductivity energy with a zero-order term of the type

Fε(u) :=


∫

Ω

{
A
( x

ε

)
∇u ·∇u+ |u|2

}
dx, if u ∈ H1

0 (Ω),

∞, if u ∈ L2(Ω)\H1
0 (Ω),

(3.1)

where the conductivity A is a Yd-periodic, symmetric and non-negative matrix-valued function
in L∞(Rd)d×d which is not strongly elliptic, i.e.

ess-inf
y∈Yd

(
min

{
A(y)ξ ·ξ : ξ ∈ Rd, |ξ |= 1

})
≥ 0, (3.2)

where the inequality is not necessarily strict. Thanks to the presence of the quadratic zeroth-
order term of the form ∥u∥2

L2(Ω), we immediately obtain the coerciveness in the weak topology
of L2(Ω) of Fε , namely, for u ∈ H1

0 (Ω),

Fε(u)≥
∫

Ω

|u|2dx.

This estimate guarantees that the Γ-limit for the weak topology on bounded sets of L2(Ω) is
characterized by conditions (i) and (ii) of Definition 3.0.4 (see [35, Proposition 8.10] and
Proposition A.3.6 in Appendix A.3), as well as, thanks to a compactness result (see [35,
Corollary 8.12] and Corollary A.3.7 in the Appendix A.3), Fε Γ-converges for the weak
topology of L2(Ω), up to subsequences, to some functional.
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We define the following functional

F0(u) :=


∫

Ω

{
A∗

∇u ·∇u+ |u|2
}

dx, if u ∈ H1
0 (Ω),

∞, if u ∈ L2(Ω)\H1
0 (Ω),

(3.3)

where the homogenized matrix A∗ is given by

A∗
λ ·λ := inf

{∫
Yd

A(y)(λ +∇v(y)) · (λ +∇v(y))dy : v ∈ H1
per(Yd)

}
. (3.4)

The main result of this chapter states that under suitable assumptions, the sequence of
functionals Fε , given by (3.1) with non-uniformly elliptic matrix-valued conductivity A(y),
Γ-converges for the L2(Ω)-weak topology to the functional F0 when u ∈ H1

0 (Ω).

Theorem 3.1.1. Let Fε be functionals given by (3.1) with A(y) a Yd-periodic, symmetric,
non-negative matrix-valued function in L∞(Rd)d×d satisfying (3.2). Assume the following
assumptions

(H1) any two-scale limit u0(x,y) of a sequence uε of functions in L2(Ω) with bounded energy
Fε(uε) does not depend on y;

(H2) the space V defined by

V :=
{∫

Yd

A1/2(y)Φ(y)dy : Φ ∈ L2
per(Yd;Rd) with div

(
A1/2(y)Φ(y)

)
= 0 in D ′(Rd)

}
(3.5)

agrees with the space Rd .

Then, Fε Γ-converges for the weak topology of L2(Ω) to F0, i.e.

Fε

Γ(L2)−w
⇀ F0,

where F0 is defined by (3.3) and A∗ is given by (3.4).

Proof. We split the proof into two steps which are an adaptation of [32, Theorem 3.3] using
the sole assumptions (H1) and (H2) in the general setting of conductivity.
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Step 1 - Γ-liminf inequality.
Consider a sequence {uε}ε converging weakly in L2(Ω) to u ∈ L2(Ω). We want to prove that

liminf
ε→0

Fε(uε)≥ F0(u). (3.6)

If the lower limit is ∞ then (3.6) is trivial. Up to a subsequence, still indexed by ε , we
may assume that liminfFε(uε) is a limit and we can also assume henceforth that, for some
0 <C < ∞,

Fε(uε)≤C. (3.7)

As uε is bounded in L2(Ω), there exists a subsequence, still indexed by ε , which two-scale
converges to a function u0(x,y) ∈ L2(Ω×Yd) (see e.g. [6, Theorem 1.2] and Theorem A.2.2
in Appendix A.2). In other words,

uε
⇀⇀ u0. (3.8)

Assumption (H1) ensures that

u0(x,y) = u(x) is independent of y, (3.9)

where, according to the link between two-scale and weak L2(Ω)-convergences (see [6,
Proposition 1.6] and Proposition A.2.3 in Appendix A.2), u is the weak limit of uε , i.e.

uε ⇀ u weakly in L2(Ω).

Since all the components of the matrix A(y) are bounded and A(y) is non-negative as a
quadratic form, in view of (3.7), for another subsequence (not relabeled), we have

A
( x

ε

)
∇uε

⇀⇀ σ0(x,y) with σ0 ∈ L2(Ω×Yd;Rd),

and also
A1/2 ( x

ε

)
∇uε

⇀⇀ Θ0(x,y) with Θ0 ∈ L2(Ω×Yd;Rd). (3.10)

In particular
εA
( x

ε

)
∇uε

⇀⇀ 0. (3.11)

Consider Φ ∈ L2
per(Yd;Rd) such that

div
(

A1/2(y)Φ(y)
)
= 0 in D ′(Rd), (3.12)
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or equivalently, ∫
Yd

A1/2(y)Φ(y) ·∇ψ(y)dy = 0 ∀ψ ∈ H1
per(Yd). (3.13)

Take also ϕ ∈C∞(Ω). Since uε ∈ H1
0 (Ω) and in view of (3.12), an integration by parts yields∫

Ω

A1/2 ( x
ε

)
∇uε ·Φ

( x
ε

)
ϕ(x)dx =−

∫
Ω

uεA1/2 ( x
ε

)
Φ
( x

ε

)
·∇ϕ(x)dx.

By using [6, Lemma 5.7] (see Proposition A.2.6 in Appendix A.2), A1/2(y)Φ(y) ·∇ϕ(x) is
an admissible test function for two-scale convergence. Then, we can pass to the two-scale
limit in the previous expression with the help of the convergences (3.8) and (3.10) along with
(3.9), and we obtain∫

Ω×Yd

Θ0(x,y) ·Φ(y)ϕ(x)dxdy =−
∫

Ω×Yd

u(x)A1/2(y)Φ(y) ·∇ϕ(x)dxdy. (3.14)

Let us check that the target function u is in H1(Ω). Setting

N :=
∫

Yd

A1/2(y)Φ(y)dy, (3.15)

and varying ϕ in C∞
c (Ω), the equality (3.14) reads as∫
Ω×Yd

Θ0(x,y) ·Φ(y)ϕ(x)dxdy =−
∫

Ω

u(x)N ·∇ϕ(x)dx

Since the integral in the left-hand side is bounded by a constant times ∥ϕ∥L2(Ω), the right-
hand side is a linear and continuous map in ϕ ∈ L2(Ω). By the Riesz representation theorem,
there exists g ∈ L2(Ω) such that, for any ϕ ∈C∞

c (Ω),∫
Ω

u(x)N ·∇ϕ(x)dx =
∫

Ω

g(x)ϕ(x)dx,

which implies that
N ·∇u ∈ L2(Ω). (3.16)

In view of assumption (H2), N is an arbitrary vector in Rd so that we infer from (3.16) that

u ∈ H1(Ω). (3.17)
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This combined with equality (3.14) leads us to∫
Ω×Yd

Θ0(x,y) ·Φ(y)ϕ(x)dxdy =
∫

Ω×Yd

A1/2(y)∇u(x) ·Φ(y)ϕ(x)dxdy. (3.18)

By density, the last equality holds if the test functions Φ(y)ϕ(x) are replaced by the set of
ψ(x,y) ∈ L2(Ω;L2

per(Yd;Rd)) such that

divy

(
A1/2(y)ψ(x,y)

)
= 0 in D ′(Rd),

or equivalently,∫
Ω×Yd

ψ(x,y) ·A1/2(y)∇yv(x,y)dxdy = 0 ∀v ∈ L2(Ω;H1
per(Yd)).

The L2(Ω;L2
per(Yd;Rd))-orthogonal to that set is the L2-closure of

K :=
{

A1/2(y)∇yv(x,y) : v ∈ L2(Ω;H1
per(Yd))

}
.

Thus, the equality (3.18) yields

Θ0(x,y) = A1/2(y)∇u(x)+S(x,y)

for some S in the closure of K , i.e. there exists a sequence vn ∈ L2(Ω;H1
per(Yd)) such that

A1/2(y)∇yvn(x,y)→ S(x,y) strongly in L2(Ω;L2
per(Yd;Rd)).

Due to the lower semi-continuity property of two-scale convergence (see [6, Proposition
1.6] and Proposition A.2.3 in Appendix A.2), we get

liminf
ε→0

∥A1/2(x/ε)∇uε∥2
L2(Ω;Rd) ≥ ∥Θ0∥2

L2(Ω×Yd ;Rd)

= lim
n

∥∥∥A1/2(y)(∇xu(x)+∇yvn)
∥∥∥2

L2(Ω×Yd ;Rd)
.
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Then, by the weak L2-lower semi-continuity of ∥uε∥L2(Ω), we have

liminf
ε→0

Fε(uε)≥ lim
n

∫
Ω×Yd

A(y)(∇xu(x)+∇yvn(x,y)) · (∇xu(x)+∇yvn(x,y))dxdy

+
∫

Ω

|u|2dx

≥
∫

Ω

inf
{∫

Yd

A(y)(∇xu(x)+∇yv(y)) · (∇xu(x)+∇yv(y))dy : v ∈ H1
per(Yd)

}
dx

+
∫

Ω

|u|2dx.

Recalling the definition (3.4), we immediately conclude that

liminf
ε→0

Fε(uε)≥
∫

Ω

{
A∗

∇u ·∇u+ |u|2
}

dx,

provided that a fortiori u ∈ H1
0 (Ω).

It remains to prove that the target function u is actually in H1
0 (Ω). To this end, take

x0 ∈ ∂Ω a Lebesgue point for u⌊∂Ω and let ν be the exterior normal to Ω. Thanks to (3.17),
we know that u ∈ H1(Ω), hence, after an integration by parts of the right-hand side of (3.14),
we obtain, for ϕ ∈C∞(Ω),∫

Ω×Yd

Θ0(x,y) ·Φ(y)ϕ(x)dxdy =
∫

Ω

N ·∇u(x)ϕ(x)dx−
∫

∂Ω

N ·ν(x)u(x)ϕ(x)dH , (3.19)

where N is given by (3.15). Varying ϕ in C∞
c (Ω), the first two integrals in (3.19) are equal

and bounded by a constant times ∥ϕ∥L2(Ω). It follows that, for any ϕ ∈C∞(Ω),

∫
∂Ω

N ·ν(x)u(x)ϕ(x)dH = 0,

which leads to N ·ν(x)u(x) = 0 H -a.e. on ∂Ω. Since x0 is a Lebesgue point, we have

N ·ν(x0)u(x0) = 0. (3.20)

In view of assumption (H2) and the arbitrariness of N, we can choose N such that N = ν(x0)

so that from (3.20) we get u(x0) = 0. Hence,

u ∈ H1
0 (Ω).

This concludes the proof of the Γ-liminf inequality.
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Step 2 - Γ-limsup inequality.
We use the same arguments of [33, Theorem 2.4] which we can easily extend to the conduct-
ivity setting. We just give an idea of the proof, which is based on a perturbation argument.
For δ > 0, let Aδ be the perturbed matrix of Md×d defined by

Aδ := A+δ Id,

where Id is the unit matrix of Md×d . Since the matrix A is non-negative, Aδ turns out
to be positive definite, hence, the functional F δ

ε , defined by (3.1) with Aδ in place of A,
Γ-converges to the functional F δ given by

F δ (u) :=


∫

Ω

{
A∗

δ
∇u ·∇u+ |u|2

}
dx, if u ∈ H1

0 (Ω),

∞, if u ∈ L2(Ω)\H1
0 (Ω),

for the strong topology of L2(Ω) (see e.g. [35, Corollary 24.5]). Thanks to the compactness
result of Γ-convergence (see e.g. [20, Proposition 1.42] and Theorem A.3.3 in Appendix
A.3), there exists a subsequence ε j such that Fε j Γ-converges for the L2(Ω)-strong topology
to some functional F0. Let u ∈ H1

0 (Ω) and and let uε j be a recovery sequence for the
functionals Fε j which converges to u for the H1(Ω)-weak topology on bounded sets. Since
Fε j ≤ F δ

ε j
and since uε j belongs to some bounded set of H1(Ω), from [35, Proposition 6.7]

(see Proposition A.3.8 in Appendix A.3) and [35, Proposition 8.10], we deduce that

F0(u)≤ F δ (u)

≤ liminf
ε j→0

∫
Ω

{
Aδ

(
x
ε j

)
∇uε j ·∇uε j + |uε j |

2
}

dx

≤ liminf
ε j→0

∫
Ω

{
A
(

x
ε j

)
∇uε j ·∇uε j + |uε j |

2
}

dx+O(δ )

= F0(u)+O(δ ).

It follows that F δ converges to F0 as δ → 0. Then, the Γ-limit F0 of Fε j is independent on
the subsequence ε j. Repeating the same arguments, any subsequence of Fε has a further
subsequence which Γ-converges for the strong topology of L2(Ω) to F0 = limδ→0 F δ .
Thanks to the Urysohn property (see e.g. [20, Proposition 1.44] and Proposition A.3.2 in
Appendix A.3), the whole sequence Fε Γ-converges to the functional F0 for the strong
topology of L2(Ω). On the other hand, in light of the definition (3.4) of A∗, we get that A∗

δ
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converges to A∗ as δ → 0, i.e.
lim
δ→0

A∗
δ
= A∗. (3.21)

Indeed, for η > 0, consider a function ϕη in Hper(Yd) such that∫
Yd

A(λ +∇ϕη(y)) · (λ +∇ϕη(y))dy ≤ A∗
λ ·λ +η .

Hence, we obtain that

A∗
λ ·λ ≤ A∗

δ
λ ·λ

≤
∫

Yd

Aδ (λ +∇ϕη(y)) · (λ +∇ϕη(y))dy

≤
∫

Yd

A(λ +∇ϕη(y)) · (λ +∇ϕη(y))dy+O(δ )

≤ A∗
λ ·λ +η +O(δ ).

Then, making δ tend to 0 for a fixed η , we obtain

A∗
λ ·λ ≤ liminf

δ→0
A∗

δ
λ ·λ

≤ limsup
δ→0

A∗
δ

λ ·λ

≤
∫

Yd

A(λ +∇ϕη(y)) · (λ +∇ϕη(y))dy

≤ A∗
λ ·λ +η .

Due to the arbitrariness of η , we get (3.21). Thanks to the Lebesgue dominated convergence
theorem and in view of (3.21), we get that F0 = limδ→0 F δ is exactly F0 given by (3.3).
Therefore, Fε Γ-converges to F0 for the L2(Ω)-strong topology.

Now, let us show that Fε Γ-converges to F0 for the weak topology of L2(Ω). Recall that
the L2(Ω)-weak topology is metrizable on the closed ball of L2(Ω). Fix n ∈ N and let dBn

be any metric inducing the L2(Ω)-weak topology on the ball Bn centered on 0 and of radius
n. Let u ∈ H1

0 (Ω) and let uε be a recovery sequence for Fε for the L2(Ω)-strong topology.
Since the topology induced by the metric dBn on Bn is weaker than the L2(Ω)-strong topology,
uε is also a recovery sequence for Fε for the L2(Ω)-weak topology on Bn. Hence,

lim
ε→0

Fε(uε) = F0(u),
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which proves the Γ-limsup inequality in Bn. Finally, since any sequence converging weakly
in L2(Ω) belongs to some ball Bn ⊂ L2(Ω), as well as its limit, it follows that the Γ-limsup
inequality holds true for Fε for L2(Ω)-weak topology, which concludes the proof of the
Γ-limsup inequality.

Remark 3.1.2. Using the definition of Γ-limsup (see Definition A.3.9 in Appendix A.3) and
[35, Proposition 6.3], it is possible to give an alternative proof of the Γ-limsup inequality.
Indeed, let u ∈ H1

0 (Ω) and let uδ
ε j

be a recovery sequence for F δ
ε j

which converges to u for

the L2(Ω)-strong topology. Since Fε j ≤ F δ
ε j

, we have

F δ (u)≥ limsup
ε j→0

F δ
ε j
(uδ

ε j
)≥ limsup

ε j→0
Fε j(u

δ
ε j
),

where F δ is the Γ-limit of F δ
ε j

for the L2(Ω)-strong topology. Recall that

Γ - limsup
ε j→0

Fε j(u) := inf

{
limsup

ε j→0
Fε j(uε j) : uε j → u strongly in L2(Ω)

}
.

This implies that

F δ (u)≥ Γ(s)- limsup
ε j→0

Fε j(u), (3.22)

where Γ(s)-limsup denotes the Γ-upper limit for the L2(Ω)-strong topology. Since the
L2(Ω)-weak topology is weaker than L2(Ω)-strong topology, due to [35, Proposition 6.3]
and from (3.22), we deduce that

Γ(w)- limsup
ε j→0

Fε j(u)≤ Γ(s)- limsup
ε j→0

Fε j(u)≤ F δ (u), (3.23)

where Γ(w)- limsup denotes the Γ-upper limit for the L2(Ω)-weak topology. Since F δ is
a decreasing function with respect to δ , i.e. for δ1 < δ2 and for any u ∈ H1

0 (Ω), F δ1(u)≤
F δ2(u), we deduce that there exists the limit as δ → 0 of F δ and

lim
δ→0

F δ (u) := inf
δ>0

F δ (u) for u ∈ H1
0 (Ω).
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In view of (3.21) and thanks to the Lebesgue dominated convergence theorem, we conclude
that, for any u ∈ H1

0 (Ω),
lim
δ→0

F δ (u) = F 0(u),

where F 0 is given by (3.3). Therefore, passing to the limit as δ → 0 in (3.23), we conclude
that

Γ(w)- limsup
ε j→0

Fε j(u)≤ F 0(u),

which concludes the proof of the Γ-limsup inequality.

The next proposition provides a characterization of Assumption (H2) in terms of homo-
genized matrix A∗.

Proposition 3.1.3. Assumption (H2) is equivalent to the positive definiteness of A∗, or
equivalently,

Ker(A∗) =V⊥. (3.24)

Proof. Consider λ ∈ Ker(A∗). Define

H1
λ
(Yd) :=

{
u ∈ H1

loc(R
d) : ∇u is Yd-periodic and

∫
Yd

∇u(y)dy = λ

}
.

Recall that u ∈ H1
λ
(Yd) if and only if there exists v ∈ H1

per(Yd) such that u(y) = v(y)+λ · y
(see e.g. [35, Lemma 25.2]). Since A∗ is non-negative and symmetric, from (3.4) it follows
that

0 = A∗
λ ·λ = inf

{∫
Yd

A(y)∇u(y) ·∇u(y)dy : u ∈ H1
λ
(Yd)

}
.

Then, there exists a sequence un of functions in H1
λ
(Yd) such that

lim
n→∞

∫
Yd

A(y)∇un(y) ·∇un(y)dy = 0,

which implies that
A1/2

∇un → 0 strongly in L2(Yd;Rd). (3.25)
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Now, take Φ ∈ L2
per(Yd;Rd) such that A1/2Φ is a divergence free field in Rd . By the periodic

divergence-curl lemma (see e.g. [51, Remark 1.2]), we have∫
Yd

A1/2(y)∇un(y) ·Φ(y)dy =
∫

Yd

∇un(y) ·A1/2(y)Φ(y)dy

=

(∫
Yd

∇un(y)dy
)
·
(∫

Yd

A1/2(y)Φ(y)dy
)
. (3.26)

In view of convergence (3.25), the integral on the left-hand side of (3.26) converges to 0.
Hence, since un ∈ H1

λ
(Yd), passing to the limit as n → ∞ in (3.26) yields

0 = λ ·
(∫

Yd

A1/2(y)Φ(y)dy
)
,

for any Φ ∈ L2
per(Yd;Rd) such that A1/2Φ is a divergence free field in Rd . Therefore λ ∈V⊥

which implies that
Ker(A∗)⊆V⊥.

Conversely, by (3.21) we already know that

lim
δ→0

A∗
δ
= A∗,

where A∗
δ

is the homogenized matrix associated with Aδ = A+ δ Id . Since Aδ is strongly
elliptic, the homogenized matrix A∗

δ
is given by

A∗
δ

λ ·λ = min
{∫

Yd

Aδ (y)∇uδ (y) ·∇uδ (y)dy : uδ ∈ H1
λ
(Yd)

}
. (3.27)

Let uδ be the minimizer of problem (3.27). Therefore, there exists a constant C > 0 such that

A∗
δ

λ ·λ =
∫

Yd

Aδ (y)∇uδ (y) ·∇uδ (y)dy =
∫

Yd

|A1/2
δ

(y)∇uδ (y)|2dy ≤C,

which implies that the sequence Φδ (y) := A1/2
δ

(y)∇uδ (y) is bounded in L2
per(Yd;Rd). Then,

up to extracting a subsequence, we can assume that Φδ converges weakly to some Φ in
L2

per(Yd;Rd).

Let us now show that A1/2
δ

converges strongly to A1/2 in L∞
per(Yd)

d×d . Since Aδ (y) and
A(y) commute, we deduce that

(A1/2
δ

(y)−A1/2(y))(A1/2
δ

(y)+A1/2(y)) = Aδ (y)−A(y) a.e. y ∈ Yd.
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This combined with the positive definiteness of A1/2
δ

+A1/2 implies that, for a.e. y ∈ Yd ,

A1/2
δ

(y)−A1/2(y) = (Aδ (y)−A(y))(A1/2
δ

(y)+A1/2(y))−1 = δ (A1/2
δ

(y)+A1/2(y))−1.

(3.28)
Moreover, we have

A1/2
δ

(y)+A1/2(y)≥ δ
1/2Id a.e. y ∈ Yd,

which implies that

(A1/2
δ

(y)+A1/2(y))−1 ≤ δ
−1/2Id a.e. y ∈ Yd.

This combined with (3.28) yields

0 ≤ A1/2
δ

(y)−A1/2(y)≤ δ
1/2Id a.e. y ∈ Yd.

which implies that A1/2
δ

converges strongly to A1/2 in L∞
per(Yd)

d×d .

Now, passing to the limit as δ → 0 in

div(A1/2
δ

Φδ ) = div(Aδ ∇uδ ) = 0 in D ′(Rd),

we have
div(A1/2

Φ) = 0 in D ′(Rd).

This along with Φ ∈ L2
per(Yd;Rd) implies that Φ is a test function for the set V given by (3.5).

From (3.27) it follows that

A∗
δ

λ =
∫

Yd

Aδ (y)∇uδ (y)dy =
∫

Yd

A1/2
δ

(y)Φδ (y)dy.

Hence, taking into account the strong convergence of A1/2
δ

in L∞
per(Yd)

d×d and the weak
convergence of Φδ in L2

per(Yd;Rd), we have

A∗
λ = lim

δ→0
A∗

δ
λ = lim

δ→0

∫
Yd

A1/2
δ

(y)Φδ (y)dy =
∫

Yd

A1/2(y)Φ(y)dy,

which implies that A∗λ ∈V since Φ is a suitable test function for the set V . Therefore, for
λ ∈V⊥,

A∗
λ ·λ = 0,
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so that, since A∗ is a non-negative matrix, we deduce that λ ∈ Ker(A∗). In other words,

V⊥ ⊆ Ker(A∗),

which concludes the proof.

3.2 Two-dimensional and three-dimensional examples

In this section we provide a geometric setting for which assumptions (H1) and (H2) are
fulfilled. We focus on a 1-periodic rank-one laminates of direction e1 with two phases in Rd ,
d = 2,3. Specifically, we assume the existence of two anisotropic phases Z1 and Z2 of Yd

given by
Z1 := (0,θ)× (0,1)d−1 and Z2 := (θ ,1)× (0,1)d−1,

where θ denotes the volume fraction of the phase Z1. Let Z#
1 and Z#

2 be the associated subsets
of Rd , i.e. the open periodic sets

Z#
i := Int

( ⋃
k∈Zd

(
Zi + k

))
for i = 1,2.

We denote by X1 and X2 the unbounded connected components of Z#
1 and Z#

2 in Rd given by

X1 := (0,θ)×Rd−1 and X2 := (θ ,1)×Rd−1,

and we denote by ∂Z the interface {y1 = 0}.

The anisotropic phases are described by two constant, symmetric and non-negative
matrices A1 and A2 of Md×d which are possibly not positive definite. Hence, the conductivity
matrix-valued function A ∈ L∞

per(Yd)
d×d , given by

A(y1) := χ(y1)A1 +(1−χ(y1))A2 for y1 ∈ R, (3.29)

where χ is the 1-periodic characteristic function of the phase Z1, is not strongly elliptic, i.e.
(3.2) is satisfied.
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3.2.1 The two-dimensional case with one degenerate phase

We are interested in two-phase mixtures in R2 with one degenerate phase. We specialize to
the case where the non-negative and symmetric matrices A1 and A2 of M2×2 are such that

A1 := ξ ⊗ξ and A2 is positive definite, (3.30)

for some ξ ∈ R2. The next proposition establishes the algebraic conditions which provide
assumptions (H1) and (H2) of Theorem 3.1.1.

Proposition 3.2.1. Let A1 and A2 be the matrices defined by (3.30). Assume that ξ · e1 ̸= 0.
and the vectors ξ and A2e1 are linearly independent in R2. Then, assumptions (H1) and (H2)
are satisfied.

From Theorem 3.1.1, we easily deduce that the energy Fε defined by (3.1) with A given
by (3.29) and (3.30) Γ-converges to the functional F0 given by (3.3) with conductivity matrix
A∗ defined by (3.4) which is positive definite due to Proposition 3.1.3. In the present case,
the homogenized matrix A∗ has an explicit expression given in Proposition 3.4.1 in Section
3.4.

Proof. Firstly, let us prove assumption (H1). We adapt the proof of Step 1 of [32, Theorem
3.3] to two-dimensional laminates. In our context, the algebra involved is different due to the
scalar setting.

Denote by ui
0 the restriction of the two-scale limit u0 in phase Zi or Z#

i for i = 1,2. In
view of (3.11), for any Φ(x,y) ∈C∞

c (Ω×R2; R2) with compact support in Ω×Z#
1 , or due to

periodicity in Ω×X1, we deduce that

0 =− lim
ε→0

ε

∫
Ω

A
( x

ε

)
∇uε ·Φ

(
x, x

ε

)
dx

= lim
ε→0

∫
Ω

uεdivy(A1Φ(x,y))
(
x, x

ε

)
dx

=
∫

Ω×Z#
1

u1
0(x,y)divy(A1Φ(x,y))dxdy

=−
∫

Ω×Z#
1

A1∇yu1
0(x,y) ·Φ(x,y)dxdy,

so that
A1∇yu1

0(x,y)≡ 0 in Ω×Z#
1 . (3.31)
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Similarly, taking Φ(x,y) ∈C∞
c (Ω×R2; R2) with compact support in Ω×Z#

2 , or equivalently
in Ω×X2, as test function and repeating the same arguments, we obtain

A2∇yu2
0(x,y)≡ 0 in Ω×Z#

2 . (3.32)

Due to (3.31), in phase Z#
1 we have

∇yu1
0 ∈ Ker(A1) = Span(ξ⊥),

where ξ⊥ = (−ξ2,ξ1) ∈ R2 is perpendicular to ξ = (ξ1,ξ2). Hence, u1
0 reads as

u1
0(x,y) = θ

1(x, ξ
⊥ · y) a.e. (x,y) ∈ Ω×X1, (3.33)

for some function θ 1 ∈ L2(Ω×R). On the other hand, since the matrix A2 is positive definite,
in phase Z#

2 the relation (3.32) implies that

u2
0(x,y) = θ

2(x) a.e. (x,y) ∈ Ω×X2, (3.34)

for some function θ 2 ∈ L2(Ω). Now, consider a constant vector-valued function Φ on Y2

such that
(A1 −A2)Φ · e1 = 0 on ∂Z#

1 . (3.35)

Note that condition (3.35) is necessary for divy(A(y)Φ) to be an admissible test function for
two-scale convergence. In view of (3.11) and (3.34), for any ϕ ∈C∞

c (Ω;C∞
per(Y2)), we obtain

0 =− lim
ε→0

ε

∫
Ω

A(y)∇uε ·Φϕ
(
x, x

ε

)
dx

= lim
ε→0

∫
Ω

uεdivy(A(y)Φϕ(x,y))
(
x, x

ε

)
dx

=
∫

Ω×Z1

u1
0(x,y)divy(A1Φϕ(x,y))dxdy

+
∫

Ω×Z2

θ
2(x)divy(A2Φϕ(x,y))dxdy.

Take now ϕ ∈C∞
c (Ω×R2) and use the periodized function

ϕ
#(x,y) := ∑

k∈Z2

ϕ(x,y+ k)
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as new test function. Then, we obtain

0 =
∫

Ω×Z1

u1
0(x,y)divy(A1Φϕ

#(x,y))dxdy+
∫

Ω×Z2

θ
2(x)divy(A2Φϕ

#(x,y))dxdy

= ∑
k∈Z2

∫
Ω×(Z1+k)

u1
0(x,y)divy(A1Φϕ(x,y))dxdy+ ∑

k∈Z2

∫
Ω×(Z2+k)

θ
2(x)divy(A2Φϕ(x,y))dxdy

=
∫

Ω×Z#
1

u1
0(x,y)divy(A1Φϕ(x,y))dxdy+

∫
Ω×Z#

2

θ
2(x)divy(A2Φϕ(x,y))dxdy. (3.36)

Recall that A1 = ξ ⊗ ξ where ξ is such that ξ · e1 ̸= 0. This combined with the linear
independence of the vectors ξ and A2e1 implies that the linear map

Φ ∈ R2 7→ (A1e1 ·Φ,A2e1 ·Φ) ∈ R2

is one-to-one. Hence, for any f ∈ R, there exists a unique Φ ∈ R2 such that

A1Φ · e1 = A2Φ · e1 = f . (3.37)

In view of the arbitrariness of f in the above equalities, we can choose Φ such that

A1e1 ·Φ = A2e1 ·Φ = 1 for y ∈ ∂Z#
1 . (3.38)

Set v0(x,y) := u1
0(x,y)−θ 2(x) and note that

0 =
∫

Ω×R2
θ

2(x)divy(A(y)Φ(y)ϕ(x,y))dxdy

=
∫

Ω×Z#
1

θ
2(x)divy(A1Φ(y)ϕ(x,y))dxdy+

∫
Ω×Z#

2

θ
2(x)divy(A2Φ(y)ϕ(x,y))dxdy.

This along with (3.36) implies that

0 =
∫

Ω×Z#
1

u1
0(x,y)divy(A1Φ(y)ϕ(x,y))dxdy−

∫
Ω×Z#

1

θ
2(x)divy(A1Φ(y)ϕ(x,y))dxdy

=
∫

Ω×Z#
1

v0(x,y)divy(A1Φ(y)ϕ(x,y))dxdy. (3.39)

Since A1∇yv0 = 0 in Ω×Z#
1 in the distributional sense and due to (3.38) and the arbitrariness

of ϕ , an integration by parts of (3.39) implies that v0(x, ·) has a trace on ∂Z for a.e. x ∈ Ω

satisfying
v0(x, ·) = 0 on ∂Z. (3.40)
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Recall that ∂Z = {y1 = 0}. Fix x ∈ Ω. Taking into account (3.33) and (3.34), the equality
(3.40) reads as

θ
1(x, ξ1y2) = θ

2(x) on ∂Z.

Since ξ · e1 ̸= 0, it follows that θ 1 only depends on x so that u1
0(x,y) agrees with θ 2(x).

Finally, we conclude that u0(x,y) := χ(y1)u1
0(x,y)+(1−χ(y1))u2

0(x,y) is independent of y
and hence (H1) is satisfied.

Let us prove assumption (H2). The proof is a variant of the Step 2 of [32, Theorem 3.4].
For arbitrary α,β ∈ R, let Φ be a vector-valued function given by

A1/2(y)Φ(y) := χ(y1)αξ +(1−χ(y1))(αξ +βe2) for a.e. y ∈ R2. (3.41)

Such a vector field Φ does exist, since ξ is in the range of A1 and thus the right-hand side of
(3.41) belongs pointwise to the range of A, or equivalently to the range of A1/2. Moreover,
the difference of two constant phases in (3.41) is orthogonal to the laminate direction e1, so
that A1/2Φ is a laminate divergence free periodic field in R2. Its average value is given by

N :=
∫

Y2

A1/2(y)Φ(y)dy = αξ +(1−θ)βe2.

Hence, due to ξ ·e1 ̸= 0 and the arbitrariness of α,β , the set of the vectors N spans R2, which
yields assumption (H2) and concludes the proof.

3.2.2 The three-dimensional case with both degenerate phases

We are going to deal with three-dimensional laminates where both phases are degenerate.
We assume that the symmetric and non-negative matrices A1 and A2 of M3×3 have rank two,
hence, there exist η1,η2 ∈ R3 such that

Ker(Ai) = Span(ηi) for i = 1,2. (3.42)

The following proposition gives the algebraic conditions so that assumptions required by
Theorem 3.1.1 are satisfied.

Proposition 3.2.2. Let η1 and η2 be the vectors in R3 defined by (3.42). Assume that
the vectors {e1,η1,η2} as well as {A1e1,A2e1} are linearly independent in R3. Then,
assumptions (H1) and (H2) are satisfied.
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Invoking again Theorem 3.1.1, the energy Fε defined by (3.1) with A given by (3.29) and
(3.42), Γ-converges for the weak topology of L2(Ω) to F0 where the effective conductivity
A∗ is given by (3.4) which is positive definite by virtue of Proposition 3.1.3. As in two-
dimensional laminate materials, A∗ has an explicit expression (see Proposition 3.4.1 in
Section 3.4).

Proof. Let us first check assumption (H1). The proof is an adaptation of the first step of [32,
Theorem 3.3]. Same arguments as in the proof of Proposition 3.2.1 show that

Ai∇yui
0(x,y)≡ 0 in Ω×Z#

i for i = 1,2. (3.43)

In view of (3.42) and (3.43), in phase Z#
i , ui

0 reads as

ui
0(x,y) = θ

i(x,ηi · y) a.e. (x,y) ∈ Ω×Xi, (3.44)

for some function θ i ∈ L2(Ω×R) and i = 1,2. Now, consider a constant vector-valued
function Φ on Y3 such that the transmission condition (3.35) holds. In view of (3.11), for any
ϕ ∈C∞

c (Ω, C∞
per(Y3)), we obtain

0 =− lim
ε→0

ε

∫
Ω

A(y)∇uε ·Φϕ
(
x, x

ε

)
dx

=
∫

Ω×Z1

u1
0(x,y)divy(A1Φϕ(x,y))dxdy

+
∫

Ω×Z2

u2
0(x,y)divy(A2Φϕ(x,y))dxdy. (3.45)

Take ϕ ∈C∞
c (Ω×R3). Putting the periodized function

ϕ
#(x,y) := ∑

k∈Z3

ϕ(x,y+ k)

as test function in (3.45), we get∫
Ω×Z#

1

u1
0(x,y)divy(A1Φϕ(x,y))dxdy+

∫
Ω×Z#

2

u2
0(x,y)divy(A2Φϕ(x,y))dxdy = 0. (3.46)

Since the vectors A1e1 and A2e1 are independent in R3, the linear map

Φ ∈ R3 7→ (A1e1 ·Φ, A2e1 ·Φ) ∈ R2
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is surjective. In particular, for any f ∈ R, there exists Φ ∈ R3 such that

A1Φ · e1 = A2Φ · e1 = f . (3.47)

In view of the arbitrariness of f in (3.47), we can choose Φ such that (3.38) is satisfied.
Thanks to (3.43), we have that, for i = 1,2, Ai∇yui

0(x,y) = 0 in Ω×Z#
i in distributional sense,

so that an integration by parts with respect to y of both integrals in (3.46) yields, for any
ϕ ∈C∞

c (Ω×R3), ∫
Ω×∂Z

[
u1

0(x,y)−u2
0(x,y)

]
ϕ(x,y)dxdHy = 0,

which implies that u1
0(x, ·) and u2

0(x, ·) have a trace on ∂Z for a.e. x ∈ Ω which satisfies

u1
0(x, ·) = u2

0(x, ·) on ∂Z. (3.48)

Fix x ∈ Ω and recall that ∂Z = {y1 = 0}. In view of (3.44), the relation (3.48) reads as

θ
1(x, b1y2 + c1y3) = θ

2(x, b2y2 + c2y3) on ∂Z, (3.49)

with ηi = (ai,bi,ci) for i = 1,2. Due to the independence of {e1,η1,η2} in R3, the linear
map (y2,y3) ∈ R2 7→ (z1,z2) ∈ R2 defined by

z1 := b1y2 + c1y3, z2 := b2y2 + c2y3,

is a change of variables so that (3.49) becomes

θ
1(x,z1) = θ

2(x,z2) a.e. z1,z2 ∈ R.

This implies that θ 1 and θ 2 depend only on x and thus u1
0 and u2

0 agree with some func-
tion u ∈ L2(Ω). Finally, we conclude that u0(x,y) = χ(y1)u1

0(x,y)+ (1− χ(y1))u2
0(x,y) is

independent of y and hence (H1) is satisfied.

It remains to prove assumption (H2). To this end, let E be the subset of R3 ×R3 defined
by

E := {(ξ1,ξ2) ∈ R3 ×R3 : (ξ1 −ξ2) · e1 = 0, ξ1 ·η1 = 0, ξ2 ·η2 = 0}. (3.50)

For (ξ1,ξ2) ∈ E, let Φ be the vector-valued function defined by

A1/2(y)Φ(y) := χ(y1)ξ1 +(1−χ(y1))ξ2 a.e. y ∈ R3. (3.51)
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The existence of such a vector field Φ is guaranteed by the conditions ξi ·ηi = 0, for i = 1,2,
which imply that ξi belongs to the range of Ai and hence the right-hand side of (3.51) belongs
pointwise to the range of A, or equivalently to the range of A1/2. Moreover, since the
difference of the phases ξ1 and ξ2 is orthogonal to the laminate direction e1, A1/2Φ is a
laminate divergence free periodic field in R3. Its average value is given by

N :=
∫

Y3

A1/2(y)Φ(y)dy = θξ1 +(1−θ)ξ2.

Note that E is a linear subspace of R3 ×R3 whose dimension is three. Indeed, let f be the
linear map defined by

(ξ1,ξ2) ∈ R3 ×R3 7→ ((ξ1 −ξ2) · e1, ξ1 ·η1, ξ2 ·η2) ∈ R3.

If we identity the pair (ξ1,ξ2) ∈ R3 ×R3 with the vector (x1,y1,z1,x2,y2,z2) ∈ R6, with
ξi = (xi,yi,zi), for i = 1,2, the associated matrix M f ∈ M3×6 of f is given by

M f :=

 1 0 0 −1 0 0
a1 b1 c1 0 0 0
0 0 0 a2 b2 c2

 ,

with ηi = (ai,bi,ci), for i = 1,2. In view of the linear independence of {e1,η1,η2}, the rank
of M f is three, which implies that the dimension of kernel Ker( f ) is also three. Since the
kernel Ker( f ) agrees with E, we conclude that the dimension of E is three.

Now, let g be the linear map defined by

(ξ1,ξ2) ∈ E 7→ θξ1 +(1−θ)ξ2 ∈ R3.

Let us show that g is invertible. To this end, consider (ξ1,ξ2) ∈ Ker(g). From the definition
of the map g, Ker(g) consists of all vectors (ξ1,ξ2) ∈ E of the form(

ξ1,
θ

θ −1
ξ1

)
. (3.52)

In view of the definition of E given by (3.50), the vector (3.52) satisfies the conditions(
ξ1 −

θ

θ −1
ξ1

)
· e1 = 0, ξ1 ·η1 = 0,

θ

θ −1
ξ1 ·η2 = 0.
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This combined with the linear independence of {e1,η1,η2} implies that

ξ1 ∈ {e1,η1,η2}⊥ = {0}.

Hence, Ker(g) = {(0,0)} which implies along with the fact that the dimension of E is three
that g is invertible. This proves that all the vectors of R3 can be attained through the map g
so that assumption (H2) is satisfied.

3.3 A two-dimensional counter-example

In this section we are going to construct a counter-example of two-dimensional laminates
with two degenerate phases, where the lack of assumption (H1) provides an anomalous
asymptotic behaviour of the functional Fε (3.1).

Let Ω := (0,1)2 and let e2 be the laminate direction. We assume that the non-negative
and symmetric matrices A1 and A2 of M2×2 are given by

A1 := e1 ⊗ e1 and A2 := ce1 ⊗ e1,

for some positive constant c > 1. The presence of c ̸= 1 is essential to have oscillation in the
conductivity matrix A. In the present case, the matrix-valued conductivity A is given by

A(y2) := χ(y2)A1 +(1−χ(y2))A2 = a(y2)e1 ⊗ e1 for y2 ∈ R, (3.53)

with
a(y2) := χ(y2)+ c(1−χ(y2))≥ 1. (3.54)

Thus, the energy Fε , defined by (3.1) with A(y) given by (3.53) and (3.54) becomes

Fε(u) =



∫
Ω

[
a
(x2

ε

)(
∂u
∂x1

)2

+ |u|2
]

dx, if u ∈ H1
0 (Ω),

∞, if u ∈ L2(Ω)\H1
0 (Ω).

(3.55)

We denote by ∗1 the convolution with respect to the variable x1, i.e. for f ∈ L1(R2) and
g ∈ L2(R2)

( f ∗1 g)(x1,x2) =
∫
R

f (x1 − t,x2)g(t,x2)dt.
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Throughout this section, cθ denotes the positive constant given by

cθ := cθ +1−θ , (3.56)

where θ ∈ (0,1) is the volume fraction of the phase Z1 in Y2. The following result proves
the Γ-convergence of Fε for the weak topology of L2(Ω) and provides two alternative
expressions of the Γ-limit, one of that seems nonlocal due to presence of convolution term
(see Remark 3.3.5 below).

Proposition 3.3.1. Let Fε be the functional defined by (3.55). Then, Fε Γ-converges for
the weak topology of L2(Ω) to the functional defined by

F (u) :=



∫ 1

0
dx2

∫
R

1
k̂0(λ1)

|F2(u)(λ1,x2)|2dλ1, if u ∈ H1
0 ((0,1)x1;L2(0,1)x2),

∞, if u ∈ L2(Ω)\H1
0 ((0,1)x1;L2(0,1)x2),

where F2(u)(λ1, ·) denotes the Fourier transform on L2(R) of parameter λ1 with respect to
the variable x1 of the function x1 7→ u(x1, ·) extended by zero outside (0,1) and

k̂0(λ1) :=
∫ 1

0

1
4π2a(y2)λ

2
1 +1

dy2. (3.57)

The Γ-limit F can be also expressed as

F (u) :=



∫ 1

0
dx2

∫
R

{
c

cθ

(
∂u
∂x1

)2

(x1,x2)+ [
√

αu(x1,x2)+(h∗1 u)(x1,x2)]
2

}
dx1,

if u ∈ H1
0 ((0,1)x1 ;L2(0,1)x2),

∞, if u ∈ L2(Ω)\H1
0 ((0,1)x1;L2(0,1)x2),

(3.58)

where cθ is given by (3.56) and h is a real-valued function in L2(R) defined by means of its
Fourier transform F2 on L2(R)

F2(h)(λ1) :=
√

α + f (λ1)−
√

α, (3.59)
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where α and f are given by

α :=
c2θ +1−θ

c2
θ

> 0, f (λ1) :=
(c−1)2θ(θ −1)

c2
θ

1
cθ 4π2λ 2

1 +1
. (3.60)

Moreover, any two-scale limit u0(x,y) of a sequence uε with bounded energy Fε depends on
the variable y2 ∈ Y1.

Remark 3.3.2. From (3.60) we can deduce that

α+ f (λ1)=
1

c2
θ
(cθ 4π2λ 2

1 +1)

{
(c2

θ +1−θ)cθ 4π
2
λ

2
1 +[(c−1)θ +1]2

}
> 0 ∀λ1 ∈R,

so that the Fourier transform of h is well-defined.

Proof. We divide the proof into three steps.

Step 1 - Γ-liminf inequality.
Consider a sequence {uε}ε converging weakly in L2(Ω) to u ∈ L2(Ω). Our aim is to prove
that

liminf
ε→0

Fε(uε)≥ F (u). (3.61)

If the lower limit is ∞ then (3.61) is trivial. Up to a subsequence, still indexed by ε , we
may assume that liminfFε(uε) is a limit and we may assume henceforth that, for some
0 <C < ∞,

Fε(uε)≤C. (3.62)

It follows that the sequence uε is bounded in L2(Ω) and according to [6, Theorem 1.2]
(see Theorem A.2.2 in Appendix A.2), a subsequence, still indexed by ε , of that sequence
two-scale converges to some u0(x,y) ∈ L2(Ω×Y2). In other words,

uε
⇀⇀ u0. (3.63)

In view of (3.54), we know that a ≥ 1 so that, thanks to (3.62), for another subsequence (not
relabeled) we have

∂uε

∂x1
⇀⇀ σ0(x,y) with σ0 ∈ L2(Ω×Y2). (3.64)

In particular,

ε
∂uε

∂x1
⇀⇀ 0. (3.65)
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Take ϕ ∈C∞
c (Ω; C∞

per(Y2)). By integration by parts, we obtain

ε

∫
Ω

∂uε

∂x1
ϕ
(
x, x

ε

)
dx =−

∫
Ω

uε

(
ε

∂ϕ

∂x1

(
x, x

ε

)
+

∂ϕ

∂y1

(
x, x

ε

))
dx.

Passing to the limit in both terms with the help of (3.63) and (3.65) leads to

0 =−
∫

Ω×Y2

u0(x,y)
∂ϕ

∂y1
(x,y)dxdy,

which implies that
u0(x,y) is independent of y1. (3.66)

Due to the link between two-scale and weak L2-convergences (see [6, Proposition 1.6] and
Proposition A.2.3 in Appendix A.2), we have

uε ⇀ u(x) =
∫

Y1

u0(x,y2)dy2 weakly in L2(Ω). (3.67)

Now consider ϕ ∈C∞(Ω; C∞
per(Y2)) such that

∂ϕ

∂y1
(x,y) = 0. (3.68)

Since uε ∈ H1
0 (Ω), an integration by parts leads us to

∫
Ω

∂uε

∂x1
ϕ
(
x, x

ε

)
dx =−

∫
Ω

uε

∂ϕ

∂x1

(
x,

x
ε

)
dx.

In view of the convergences (3.63) and (3.64) together with (3.66), we can pass to the
two-scale limit in the previous expression and we obtain∫

Ω×Y2

σ0(x,y)ϕ(x,y)dxdy =−
∫

Ω×Y2

u0(x,y2)
∂ϕ

∂x1
(x,y)dxdy. (3.69)

Varying ϕ ∈ C∞
c (Ω; C∞

per(Y2)), the left-hand side of (3.69) is bounded by a constant times
∥ϕ∥L2(Ω×Y2)

so that the right-hand side is a linear and continuous form in ϕ ∈ L2(Ω×Y2).
By the Riesz representation theorem, there exists g ∈ L2(Ω×Y2) such that, for any ϕ ∈
C∞

c (Ω; C∞
per(Y2)),

∫
Ω×Y2

u0(x,y2)
∂ϕ

∂x1
(x,y)dxdy =

∫
Ω×Y2

g(x,y)ϕ(x,y)dxdy,
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which yields
∂u0

∂x1
(x,y2) ∈ L2(Ω×Y1). (3.70)

Then, an integration by parts with respect to x1 of the right-hand side of (3.69) yields, for
any ϕ ∈C∞(Ω; C∞

per(Y2)),

∫
Ω×Y2

σ0(x,y)ϕ(x,y)dxdy =
∫

Ω×Y2

∂u0

∂x1
(x,y2)ϕ(x,y)dxdy

−
∫ 1

0
dx2

∫
Y2

[u0(1,x2,y2)ϕ(1,x2,y)−u0(0,x2,y2)ϕ(0,x2,y)]dy.

(3.71)

In view of (3.69), for any ϕ ∈C∞
c (Ω; C∞

per(Y2)), the first two integrals are equal and bounded
by a constant times ∥ϕ∥L2(Ω×Y2)

. Therefore, we deduce that, for any ϕ ∈C∞([0,1]; C∞
per(Y2)),

∫ 1

0
dx2

∫
Y2

[u0(1,x2,y2)ϕ(1,x2,y)−u0(0,x2,y2)ϕ(0,x2,y)]dy = 0,

which implies that

u0(1,x2,y2) = u0(0,x2,y2) = 0 a.e. (x2,y2) ∈ (0,1)×Y1.

This combined with (3.70) yields

u0(x1,x2,y2) ∈ H1
0 ((0,1)x1;L2((0,1)x2 ×Y1)).

Finally, an integration by parts with respect to x1 of the right-hand side of (3.69) implies that,
for any ϕ ∈C∞(Ω; C∞

per(Y2)) satisfying (3.68),

∫
Ω×Y2

(
σ0(x,y)−

∂u0

∂x1
(x,y2)

)
ϕ(x,y)dxdy = 0.

Since the orthogonal of divergence-free functions is the gradients, from the previous equality
we deduce that there exists ũ ∈ H1

per(Y1;L2(Ω×Y1)) such that

σ0(x,y) =
∂u0

∂x1
(x,y2)+

∂ ũ
∂y1

(x,y). (3.72)
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Let us now show that

liminf
ε→0

∫
Ω

a
(x2

ε

)(
∂uε

∂x1

)2

dx ≥
∫

Ω×Y2

a(y2)

(
∂u0

∂x1
(x,y2)+

∂ ũ
∂y1

(x,y)
)2

dxdy. (3.73)

To this end, set

σε :=
∂uε

∂x1
.

Since a ∈ L∞
per(Y1)⊂ L2

per(Y1), there exists a sequence ak of functions in C∞
per(Y1) such that

∥a−ak∥L2(Y1)
→ 0 as k → ∞, (3.74)

hence, by periodicity, we also have∥∥∥a
(x2

ε

)
−ak

(x2

ε

)∥∥∥
L2(Ω)

≤C∥a−ak∥L2(Y1)
, (3.75)

for some positive constant C > 0. On the other hand, since σ0 given by (3.72) is in L2(Ω×Y2),
there exists a sequence ψn of functions in C∞

c (Ω; C∞
per(Y2)) such that

ψn(x,y)→ σ0(x,y) strongly in L2(Ω×Y2). (3.76)

From the inequality ∫
Ω

a
(x2

ε

)(
σε −ψn

(
x, x

ε

))2 dx ≥ 0,

we get∫
Ω

a
(x2

ε

)
σ

2
ε dx ≥ 2

∫
Ω

a
(x2

ε

)
σεψn

(
x, x

ε

)
dx−

∫
Ω

a
(x2

ε

)
ψ

2
n
(
x, x

ε

)
dx

= 2
∫

Ω

(
a
(x2

ε

)
−ak

(x2

ε

))
σεψn

(
x, x

ε

)
dx+2

∫
Ω

ak

(x2

ε

)
σεψn

(
x, x

ε

)
dx

−
∫

Ω

a
(x2

ε

)
ψ

2
n
(
x, x

ε

)
dx. (3.77)

In view of (3.75), the first integral on the right-hand side of (3.77) can be estimated as∣∣∣∣∫
Ω

(
a
(x2

ε

)
−ak

(x2

ε

))
σεψn

(
x, x

ε

)
dx
∣∣∣∣≤C∥a−ak∥L2(Y1)

∥ψn∥L∞(Ω)∥σε∥L2(Ω)

≤C∥a−ak∥L2(Y1)
.
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Hence, passing to the limit as ε → 0 in (3.77) with the help of (3.64) leads to

liminf
ε→0

∫
Ω

a
(x2

ε

)
σ

2
ε dx ≥−C∥a−ak∥L2(Y1)

+2 lim
ε→0

∫
Ω

ak

(x2

ε

)
σεψn

(
x, x

ε

)
dx

− lim
ε→0

∫
Ω

a
(x2

ε

)
ψ

2
n
(
x, x

ε

)
dxdy

= 2
∫

Ω×Y2

ak(y2)σ0(x,y)ψn(x,y)dxdy−C∥a−ak∥L2(Y1)

−
∫

Ω×Y2

a(y2)ψ
2
n (x,y)dxdy.

Thanks to (3.74), we take the limit as k → ∞ in the previous inequality and we obtain

liminf
ε→0

∫
Ω

a
(x2

ε

)
σ

2
ε dx ≥ 2

∫
Ω×Y2

a(y2)σ0(x,y)ψn(x,y)dxdy−
∫

Ω×Y2

a(y2)ψ
2
n (x,y)dxdy,

so that in view of (3.76), passing to the limit as n → ∞ leads to

liminf
ε→0

∫
Ω

a
(x2

ε

)
σ

2
ε dx ≥

∫
Ω×Y2

a(y2)σ
2
0 (x,y)dxdy.

This combined with (3.72) proves (3.73).

By (3.66), we already know that u0 does not depend on y1. In view of the periodicity of
ũ with respect to y1, an application of Jensen’s inequality leads us to

∫
Ω×Y2

a(y2)

(
∂u0

∂x1
(x,y2)+

∂ ũ
∂y1

(x,y)
)2

dxdy

=
∫

Ω

dx
∫

Y1

a(y2)dy2

∫
Y1

(
∂u0

∂x1
(x,y2)+

∂ ũ
∂y1

(x,y)
)2

dy1

≥
∫

Ω

dx
∫

Y1

a(y2)dy2

(∫
Y1

[
∂u0

∂x1
(x,y2)+

∂ ũ
∂y1

(x,y)
]

dy1

)2

=
∫

Ω

dx
∫

Y1

a(y2)

(
∂u0

∂x1

)2

(x,y2)dy2.

This combined with (3.73) implies that

liminf
ε→0

∫
Ω

a
(x2

ε

)(
∂uε

∂x1

)2

dx ≥
∫

Ω

dx
∫

Y1

a(y2)

(
∂u0

∂x1

)2

(x,y2)dy2. (3.78)

Now, we extend the functions in L2(Ω) by zero with respect to x1 outside (0,1) so that
functions in H1

0 ((0,1)x1;L2(0,1)x2) can be regarded as functions in H1(Rx1;L2(0,1)x2). Due
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to the weak L2-lower semi-continuity of ∥uε∥L2(Ω) along with (3.78), we have

liminf
ε→0

Fε(uε)≥
∫ 1

0
dx2

∫
Y1

dy2

∫
R

[
a(y2)

(
∂u0

∂x1

)2

(x1,x2,y2)+ |u0|2(x1,x2,y2)

]
dx1.

(3.79)

We minimize the right-hand side with respect to u0(x1,x2,y2) ∈ H1(Rx1; L2((0,1)x2 ×Y1))

satisfying (3.67) where the weak limit u of uε in L2(Ω) is fixed. The minimizer, still denoted
by u0, satisfies the Euler equation

∫ 1

0
dx2

∫
Y1

dy2

∫
R

[
a(y2)

∂u0

∂x1
(x1,x2,y2)

∂v
∂x1

(x1,x2,y2)+u0(x1,x2,y2)v(x1,x2,y2)

]
dx1 = 0

for any v(x1,x2,y2) ∈ H1(Rx1; L2((0,1)x2 ×Y1)) such that
∫

Y1
v(x,y2)dy2 = 0. Then, there

exists b(x1,x2) ∈ H−1(Rx1; L2(R)x2) independent of y2 such that in distributions sense with
respect to the variable x1,

−a(y2)
∂ 2u0

∂x2
1
(x1,x2,y2)+u0(x1,x2,y2) = b(x1,x2) in D ′(R) a.e. (x2,y2) ∈ (0,1)×Y1.

(3.80)
Taking the Fourier transform F2 on L2(R) of parameter λ1 with respect to the variables x1,
the equation (3.80) becomes

F2(u0)(λ1,x2,y2) =
F2(b)(λ1,x2)

4π2a(y2)λ
2
1 +1

a.e. (λ1,x2,y2) ∈ R× (0,1)×Y1. (3.81)

Note that (3.81) proves in particular that the two-scale limit u0 does depend on the variable
y2, since its Fourier transform with respect to the variable x1 depends on y2 through the
function a(y2).

In light of the definition (3.57) of k̂0 and due to (3.67), integrating (3.81) with respect to
y2 ∈ Y1 yields

F2(u)(λ1,x2) = k̂0(λ1)F2(b)(λ1,x2) a.e. (λ1,x2) ∈ R× (0,1). (3.82)
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By using Plancherel’s identity with respect to the variable x1 in the right-hand side of (3.79)
and in view of (3.81) and (3.82), we obtain

liminf
ε→0

Fε(uε)≥
∫ 1

0
dx2

∫
Y1

dy2

∫
R
(4π

2a(y2)λ
2
1 +1)|F2(u0)(λ1,x2,y2)|2dλ1

=
∫ 1

0
dx2

∫
R

1
k̂0(λ1)

|F2(u)(λ1,x2)|2dλ1,

which proves the Γ-liminf inequality.

Step 2- Γ-limsup inequality.
For the proof of the Γ-limsup inequality, we need the following lemma whose proof will be
given later.

Lemma 3.3.3. Let u∈C∞
c (Ω). For fixed x2 ∈ (0,1) and y2 ∈Y1, let b(·,x2) be the distribution

(parameterized by x2) defined by

F2(b)(λ1,x2) :=
1

k̂0(λ1)
F2(u)(λ1,x2), (3.83)

where u(·,x2) is extended by zero outside (0,1). Let u0(·,x2,y2) be the unique solution to
problem −a(y2)

∂ 2u0

∂x2
1
(x1,x2,y2)+u0(x1,x2,y2) = b(x1,x2), x1 ∈ (0,1),

u0(0,x2,y2) = u0(1,x2,y2) = 0,
(3.84)

with a(y2) given by (3.54). Then b(x1,x2) is in C([0,1]x2 ; L2(0,1)x1) and u0(x1,x2,y2) is in
C1([0,1]2; L∞

per(Y1)).

Let u ∈C∞
c (Ω). Thanks to Lemma 3.3.3, there exists a unique solution

u0(x1,x2,y2) ∈C1([0,1]2; L∞
per(Y1)) (3.85)

to the problem (3.84). Taking the Fourier transform F2 on L2(R) of parameter λ1 with
respect to x1 of the equation in (3.84) and taking into account (3.83), we get

F2(u0)(λ1,x2,y2) =
F2(u)(λ1,x2)

(4π2a(y2)λ
2
1 +1)k̂0(λ1)

for (λ1,x2,y2)∈R× [0,1]×Y1, (3.86)
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where u0(·,x2,y2) and u(·,x2) are extended by zero outside (0,1). Integrating (3.86) over
y2 ∈ Y1, we obtain

u(x1,x2) =
∫

Y1

u0(x1,x2,y2)dy2 for (x1,x2) ∈ R× (0,1). (3.87)

Let {uε}ε be the sequence in L2(Ω) defined by

uε(x1,x2) := u0

(
x1,x2,

x2

ε

)
.

Recall that rapidly oscillating Y1-periodic function uε weakly converges in L2(Ω) to the mean
value of uε over Y1. This combined with (3.87) implies that uε weakly converges in L2(Ω) to
u. In other words,

uε ⇀ u weakly in L2(Ω).

Due to (3.85), we can apply [6, Lemma 5.5] (see Proposition A.2.5 in Appendix A.2) so that

u0(x1,x2,y2) and
∂u0

∂x1
(x,y) are admissible test functions for two-scale convergence. Hence,

lim
ε→0

Fε(uε) = lim
ε→0

∫
Ω

[
a
(x2

ε

)(
∂u0

∂x1

)2(
x1,x2,

x2

ε

)
+
∣∣∣u0

(
x1,x2,

x2

ε

)∣∣∣2]dx

=
∫

Ω

dx
∫

Y1

[
a(y2)

(
∂u0

∂x1

)2

(x1,x2,y2)+ |u0(x1,x2,y2)|2
]

dy2

=
∫ 1

0
dx2

∫
Y1

dy2

∫
R

[
a(y2)

(
∂u0

∂x1

)2

(x1,x2,y2)+ |u0(x1,x2,y2)|2
]

dx1,

(3.88)

where the function x1 7→ u0(x1, ·, ·) is extended by zero outside (0,1). In view of the definition
(3.57) of k̂0 and due to (3.86), the Plancherel identity with respect to the variable x1 and the
Fubini theorem yield

∫ 1

0
dx2

∫
Y1

dy2

∫
R

[
a(y2)

(
∂u0

∂x1

)2

(x1,x2,y2)+ |u0(x1,x2,y2)|2
]

dx1

=
∫ 1

0
dx2

∫
Y1

dy2

∫
R
(4π

2a(y2)λ
2
1 +1)|F2(u0)(λ1,x2,y2)|2dλ1

=
∫ 1

0
dx2

∫
R

1
k̂0(λ1)

|F2(u)(λ1,x2)|2dλ1.
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This together with (3.88) implies that, for u ∈C∞
c (Ω),

lim
ε→0

Fε(uε) =
∫ 1

0
dx2

∫
R

1
k̂0(λ1)

|F2(u)(λ1,x2)|2dλ1,

which proves the Γ-limsup inequality on C∞
c (Ω).

Now, let us extend the previous result to any u ∈ H1
0 ((0,1)x1; L2(0,1)x2). To this end, we

use a density argument (see e.g. [21, Remark 2.8] and Appendix A.3). Recall that the weak
topology of L2(Ω) is metrizable on the closed balls of L2(Ω). Fix n ∈ N and denote dBn any
metric inducing the L2(Ω)-weak topology on the ball Bn centered on 0 and of radius n. Then,
H1

0 ((0,1)x1;L2(0,1)x2) can be regarded as a subspace of L2(Ω) endowed with the metric dBn .
On the other hand, H1

0 ((0,1)x1 ;L2(0,1)x2) is a Hilbert space endowed with the norm

∥u∥H1
0 ((0,1)x1 ;L2(0,1)x2)

:=

(∥∥∥∥ ∂u
∂x1

∥∥∥∥2

L2(Ω)

+∥u∥2
L2(Ω)

)1/2

.

The associated metric dH1
0

on H1
0 ((0,1)x1;L2(0,1)x2) induces a topology which is not weaker

than that induced by dBn , i.e.

dH1
0
(uk,u)→ 0 implies dBn(uk,u)→ 0. (3.89)

Recall that C∞
c (Ω) is a dense subspace of H1

0 ((0,1)x1 ;L2(0,1)x2) for the metric dH1
0

and
that the Γ-limsup inequality holds on C∞

c (Ω) for the L2(Ω)-weak topology, i.e. for any
u ∈C∞

c (Ω),
Γ- limsup

ε→0
Fε(u)≤ F (u). (3.90)

A direct computation of k̂0, given by (3.57), shows that

k̂0(λ1) =
cθ 4π2λ 2

1 +1
(4π2λ 2

1 +1)(c4π2λ 2
1 +1)

,

which implies that

1
k̂0(λ1)

=
c

cθ

4π
2
λ

2
1 + f (λ1)+α, (3.91)

where f (λ1) and α are given by (3.60). Hence, there exists a positive constant C such that

1
k̂0(λ1)

≤C(4π
2
λ

2
1 +1). (3.92)
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This combined with the Plancherel identity yields

F (u)≤C
∫ 1

0
dx2

∫
R
(4π

2
λ

2
1 +1)|F2(u)(λ1,x2)|2dλ1

=C
∫ 1

0
dx2

∫
R

[(
∂u
∂x1

)2

(x1,x2)+ |u(x1,x2)|2
]

dx1

=C∥u∥2
H1

0 ((0,1)x1 ;L2(0,1)x2)
, (3.93)

where u(·,x2) is extended by zero outside (0,1). Since F is a non-negative quadratic form,
from (3.93) we conclude that F is continuous with respect to the metric dH1

0
.

Now, take u ∈ H1
0 ((0,1)x1;L2(0,1)x2). By density, there exists a sequence uk in C∞

c (Ω)

such that
dH1

0
(uk,u)→ 0 as k → ∞. (3.94)

In particular, due to (3.89), we also have that dBn(uk,u)→ 0 as k → ∞. In view of the weakly
lower semi-continuity of Γ-limsup and the continuity of F , we deduce from (3.90) that

Γ- limsup
ε→0

Fε(u)≤ liminf
k→∞

(Γ- limsup
ε→0

Fε(uk))

≤ liminf
k→∞

F (uk)

= F (u),

which proves the Γ-limsup inequality in Bn. Since for any u ∈ H1
0 ((0,1)x1;L2(0,1)x2) the

sequence uk of functions in C∞
c (Ω) satisfying (3.94) belongs to some ball Bn of L2(Ω), as well

as its limit, the Γ-limsup property holds true for the sequence Fε on H1
0 ((0,1)x1;L2(0,1)x2),

which concludes the proof of Γ-limsup inequality.

Step 3 - Alternative expression of Γ-limit.
The proof of the equality between the two expressions of the Γ-limit F relies on the following
lemma whose proof will be given later.

Lemma 3.3.4. Let h ∈ L2(R) and u ∈ L1(R)∩L2(R). Then, h∗u ∈ L2(R) and

F2(h∗u) = F2(h)F2(u) a.e. in R. (3.95)
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By applying Plancherel’s identity with respect to x1, for any u ∈ H1
0 (Rx1;L2(0,1)x2)

extended by zero with respect to the variable x1 outside (0,1), we get∫
R

∣∣√αu(x1,x2)+(h∗1 u)(x1,x2)
∣∣2 dx1

=
∫
R

∣∣√αF2(u)(λ1,x2)+F2(h∗1 u)(λ1,x2)
∣∣2 dλ1

=
∫
R

[
α |F2(u)(λ1,x2)|2 +2

√
αRe

(
F2(u)(λ1,x2)F2(h∗1 u)(λ1,x2)

)
+ |F2(h∗1 u)(λ1,x2)|2

]
dλ1.

(3.96)

Recall that the Fourier transform of h, given by (3.59), is real. From (3.96), an application of
Lemma 3.3.4 leads us to∫
R

[
α |F2(u)(λ1,x2)|2 +2

√
αRe

(
F2(u)(λ1,x2)F2(h∗1 u)(λ1,x2)

)
+ |F2(h∗1 u)(λ1,x2)|2

]
dλ1

=
∫
R

[
α +2

√
αF2(h)(λ1)+(F2(h)(λ1))

2
]
|F2(u)(λ1,x2)|2 dλ1

=
∫
R

[√
α +F2(h)(λ1)

]2 |F2(u)(λ1,x2)|2dλ1

=
∫
R
[α + f (λ1)] |F2(u)(λ1,x2)|2dλ1. (3.97)

On the other hand, by applying Plancherel’s identity with respect to x1, we obtain

∫
R

c
cθ

4π
2
λ

2
1 |F2(u)(λ1,x2)|2dλ1 =

∫
R

c
cθ

(
∂u
∂x1

)2

(x1,x2)dx1.

In view of the expansion of 1/k̂0(λ1) given by (3.91), the previous equality combined with
(3.96) and (3.97) implies that, for u ∈ H1

0 ((0,1)x1; L2(0,1)x2) extended by zero with respect
to x1 outside (0,1),

∫ 1

0
dx2

∫
R

1
k̂0(λ1)

|F2(u)(λ1,x2)|2dλ1

=
∫ 1

0
dx2

∫
R

{
c

cθ

(
∂u
∂x1

)2

(x1,x2)+ [
√

αu(x1,x2)+(h∗1 u)(x1,x2)]
2

}
dx1,

which concludes the proof.
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Proof of Lemma 3.3.3. In view of (3.91), the equality (3.83) becomes

F2(b)(λ1,x2) =

(
c

cθ

4π
2
λ

2
1 +α + f (λ1)

)
F2(u)(λ1,x2)

= F2

(
− c

cθ

∂ 2u
∂x2

1
+αu

)
(λ1,x2)+ f (λ1)F2(u)(λ1,x2). (3.98)

Since

f (λ1) =
(c−1)2θ(θ −1)

c2
θ

1
cθ 4π2λ 2

1 +1
= O(λ−2

1 ) ∈C0(R)∩L1(R),

the right-hand side of (3.98) belongs to L2(R) with respect to λ1, which implies that

F2(b)(·,x2) ∈ L2(R).

Applying the Plancherel identity, we obtain that b(·,x2) ∈ L2(R) with respect to x1. Since
u(·,x2) is extended by zero outside (0,1), b(·,x2) is also equal to zero outside (0,1) so that

b(·,x2) ∈ L2(0,1). (3.99)

Let us show that b(x1, ·) is a continuous function with respect to x2 ∈ [0,1]. Recall that
the continuity of x2 ∈ [0,1] 7→ b(x1,x2) ∈ L2(0,1)x1 is equivalent to

lim
t→0

∥b(·,x2 + t)−b(·,x2)∥L2(0,1)x1
= 0.

Thanks to Plancherel’s identity, we infer from (3.83) that

∥b(·,x2 + t)−b(·,x2)∥2
L2(0,1)x1

= ∥F2(b)(·,x2 + t)−F2(b)(·,x2)∥2
L2(R)λ1

=
∫
R

∣∣∣∣ 1
k̂0(λ1)

[F2(u)(λ1,x2 + t)−F2(u)(λ1,x2)]

∣∣∣∣2 dλ1.
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In view of (3.92) and thanks to the Plancherel identity, we obtain

∥b(·,x2 + t)−b(·,x2)∥2
L2(0,1)x1

≤C2
∫
R

∣∣(4π
2
λ

2
1 +1)(F2(u)(λ1,x2 + t)−F2(u)(λ1,x2))

∣∣2 dλ1

≤C2
∥∥∥∥F2

(
∂u
∂x1

)
(·,x2 + t)−F2

(
∂u
∂x1

)
(·,x2)

∥∥∥∥2

L2(0,1)λ1

+C2∥F2(u)(·,x2 + t)−F2(u)(·,x2)∥2
L2(0,1)λ1

=C2
∥∥∥∥ ∂u

∂x1
(·,x2 + t)− ∂u

∂x1
(·,x2)

∥∥∥∥2

L2(0,1)x1

+C2∥u(·,x2 + t)−u(·,x2)∥2
L2(0,1)x1

.

By the Lebesgue dominated convergence theorem and since u∈C∞
c ([0,1]

2), from the previous
inequality we conclude that the map x2 ∈ [0,1] 7→ b(x1,x2)∈ L2(0,1)x1 is continuous. Hence,

b(x1,x2) ∈C([0,1]x2; L2(0,1)x1). (3.100)

To conclude the proof, it remains to show the regularity of u0. Note that (3.84) is a
Sturm-Liouville problem with constant coefficient with respect to x1, since x2 ∈ (0,1) and
y2 ∈ Y1 play the role of parameters. By (3.99), we already know that b(·,x2) ∈ L2(0,1), so
that thanks to a classical regularity result (see e.g. [28] pp. 223-224), the problem (3.84)
admits a unique solution u0(·,x2,y2) in H2(0,1). Since H2(0,1) is embedded into C1([0,1]),
we have

u0(·,x2,y2) ∈C1([0,1]) a.e. (x2,y2) ∈ (0,1)×Y1.

On the other hand, the solution u0(x1,x2,y2) to the Sturm-Liouville problem (3.84) is expli-
citly given by

u0(x1,x2,y2) :=
∫ 1

0
Gy2(x1,s)b(s,x2)ds, (3.101)

where b(x1,x2) is defined by (3.83) and (3.100) and the kernel Gy2(x1,s) is given by

Gy2(x1,s) :=
1√

a(y2)sinh
(

1√
a(y2)

) sinh

(
x1 ∧ s√

a(y2)

)
sinh

(
1− x1 ∨ s√

a(y2)

)
.

This combined with (3.100) and (3.101) proves that

u0(x1,x2,y2) ∈C1([0,1]2,L∞
per(Y1)),
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which concludes the proof.

We prove now the Lemma 3.3.4 that we used in Step 3 of Proposition 3.3.1.

Proof of Lemma 3.3.4. By the convolution property of the Fourier transform on L2(R), we
have

h∗u = F2(F2(h))∗F2(F2(h)) = F1(F2(h)F2(u)), (3.102)

where Fi denotes the conjugate Fourier transform for i = 1,2. On the other hand, since
u ∈ L1(R)∩L2(R) and due to Riemann-Lebesgue’s lemma, we deduce that F2(u) =F1(u)∈
C0(R)∩L2(R). This combined with F2(h) ∈ L2(R) implies that

F2(h)F2(u) = F2(h)F1(u) ∈ L2(R)∩L1(R).

Since F1 = F2 on L1(R)∩L2(R), from (3.102) we deduce that

h∗u = F2(F2(h)F2(u)) ∈ L2(R),

which yields (3.95). This concludes the proof.

Remark 3.3.5. We highlight the connection between our results and Dirichlet’s forms (for
the basic notion on the Dirichlet form, we refer to Appendix A.5).
Thanks to the Beurling-Deny theory of Dirichlet forms [15], Mosco [61, Theorem 4.1.2] has
proved that the Γ-limit F of a family of Markovian form for the L2(Ω)-strong topology is a
Dirichlet form which can be split into a sum of three forms: a strongly local form Fd , a local
form and nonlocal one. More precisely, for u ∈ L2(Ω) with F(u)< ∞, we have

F(u) = Fd(u)+
∫

Ω

u2k(dx)+
∫
(Ω×Ω)\diag

(u(x)−u(y))2 j(dx,dy), (3.103)

where Fd is called the diffusion part of F , k is a positive Radon measure on Ω, called the
killing measure, and j is a positive Radon measure on (Ω×Ω)\diag, called the jumping
measure. Recall that a Dirichlet form F is a closed form which satisfies the Markovian
property, i.e. for any contraction T : R→ R, such that

T (0) = 0, and ∀x,y ∈ R, |T (x)−T (y)| ≤ |x− y|,

we have F ◦ T ≤ F . A Γ-limit form obtained with the L2(Ω)-weak topology does not a
priori satisfy the Markovian property, since the L2(Ω)-weak convergence does not commute
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with all contractions T . An example of a sequence of Markovian forms whose Γ-limit
for the L2(Ω)-weak topology does not satisfy the Markovian property is provided in [30,
Theorem 3.1]. Hence, the representation formula (3.103) does not hold in general when the
L2(Ω)-strong topology is replaced by the L2(Ω)-weak topology. In the present context, we
do not know if the Γ-limit F (3.58) is a Dirichlet form since the presence of the convolution
term makes difficult to check the Markovian property.

3.4 Homogenized formula for a rank-one laminate

We are going to give an explicit expression of the homogenized matrix A∗ defined by (3.4),
which extends the rank-one laminate formula in the case of a rank-one laminates with
degenerate phases. We will recover directly from this expression the positive definiteness
of A∗ for the class of rank-one laminates introduced in Section 3.2. Indeed, by virtue of
Proposition 3.1.3, the positive definiteness of A∗ also follows from assumption (H2) which is
established in Propositions 3.2.1 and 3.2.2.

Set
a := (1−θ)A1e1 · e1 +θA2e1 · e1, (3.104)

with θ ∈ (0,1) being the volume fraction of phase Z1.

Proposition 3.4.1. Let A1 and A2 be two symmetric and non-negative matrices of Md×d ,
d ≥ 2. If a given by (3.104) is positive, the homogenized matrix A∗ is given by

A∗ = θA1 +(1−θ)A2 −
θ(1−θ)

a
(A2 −A1)e1 ⊗ (A2 −A1)e1. (3.105)

In two dimensions, if a = 0, the homogenized matrix A∗ is the arithmetic average of the
matrices A1 and A2, i.e.

A∗ = θA1 +(1−θ)A2. (3.106)

Furthermore, if one of the following conditions is satisfied:

i) in two dimensions, a > 0 and the matrices A1 and A2 are given by (3.30) with ξ ·e1 ̸= 0,

ii) in three dimensions, a > 0, the matrices A1 and A2 are given by (3.42) and the vectors
{e1,η1,η2} are independent in R3,

then A∗ is positive definite.
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Remark 3.4.2. The condition a > 0 agrees with the Γ-convergence results of Proposi-
tions 3.2.1 and 3.2.2. On the other hand, the degenerate case a = 0 fits neither in the
two-dimensional nor in the three-dimensional framework. Indeed, in two dimensions, the
condition a = 0 implies in particular that A2e1 · e1 = 0, hence the matrix A2 is not positive
definite. In the three-dimensional setting, the independence of {e1,η1,η2} is not compatible
with a = 0. Indeed, a = 0 implies that Aie1 = Aiηi = 0, for i = 1,2, which contradicts the
fact that A1 and A2 have rank two.

Proof. Assume that a > 0. In view of the convergence (3.21), we already know that

lim
δ→0

A∗
δ
= A∗, (3.107)

where, for δ > 0, A∗
δ

is the homogenized matrix associated to conductivity matrix Aδ given
by

Aδ (y1) = χ(y1)Aδ
1 +(1−χ(y1))Aδ

2 for y1 ∈ R,

with Aδ
i = Ai +δ Id . Since A1 and A2 are non-negative matrices, Aδ is positive definite and

thus the homogenized matrix A∗
δ

is given by the lamination formula (see [7, Lemma 1.3.32]
and Proposition A.6.3 in Appendix A.6)

A∗
δ
= θAδ

1 +(1−θ)Aδ
2 −

θ(1−θ)

(1−θ)Aδ
1 e1 · e1 +θAδ

2 e1 · e1
(Aδ

2 −Aδ
1 )e1⊗(Aδ

2 −Aδ
1 )e1. (3.108)

If a > 0, we easily infer from the convergence (3.107) combined with the lamination formula
(3.108) the expression (3.105) for A∗.

Let us prove that A∗x · x ≥ 0 for any x ∈ Rd . From the Cauchy-Schwarz inequality, we
deduce that

|(A2 −A1)e1 · x| ≤ |A2e1 · x|+ |A1e1 · x|
≤ (A2e1 · e1)

1/2(A2x · x)1/2 +(A1e1 · e1)
1/2(A1x · x)1/2. (3.109)

In view of the definition (3.105) of A∗, it follows that, for any x ∈ Rd ,

A∗x · x = θA1x · x+(1−θ)A2x · x−θ(1−θ)a−1 [(A2 −A1)e1 · x]2

≥ θA1x · x+(1−θ)A2x · x−θ(1−θ)a−1[(A2e1 · e1A2x · x)1/2 +(A1e1 · e1A1x · x)1/2]2

= a−1[θ(A1x · x)1/2(A2e1 · e1)
1/2 − (1−θ)(A2x · x)1/2(A1e1 · e1)

1/2]2 ≥ 0, (3.110)

which proves that A∗ is a non-negative definite matrix.
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Now, assume d = 2 and a = 0. Since A1 and A2 are non-negative matrices, the condition
a = 0 implies A1e1 · e1 = A2e1 · e1 = 0 or equivalently A1e1 = A2e1 = 0. Hence,

(Aδ
2 −Aδ

1 )e1 = (A2 −A1)e1 = 0,

which implies that the lamination formula (3.108) becomes

A∗
δ
= θAδ

1 +(1−θ)Aδ
2 .

This combined with the convergence (3.107) yields to the expression (3.106) for A∗.

To conclude the proof, it remains to prove the positive definiteness of A∗ under the above
conditions i) and ii).

Case (i): d = 2, a > 0 and A1,A2 given by (3.30).
Assume A∗x ·x = 0. Then, the inequality (3.110) is an equality, which yields in turn equalities
in (3.109). In particular, we have

|A2e1 · x|= (A2e1 · e1)
1/2(A2x · x)1/2 = ∥A1/2

2 e1∥∥A1/2
2 x∥. (3.111)

Recall that the Cauchy-Schwarz inequality is an equality if and only if one of vectors is a
scalar multiple of the other. This combined with (3.111) leads to A1/2

2 x = αA1/2
2 e1 for some

α ∈ R, so that, since A2 is positive definite or equivalently A1/2
2 , we have

x = αe1 for some α ∈ R. (3.112)

From the definition (3.105) of A∗ and due to the assumption ξ · e1 ̸= 0, we get

A∗e1 · e1 =
1
a
(A2e1 · e1)(ξ · e1)

2 > 0. (3.113)

Recall that A∗x · x = 0. This combined with (3.112) and (3.113) implies that x = 0, which
proves that A∗ is positive definite.

Case (ii): d = 3, a > 0 and A1,A2 given by (3.42).
Assume that A∗x · x = 0. As in Case (i), we have equalities in (3.109). In other words,

|A1e1 · x|= (A1e1 · e1)
1/2(A1x · x)1/2, (3.114)

|A2e1 · x|= (A2e1 · e1)
1/2(A2x · x)1/2. (3.115)
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Let pi(t) be the non-negative polynomials of degree 2 defined by

pi(t) := Ai(x+ te1) · (x+ te1) for i = 1,2.

In view of (3.114), the discriminant of p1(t) is zero, so that there exists t1 ∈ R such that

p1(t1) = A1(x+ t1e1) · (x+ t1e1) = 0. (3.116)

Recall that Ker(A1) = Span(η1). Since A1 is non-negative matrix, we deduce from (3.116)
that x+ t1e1 belongs to Ker(A1), so that

x ∈ Span(e1,η1). (3.117)

Similarly, recalling that Ker(A2) = Span(η2) and using (3.115), we have

x ∈ Span(e1,η2). (3.118)

Since the vectors {e1,η1,η2} are independent in R3, (3.117) and (3.118) imply that

x = αe1 for some α ∈ R.

In light of the definition (3.105) of A∗, we have

A∗e1 · e1 =
1
a
(A1e1 · e1)(A2e1 · e1)> 0,

which implies that x = 0, since A∗x · x = 0. This establishes that A∗ is positive definite and
concludes the proof.

Note that when d = 2 and a > 0 the assumption ξ · e1 ̸= 0 is essential to obtain that A∗

is positive definite. Otherwise, the homogenized matrix A∗ is just non-negative definite as
shown by the following counter-example. Let A1 and A2 be symmetric and non-negative
matrices of M2×2 defined by

A1 = e2 ⊗ e2 and A2 = I2.

Then, it is easy to check that a = θ > 0 and A∗e1 · e1 = 0.



Chapter 4

An extension theorem from connected
sets and homogenization of non-local
functionals

In this chapter we study the asymptotic behaviour through Γ-convergence for non-local
functionals of convolution type defined on generic periodic perforated domains.

In Section 4.1 we prove the main result Theorem 4.1.2, from which we deduce a com-
pactness result (see Corollary 4.1.10). In Section 4.2 we provide an application of Theorem
4.1.2 to the homogenization of the non-local functionals.

This is a joint work with Professor A. Braides (Dipartimento di Matematica, Università
di Roma "Tor Vergata") and Professor V. Chiadò Piat (Dipartimento di Scienze Matematiche,
Politecnico di Torino).

Throughout this chapter we adopt the following notation

• for simplicity we denote by Y := [0,1)d the unit cube in Rd;

• χA denotes the characteristic function of the set A;

• ⌊t⌋ denotes the integer part of t ∈ R;

• Mm×d is the space of (m×d) real matrices (identified with Rm×d);

• if Ξ ∈ Mm×d and x ∈Rd then Ξx ∈Rm is defined by the usual row-by-column product;
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• for any open set Ω ⊂ Rd and for any λ > 0, λΩ denotes the λ -homothetic set

λΩ := {λx : x ∈ Ω},

and Ω(λ ) is the retracted set

Ω(λ ) := {x ∈ Ω : dist(x,∂Ω)> λ}; (4.1)

• for R > 0, DR denotes the set of points in Rd ×Rd whose distance is less than R; i.e.

DR := {(x,y) ∈ Rd ×Rd : |x− y| ≤ R};

• given an open set with finite Lebesgue measure |A|< ∞, the mean value of u over A is
given by

uA =
1
|A|

∫
A

u(x)dx; (4.2)

• we say that a set E ⊂ Rd is periodic (more precisely, Y -periodic) if E + ei = E for
every i = 1,2, · · · ,d where (ei)

d
i=1 is the canonical basis of Rd .

4.1 The extension theorem

In this section, we are going to prove the existence of an extension operator for non-local
functionals whose prototypes are of the form

Fε(u) =
1

εd+p

∫
(Ω∩εE)×(Ω∩εE)

a
(

y− x
ε

)
|u(x)−u(y)|pdydx, (4.3)

where Ω is a fixed domain in Rd and the kernel a : Rd → [0,∞[, satisfies∫
Rd

a(ξ )(1+ |ξ |p)dξ < ∞,

and
a(ξ )≥ c > 0, if |ξ | ≤ r0,

for some r0 > 0 and c > 0. The main result is Theorem 4.1.2, from which we deduce a
compactness result in Section 4.1.2. Before stating it, we recall the definition of a set with
Lipschitz boundary.
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Definition 4.1.1. An open set E ⊂ Rn has Lipschitz boundary at x ∈ ∂E if ∂E is locally the
graph of a Lipschitz function, in the sense that there exist a coordinate system (y1, . . . ,yd),
a Lipschitz function Φ of d − 1 variables, and an open rectangle Ux in the y-coordinates,
centred at x, such that E ∩Ux = {y : yd < Φ(y1, . . . ,yd−1)} and that ∂E splits Ux into two
connected sets, E ∩Ux and Ux \E. If this property holds for every x ∈ ∂E with the same
Lipschitz constant, we say that E has Lipschitz boundary.

Theorem 4.1.2. Let E be a periodic open subset of Rd with Lipschitz boundary and let Ω

be a bounded open subset of Rd . Then, there exist R = R(E)> 0 and k0 > 0 such that for
all ε > 0 there exists a linear and continuous extension operator Tε : Lp(Ω∩ εE)→ Lp(Ω)

such that for all r > 0 and for all u ∈ Lp(Ω∩ εE),

Tε(u) = u a.e. in Ω∩ εE, (4.4)∫
Ω(εk0)

|Tε(u)|p dx ≤ c1

∫
Ω∩εE

|u|p dx, (4.5)

∫
(Ω(εk0))2∩DεR

|Tε(u)(x)−Tε(u)(y)|p dxdy ≤ c2(r)
∫
(Ω∩εE)2∩Dεr

|u(x)−u(y)|p dxdy, (4.6)

where we use notation (4.1). The positive constants c1 and c2 depend on E and d and, in
addition, c2 depends also on r, but both are independent of ε .

The proof, which will be given in the next subsection, is quite technical and it is split into
several lemmas.

4.1.1 Technical lemmas and proof of the main result

In order to give an idea of the construction of the extension operator, we assume that E ∩2Y
is connected and has Lipschitz boundary. Under these assumptions, there exists a linear and
continuous operator Φ : Lp(E∩2Y )→ Lp(2Y ) satisfying, in particular, an estimate analogous
to (4.6) (see Lemma 4.1.5). Then, we consider the family Φα of the extension operator
obtained by traslating Φ by an integer vector α ∈ Zd . Finally, thanks to a periodic partition
of unity, the construction of a global extension operator is achieved glueing together Φα (see
Lemma 4.1.7). Now, the assumptions that E ∩2Y is connected and has Lipschitz boundary
in general are not satisfied (unless the complement of E is a disjoint union of compact sets,
which is the case studied in [26]), so that the first step consists to overcome the lack of
connectedness of E ∩2Y and the regularity of its boundary. To this end, we state a slightly
modified version of [1, Lemma 2.3], which is a key tool for the construction of the extension
operator. The proof remains analogous to that of [1, Lemma 2.3] and is not repeated here.
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Lemma 4.1.3. Let E be a connected open subset of Rd with Lipschitz boundary. Then, there
exists k ∈ N, k ≥ 4, such that 3Y ∩E is contained in a single connected component C of
kY ∩E. Moreover, C has Lipschitz boundary at each point of ∂C∩3Y .

We denote henceforth by C̃ the positive constant given by C̃ := 2
√

dk, where k is defined
as Lemma 4.1.3.

The next lemma is an easy consequence of the Hölder inequality.

Lemma 4.1.4. Let A be an open subset of Rd . Assume that A has finite and positive Lebesgue
measure |A|< ∞. Then, for every u ∈ Lp(A), with 1 < p < ∞,∫

A
|uA −u(x)|pdx ≤ 1

|A|

∫
A×A

|u(x)−u(y)|pdxdy. (4.7)

Proof. Denote by p′ the conjugate exponent of p. Thanks to Hölder’s inequality, we deduce

∫
A
|uA −u(x)|pdx =

1
|A|p

∫
A

∣∣∣∣∫A
(u(y)−u(x))dy

∣∣∣∣p dx

≤ |A|p/p′

|A|p
∫

A

∫
A
|u(y)−u(x)|pdydx

=
1
|A|

∫
A×A

|u(y)−u(x)|pdxdy,

which concludes the proof.

The next lemma shows the existence of an extension operator Φ on general sets of Rd . It
is an adaptation of [1, Lemma 2.6].

Lemma 4.1.5. Let B, ω , ω ′ be bounded open subsets of Rd . Assume that ∂B is Lipschitz-
continuous at each point of ∂B∩ω and ω ′ ⊂⊂ ω . Then, there exist a positive real number
R > 0 and a linear and continuous extension operator Φ : Lp(B)→ Lp(ω ′) such that, for all
u ∈ Lp(B),

Φ(u) = u a.e. in B∩ω
′, (4.8)∫

ω ′
|Φ(u)|p dx ≤ c1

∫
B∩ω

|u|p dx, (4.9)∫
(ω ′×ω ′)∩DR

|Φ(u)(x)−Φ(u)(y)|p dxdy ≤ c2

∫
(B∩ω)2

|u(x)−u(y)|p dxdy, (4.10)

where c1 and c2 are positive constant depending only on B,ω ′,ω and p.



120 An extension theorem

Proof. Since ∂B has Lipschitz boundary at each point of ∂B∩ω , there exist a neighbourhood
U of ∂B∩ω and a bi-lipschitz map R : U ∩B →U \B such that, for any x1,x2 ∈U ∩B,

1
2
√

1+L2
|x1 − x2| ≤ |R(x1)−R(x2)| ≤ 2

√
1+L2|x1 − x2|,

where L is the Lipschitz constant (personal communication from authors of [26]). For fixed
t > 0 chosen below, we consider the set

At := {x ∈ ω \B : dist(x,∂B)< t}. (4.11)

We may fix t > 0 small enough such that

At ∩ω
′ ⊂U \B and R−1(At ∩ω

′)⊂ B∩ω. (4.12)

Let ϕ be a C∞ function such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1 in B and ϕ ≡ 0 in {x ∈ Rd \ B :
dist(x,∂B)≥ t}. We define the operator Φ : Lp(B)→ Lp(ω ′) as follows

Φ(u)(x) :=


u(x), x ∈ B∩ω

′,

ϕ(x)u(R−1(x))+(1−ϕ(x))uB∩ω , x ∈ At ∩ω
′,

uB∩ω , x ∈ ω
′ \At ,

(4.13)

where uB∩ω denotes the mean value of the function u over B∩ω (see (4.2)). It follows that
Φ(u) ∈ Lp(ω ′) and Φ(u) = u a.e. in B∩ω ′; i.e., condition (4.8) is satisfied.

We now show condition (4.9). To this end, note that ω ′ can be written as

ω
′ = (B∩ω

′)∪ (At ∩ω
′)∪ (ω ′ \At).

This, combined with the Jensen inequality and the definition (4.13) of Φ, yields∫
ω ′
|Φ(u)(x)|pdx =

∫
B∩ω ′

|Φ(u)(x)|pdx+
∫

At∩ω ′
|Φ(u)(x)|pdx+

∫
ω ′\At

|Φ(u)(x)|pdx

=
∫

B∩ω ′
|u(x)|pdx+

∫
At∩ω ′

|ϕ(x)u(R−1(x))+(1−ϕ(x))uB∩ω |pdξ

+ |ω ′ \At ||uB∩ω |p

≤
∫

B∩ω ′
|u(x)|pdx+2p−1

∫
At∩ω ′

|u(R−1(x))|pdx

+ |uB∩ω |p(2p−1|ω ′∩At |+ |ω ′ \At |). (4.14)
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Since R is a bi-Lipschitz map, the Jacobian
∣∣∣∂R

∂x (x)
∣∣∣ is a bounded function; i.e., there exists

a positive constant cR such that ∣∣∣∣∂R∂x
(x)
∣∣∣∣≤ cR, (4.15)

so that, thanks to the change of variables x′ =R−1(x) and properties (4.12), we have∫
At∩ω ′

|u(R−1(x))|pdx ≤ cR
∫

B∩ω

|u(x′)|pdx′.

This, along with (4.14), implies that∫
ω ′
|Φ(u)(x)|pdx ≤ (cR2p−1 +1)

∫
B∩ω ′

|u(x)|pdx+ |uB∩ω |p(2p−1|ω ′∩At |+ |ω ′ \At |)

≤ c1

∫
B∩ω

|u(x)|pdx,

where c1 denotes a positive constant depending only on p,ω ′,B and R. Hence, condition
(4.9) is proven.

To conclude the proof, it remains to check condition (4.10). Fix R < t. For (x,y) ∈
(ω ′ × ω ′)∩ DR, it is enough to estimate the integral in the left-hand side of (4.10) by
examining separately the sets

S1 := ((B∩ω
′)× (B∩ω

′))∩DR,

S2 := ((B∩ω
′)× (At ∩ω

′))∩DR,

S′2 := ((At ∩ω
′)× (B∩ω

′)∩DR,

S3 := ((At ∩ω
′)× (At ∩ω

′))∩DR,

S4 := ((At ∩ω
′)× (ω ′ \At))∩DR,

S′4 := ((ω ′ \At)× (At ∩ω
′))∩DR,

S5 := ((ω ′ \At)× (ω ′ \At))∩DR.

Note that the other cases do not occur since the distance between the points is grater than
R. Indeed, take, for example, (x,y) ∈ (B∩ω ′)× (At \ω ′). Due to definition of At and since
R < t, the distance |x− y| is greater than R.
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Now, we evaluate the left-hand side of (4.10) on the set Si defined above. In view of the
definition (4.13) of Φ, we have∫

S1

|Φ(u)(x)−Φ(u)(y)|p dxdy =
∫

S1

|u(x)−u(y)|p dxdy

≤
∫
(B∩ω)2

|u(x)−u(x)|p dxdy.

Here, we used the fact that S1 ⊂ (B∩ω ′)2 ⊂ (B∩ω)2.

Due to definition (4.13) of Φ, an application of Jensen’s inequality yields∫
S2

|Φ(u)(x)−Φ(u)(y)|pdxdy =
∫

S2

|u(x)−u(R−1(y))+(1−ϕ(y))(u(R−1(y))−uB∩ω)|pdxdy

≤ 2p−1
∫

S2

|u(x)−u(R−1(y))|p dxdy

+2p−1
∫

S2

|1−ϕ(y)|p
∣∣u(R−1(y))−uB∩ω

∣∣p dxdy (4.16)

Using the change of variables y′ =R−1(y) and properties (4.12) and (4.15), the first integral
in the left-hand side of (4.16) can be estimates as∫

S2

|u(x)−u(R−1(y))|p dxdy ≤
∫

B∩ω ′

(∫
At∩ω ′

|u(x)−u(R−1(y))|pdy
)

dx

≤ cR
∫
(B∩ω ′)2

∣∣u(x)−u(y′)
∣∣p dxdy′

≤ cR
∫
(B∩ω)2

|u(x)−u(y)|p dxdy. (4.17)

By applying Lemma 4.1.4 and taking into account condition (4.15), the second integral in
the right-hand side of (4.16) can be estimated as∫

S2

|1−ϕ(y)|p
∣∣u(R−1(y))−uB∩ω

∣∣p dxdy ≤ |B∩ω
′|
∫

At∩ω ′

∣∣u(R−1(y))−uB∩ω

∣∣p dy

≤ cR|B∩ω
′|
∫

B∩ω

∣∣u(y′)−uB∩ω

∣∣p dy′

≤ cR
|B∩ω ′|
|B∩ω|

∫
(B∩ω)2

|u(x)−u(y)|p dxdy.

Combined with (4.16) and (4.17), this implies∫
S2

|Φu(x)−Φu(y)|pdxdy ≤ c
∫
(B∩ω)2

|u(x)−u(y)|pdxdy,
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where c is a positive constant depending on p,B,ω,ω ′ and R. Similarly, we have that∫
S′2
|Φu(x)−Φu(y)|pdxdy ≤ c

∫
(B∩ω)2

|u(x)−u(y)|pdxdy.

Now, consider (x,y) ∈ S3. From the definition (4.13) of Φ, we have

Φu(x)−Φu(y) = F1(x,y)+F2(x,y), (4.18)

where F1(x,y) and F2(x,y) are given by

F1(x,x) := (u(R−1(x))−uB∩ω)(ϕ(x)−ϕ(y)),

F2(x,y) := ϕ(y)
(
u(R−1(x))−u(R−1(y))

)
.

Thanks to Lemma 4.1.4 and due to properties (4.12) and the estimate |ϕ(x)−ϕ(y)| ≤ 2, we
deduce that ∫

S3

|F1(x,y)|p dxdy ≤ 2p
∫
(At∩ω ′)2

∣∣u(R−1(x))−uB∩ω

∣∣p dxdy

= 2p|At ∩ω
′|
∫
(At∩ω ′)

∣∣u(R−1(x))−uB∩ω

∣∣p dx

≤ 2p|At ∩ω
′|cR

∫
B∩ω

∣∣u(x′)−uB∩ω

∣∣p dx′

≤ 2pcR
|At ∩ω ′|
|B∩ω|

∫
(B∩ω)2

|u(x′)−u(y)|p dx′dy. (4.19)

On the other hand, using the changes of variables x′ =R−1(x) and y′ =R−1(y), we get∫
S3

|F2(x,y)|p dxdy ≤
∫
(At∩ω ′)2

∣∣u(R−1(x))−u(R−1(y))
∣∣p dxdy

≤ c2
R

∫
(B∩ω)2

∣∣u(x′)−u(y′)
∣∣p dx′dy′. (4.20)

In view of (4.18), an application of Jensen’s inequality combined with (4.19) and (4.20) leads
to ∫

S3

|Φ(u)(x)−Φ(u)(y)|p dxdy ≤ 2p−1
(∫

S3

|F1(x,y)|p dxdy+
∫

S3

|F2(x,y)|p dxdy
)

≤ c
∫
(B∩ω)2

|u(x)−u(y)|p dxdy, (4.21)

where c denotes a positive constant depending only on p,B,ω,ω ′ and R.
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Take now (x,y) ∈ S4. Applying Lemma 4.1.4 and using the change of variables x′ =
R−1(x), from the definition (4.13) of Φ, we deduce that∫

S4

|Φ(u)(x)−Φ(u)(y)|p dxdy = |ω ′ \At |
∫

At∩ω ′

∣∣u(R−1(x))−uB∩ω

∣∣p dx

≤ cR|ω ′ \At |
∫

B∩ω

∣∣u(x′)−uB∩ω

∣∣p dx′

≤ cR
|ω ′ \At |
|B∩ω|

∫
(B∩ω)2

|u(x)−u(y)|p dxdy.

Similarly, we also get

∫
S′4
|Φ(u)(x)−Φ(u)(y)|p dxdy ≤ cR

|ω ′∩At |
|B∩ω|

∫
(B∩ω)2

|u(x)−u(y)|p dxdy.

Now, take (x,y)∈ S5. Hence, we have that Φ(x)−Φ(y) = 0 for a.e. x,y ∈ ω ′ \At . Finally,
gathering all the previous estimates, we conclude that

∫
(ω ′×ω ′)∩DR

|Φ(u)(x)−Φ(u)(y)|pdxdy =
5

∑
i=1

∫
Si

|Φ(u)(x)−Φ(u)(y)|pdxdy

+
∫

S′2∪S′4
|Φ(u)(x)−Φ(u)(y)|pdxdy

≤ c2

∫
(B∩ω)2

|u(x)−u(y)|pdxdy,

where c2 is a costant depending on p,ω ′,ω and B. This shows (4.10) and concludes the
proof.

The reflection argument that we used to construct the operator Φ cannot be used to prove
the existence of a map Φ : Lp(B)→ Lp(ω) since estimate (4.10) may not hold with ω ′ = ω ,
as showed in the following example.

Example 4.1.6. Let B be the ball in R2 centered at 0 and of radius 1 and let ω be the set of
R2 defined by

ω := {(x,y) ∈ R2 : x ∈ (−1,2),−x+1 ≤ y ≤−x+2}.

We define u ∈ Lp(B) as

u(x) :=

1, x ∈ B\ω,

0, x ∈ B∩ω.
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If Φ(u) is the extension of u out of B by reflection, then we have∫
ω2∩DR

|Φu(x)−Φu(y)|pdxdy > 0,

since u is not identically constant in the neighbourhood of the points (1,0) and (0,1), while∫
(B∩ω)2∩DR

|u(x)−u(y)|pdxdy = 0,

so that the condition (4.10) is not satisfied.

Lemma 4.1.7. Let E be a periodic, connected open subset of Rd with Lipschitz boundary.
Let Ω,Ω′ be open subsets of Rd such that Ω′ ⊂⊂ Ω and dist(Ω′,∂Ω)> C̃. Then there exist
R = R(E)> 0 and a linear and continuous operator

L : Lp(Ω∩E)→ Lp(Ω′)

such that for all r > 0 and for all u ∈ Lp(Ω∩E),

Lu = u, a.e. in Ω
′∩E, (4.22)∫

Ω′
|Lu|pdx ≤ c1

∫
Ω∩E

|u|pdx, (4.23)∫
(Ω′×Ω′)∩DR

|Lu(x)−Lu(y)|pdxdy ≤ c2(r)
∫
(Ω∩E)2∩Dr

|u(x)−u(y)|pdxdy, (4.24)

where c1 and c2 are positive constants depending on E and d and, in addition, c2 depends
also on r. The constant R depends only on the set E.

Proof. In view of Lemma 4.1.3, there exists k ∈ N, k ≥ 4, such that 3Y ∩E is contained in
a single connected component C of kY ∩E. Since C has Lipschitz boundary at each point
of C∩3Y , we can apply Lemma 4.1.5 with B =C, ω ′ = 2Y and ω = 3Y . Hence, there exist
R > 0 and a linear and continuous operator Φ : Lp(C)→ Lp(2Y ) defined by (4.13) such that,
for any u ∈ Lp(C),

Φ(u) = u a.e. in C∩2Y, (4.25)∫
2Y

|Φ(u)|pdx ≤ c1

∫
C∩3Y

|u|pdx, (4.26)∫
(2Y×2Y )∩DR

|Φ(u)(x)−Φ(u)(y)|pdxdy ≤ c2

∫
(C∩3Y )×(C∩3Y )

|u(x)−u(y)|pdxdy, (4.27)

where the positive constants c1 and c2 depend on C and 2Y .
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Let (Y α
2 )α∈Zd be the open cover of Rd obtained by translating the cube 2Y by the vector

α ∈ Zd . For every set Ω ⊂ Rd , for every α ∈ Zd and for every real number h > 0, we use
the notation

Ω
α
h := α +hΩ. (4.28)

For h = 1 we simply write Ωα = Ωα
1 , while, for α = 0, Ωh = Ω0

h. For every set A ⊆ Rd , we
define the set

I(A) := {α ∈ Zd : Y α
2 ∩A ̸= /0}.

Since dist(Ω′,∂Ω)> C̃ = 2
√

dk, for every α ∈ I(Ω′), we have that Y α
2k ⊂ Ω.

For any α ∈ I(Ω′), we define the extension operator Φα : Lp(Cα)→ Lp(Y α
2 ) by translating

the operator Φ by the integer vector α . In other words, for any u ∈ Lp(Cα),

Φ
α(u) := (Φ(u◦π

α))◦π
−α , (4.29)

where, for every α ∈ Zd and for every real number h > 0, we use the notation

π
α
h (x) := α +hx for x ∈ Rd. (4.30)

If h = 1, we write πα = πα
1 and if α = 0, we set πh = π0

h . For simplicity, for u ∈ Lp(Ω∩E)
we denote by uα the function

uα := Φ
α(u|Cα ) ∈ Lp(Y α

2 ). (4.31)

From (4.13) and (4.29), the explicit expression of uα is given by

uα(x) :=


u|Cα

(x), x ∈ (2Y ∩C)α ,

ϕ(x−α)u(R−1(x−α)+α)+(1−ϕ(x−α))u(3Y∩C)α , x ∈ (2Y ∩At)
α ,

u(3Y∩C)α , x ∈ (2Y \ (C∪At))
α ,

where At is given by (4.11) with B =Cα , ω = 3Y α , and u(3Y∩C)α is the mean value of u|Cα

over (3Y ∩C)α ; i.e.,

u(3Y∩C)α :=
∫
(3Y∩C)α

u|Cα
(x)dx.

We now define the global extension operator L : Lp(Ω∩E) → Lp(Ω′). To this end, let
(ψα)α∈Zd be a partition of unity associated to (Y α

2 )α∈Zd such that ψβ = ψα ◦πα−β , for any
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α,β ∈ Zd . Then, the map L : Lp(Ω∩E)→ Lp(Ω′) is defined by

Lu := ∑
α∈I(Ω′)

uα
ψ

α ,

where uα is given by (4.31). Note that L is a linear and continuous operator from Lp(Ω∩E)
to Lp(Ω′) and that condition (4.22) is satisfied. Indeed, in view of (4.31) and due to (4.25),
we have

Lu(x) = ∑
α∈I(Ω′)

uα(x)ψα(x) = ∑
α∈I(Ω′)

u(x)ψα(x) = u(x)

for a.e. x ∈ Ω′∩E.

Now, we show condition (4.23). To this end, fix β ∈ I(Ω′) and note that, for any
α ∈ I(Y β

2 ), we have Y α
k ⊂ Y β

2k. Combined with estimate (4.26) and Jensen’s inequality, this
implies that, for any u ∈ Lp(Ω∩E),∫

Y β

2

|Lu|pdx ≤ N p−1
∑

α∈I(Y β

2 )

∫
Y β

2 ∩Y α
2

|uα |pdx ≤ c1N p−1
∑

α∈I(Y β

2 )

∫
(C∩3Y )α

|u|pdx

≤ c1N p−1
∑

α∈I(Y β

2 )

∫
Y α

k ∩E
|u|pdx ≤ c1N p

∫
Y β

2k∩E
|u|pdx,

where N denotes, henceforth, the cardinality of the set I(Y β

2 ). Taking the sum over β ∈ I(Ω′)

in the previous inequality, we deduce that∫
Ω′
|Lu|pdx ≤ ∑

β∈I(Ω′)

∫
Y β

2

|Lu|pdx

≤ c1N p
∑

β∈I(Ω′)

∫
Y β

2k∩E
|u|pdx ≤ N p(2k)dc1

∫
Ω∩E

|u|pdx.

The factor (2k)d is due to the fact that each point x ∈ Rd is contained in at most (2k)d cubes
of the form (Y β

2k)β∈Zd .

To conclude the proof, it remains to show condition (4.24). To this end, we state the
following estimate whose proof is given in Lemma 4.1.8 below: for all r > 0 there exists a
positive constant c = c(r) such that∫

((C∩Y3)α )2
|u(x)−u(y)|pdxdy ≤ c(r)

∫
(Y α

k ∩E)2∩Dr

|u(x)−u(y)|pdxdy. (4.32)
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Fix β ∈ Zd . Since

Lu(x)−Lu(y) = ∑
α∈I(Y β

2 )

(uα(x)−uα(y))ψα(x)− ∑
α∈I(Y β

2 )

uα(y)(ψα(y)−ψ
α(x))

for a.e. x,y ∈ Y β

2 , an application of Jensen’s inequality leads to∫
(Y β

2 )2∩DR

|Lu(x)−Lu(y)|pdxdy

≤ 2p−1
∫
(Y β

2 )2∩DR

| ∑
α∈I(Y β

2 )

(uα(x)−uα(y))ψα(x)|pdxdy

+2p−1
∫
(Y β

2 )2∩DR

| ∑
α∈I(Y β

2 )

uα(y)(ψα(y)−ψ
α(x))|pdxdy. (4.33)

Due to Jensen’s inequality and in view of (4.27) and (4.32), the first integral is estimated as
follows∫
(Y β

2 )2∩DR

| ∑
α∈I(Y β

2 )

(uα(x)−uα(y))ψα(x)|pdxdy

≤ N p−1
∑

α∈I(Y β

2 )

∫
(Y β

2 ∩Y α
2 )2∩DR

|uα(x)−uα(y)|pdxdy

≤ N p−1
∑

α∈I(Y β

2 )

∫
(Y α

2 ×Y α
2 )∩DR

|uα(x)−uα(y)|pdxdy

≤ c2N p−1
∑

α∈I(Y β

2 )

∫
((Y3∩C)α )2

|u(x)−u(y)|pdxdy

≤ c2c(r)N p−1
∑

α∈I(Y β

2 )

∫
(Y α

k ∩E)2∩Dr

|u(x)−u(y)|pdxdy

≤ c2c(r)N p
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy. (4.34)

We evaluate the second integral. Since supp(ψα)⊂Y α
2 for any α ∈ Zd , we have that, for any

x,y ∈ Y β

2 ,

∑
α∈I(Y β

2 )

(ψα(x)−ψ
α(y)) = 0,
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which implies that

∑
α∈I(Y β

2 )

uα(y)(ψα(y)−ψ
α(x)) = ∑

α∈I(Y β

2 )

uα(y)(ψα(y)−ψ
α(x))−uβ (x) ∑

α∈I(Y β

2 )

(ψα(y)−ψ
α(x))

= ∑
α∈I(Y β

2 )

(uα(y)−uβ (x))(ψα(y)−ψ
α(x)),

for a.e. x,y ∈ Y β

2 . Thanks to the Jensen inequality, we obtain that∫
(Y β

2 )2∩DR

| ∑
α∈I(Y β

2 )

uα(x)(ψα(y)−ψ
α(x))|pdxdy

≤ N p−1
∑

α∈I(Y β

2 )

∫
(Y β

2 ∩Y α
2 )2∩DR

|uα(y)−uβ (x)|p|ψα(y)−ψ
α(x)|pdxdy

≤ cN p−1
∑

α∈I(Y β

2 )

∫
(Y β

2 ∩Y α
2 )2∩DR

|uα(y)−uβ (x)|pdxdy. (4.35)

In order to estimate the integral on the right-hand side of (4.35), we perform computations
analogous to that of Lemma 4.1.5. The difference is that uα and uβ are extensions of u
which belong to two different translated cubes Y α

2 and Y β

2 . Hence, we separately evaluate the
integral on the right-hand side of (4.35) on the following sets, which take into account the
fact that uα and uβ are the extension of u ∈ Lp(Ω′∩E) on different translated cubes,

Sα,β
1 := (Y α

2 ∩Y β

2 ∩C)2 ∩DR;

Sα,β
2 := (((2Y ∩C)α ∩Y β

2 )× (Y α
2 ∩ (2Y ∩At)

β ))∩DR;

Sα,β
3 := (((2Y ∩At)

α ∩Y β

2 )× (Y α
2 ∩ (2Y ∩C)β ))∩DR;

Sα,β
4 := (((2Y ∩At)

α ∩Y β

2 )× (Y α
2 ∩ (2Y ∩At)

β ))∩DR;

Sα,β
5 := (((2Y ∩At)

α ∩Y β

2 )× (Y α
2 ∩ (2Y \ (C∪At))

β ))∩DR;

Sα,β
6 := (((2Y \ (C∪At))

α ∩Y β

2 )× (Y α
2 ∩ (2Y ∩At)

β ))∩DR;

Sα,β
7 := (((2Y \ (C∪At))

α ∩Y β

2 )× (Y α
2 ∩ (2Y \ (C∪At))

β ))∩DR.

Note that, as in Lemma 4.1.5, the other combinations do not occur since R is chosen such
that R < t.
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Consider the case (x,y) ∈ Sα,β
1 . Since uα = uβ a.e. in Y α

2 ∩Y β

2 ∩C and due to estimate
(4.32), we have∫

Sα,β
1

|uα(x)−uβ (y)|pdxdy =
∫

Sα,β
1

|u(x)−u(y)|pdxdy

≤
∫
(2Y∩C)β×(2Y∩C)β

|u(x)−u(y)|pdxdy

≤
∫
((Y3∩C)β )2

|u(x)−u(y)|pdxdy

≤ c(r)
∫
(Y β

k ∩E)2∩Dr

|u(x)−u(y)|pdxdy

≤ c(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy.

Here, we have used the fact that Sα,β
1 ⊂ (2Y ∩C)β × (2Y ∩C)β .

Now, take (x,y) ∈ Sα,β
2 . Hence,

uα(x)−uβ (y) = u(x)−ϕ(y−β )u(R−1(y−β )+β )− (1−ϕ(y−β ))u(3Y∩C)β

= [u(x)−u(3Y∩C)α ]+ [u(3Y∩C)α −u(3Y∩C)β ]

ϕ(y−β )[u(R−1(y−β )+β )−u(3Y∩C)β ],

which implies that∫
Sα,β

2

|uα(x)−uβ (y)|pdxdy ≤ 3p−1|2Y ∩At |
∫
(2Y∩C)α

|u(x)−u(3Y∩C)α |pdx

+3p−1|2Y ∩C||2Y ∩At ||u(3Y∩C)α −u(3Y∩C)β |p

+3p−1|2Y ∩C|
∫
(2Y∩At)β

|ϕ(y−β )|p|u(R−1(y−β )+β )−u(3Y∩C)β |pdy.

(4.36)

Taking Lemma 4.7 and estimate (4.32) into account, we immediately deduce that∫
(2Y∩C)α

|u(x)−u(3Y∩C)α |pdx ≤
∫
(3Y∩C)α

|u(x)−u(3Y∩c)α |pdx

≤ 1
|3Y ∩C|

∫
((Y3∩C)α )2

|u(x)−u(y)|pdxdy
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≤ c(r)
|3Y ∩C|

∫
(Y α

k ∩E)2∩Dr

|u(x)−u(y)|pdxdy

≤ c(r)
|3Y ∩C|

∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy. (4.37)

By (4.15), we already know that R has bounded Jacobian and R−1(2Y ∩At) ⊂ (3Y ∩C).
Then, in view of (4.32) and Lemma 4.7, it follows, after the changes of variables y′ = y−β

and then y′′ =R−1(y′)+β , that∫
(2Y∩At)β

|ϕ(y−β )|p|u(R−1(y−β )+β )−u(3Y∩C)β ]|pdy

=
∫

2Y∩At

|ϕ(y′)|p|u(R−1(y′)+β )−u(3Y∩C)β ]|pdy′

≤ cR
∫
(3Y∩C)β

|u(y′′)−u(3Y∩C)β |pdy′′

≤ cR
|3Y ∩C|

∫
((Y3∩C)β )2

|u(x)−u(y)|pdxdy

≤ cR
|3Y ∩C|

c(r)
∫
(Y β

k ∩E)2∩Dr

|u(x)−u(y)|pdxdy

≤ c1

|3Y ∩C|
c(r)

∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy. (4.38)

In order to estimate the term |u(3Y∩C)α −u(3Y∩C)β |p, note that

|u(3Y∩C)α −u(3Y∩C)β |p =
1

|3Y ∩C|p

∣∣∣∣∫
(3Y∩C)α×(3Y∩C)β

u|Cα
(x)−u|

Cβ
(y)dxdy

∣∣∣∣p
≤ 1

|3Y ∩C|p
∫
(3Y∩C)α×(3Y∩C)β

|u|Cα
(x)−u|

Cβ
(y)|pdxdy. (4.39)

Since u|Cα
= u|

Cβ
a.e. on Y α

3 ∩Y β

3 ∩C, the last integral can be estimated as follows

∫
(3Y∩C)α×(3Y∩C)β

|u|Cα
(x)−u|

Cβ
(y)|pdxdy

=
1

|Y α
3 ∩Y β

3 ∩C|

∫
Y α

3 ∩Y β

3 ∩C

∫
(3Y∩C)α×(3Y∩C)β

|u|Cα
(x)−u(z)+u(z)−u|

Cβ
(y)|pdxdydz

≤ 2p−1|3Y ∩C|
|Y α

3 ∩Y β

3 ∩C|

∫
(Y α

3 ∩Y β

3 ∩C)×(3Y∩C)α

|u|Cα
(x)−u(z)|pdxdz

+
2p−1|3Y ∩C|
|Y α

3 ∩Y β

3 ∩C|

∫
(Y α

3 ∩Y β

3 ∩C)×(3Y∩C)β

|u|
Cβ
(y)−u(z)|pdydz.
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Since Y α
3 ∩Y β

3 ∩C is contained in (3Y ∩C)α , an application of estimate (4.32) leads to∫
(Y α

3 ∩Y β

3 ∩C)×(3Y∩C)α

|u|Cα
(x)−u(z)|pdxdz ≤

∫
((Y3∩C)α )2

|u(x)−u(z)|pdxdz

≤ c(r)
∫
(Y α

k ∩E)2∩Dr

|u(x)−u(z)|pdxdz

≤ c(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(z)|pdxdz.

Similarly, we also deduce that∫
(Y α

3 ∩Y β

3 ∩C)×(3Y∩C)β

|u|
Cβ
(y)−u(z)|pdydz ≤ c(r)

∫
(Y β

2k∩E)2∩Dr

|u(y)−u(z)|pdydz.

Finally, from (4.39) we get

|u(3Y∩C)α −u(3Y∩C)β |p ≤
2pc(r)

|3Y ∩C|p−1|Y α
3 ∩Y β

3 ∩C|

∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy. (4.40)

Gathering estimates (4.37), (4.38) and (4.40), from (4.36) we conclude that∫
Sα,β

2

|uα(x)−uβ (y)|pdxdy ≤ c1(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy,

where c1(r) is a positive constant depending on p,E and r. The same arguments also show
that ∫

Sα,β
3

|uα(x)−uβ (y)|pdxdy ≤ c1(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy.

Now consider (x,y) ∈ Sα,β
4 . We have that

uα(x)−uβ (y) = ϕ(x−α)[u(R−1(x−α)+α)−u(3Y∩C)α ]+ (u(3Y∩C)α −u(3Y∩C)β )

ϕ(y−β )[u(R−1(y−β )+β )−u(3Y∩C)β ].
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In view of inequalities (4.38) and (4.40), we obtain that∫
Sα,β

4

|uα(x)−uβ (y)|dxdx ≤ 3p−1|2Y ∩At |
∫
(2Y∩At)α

|ϕ(x−α)|p|u(R−1(x−α)+α)−u(3Y∩C)α |pdx

+3p−1|2Y ∩At |2|u(3Y∩C)α −u(3Y∩C)β |p

+3p−1|2Y ∩At |
∫
(2Y∩At)β

|ϕ(y−β )|p|u(R−1(y−β )+β )−u(3Y∩C)β |pdy

≤ c1(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy,

where c1 is a positive constant depending on p,E and r.

Now, consider (x,y) ∈ Sα,β
5 . Hence,

uα(x)−uβ (y) = ϕ(x−α)[u(R−1(x−α)+α)−u(3Y∩C)α ]+ (u(3Y∩C)α −u(3Y∩C)β ),

which, thanks to (4.38) and (4.40), implies that∫
Sα,β

5

|uα(x)−uβ (y)|dxdx ≤ c(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy.

Similarly, if (x,y) ∈ Sα,β
6 , we have∫

Sα,β
6

|uα(x)−uβ (y)|dxdx ≤ c(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy.

If (x,y) ∈ Sα,β
7 , then (4.40) shows the desired inequality on Sα,β

7 . Finally, gathering all
the previous estimate on Sα,β

i , for i = 1, . . . ,7 , from (4.35) it follows that∫
(Y β

2 )2∩DR

| ∑
α∈I(Y β

2 )

uα(y)(ψα(x)−ψ
α(y))|pdxdy ≤ c2(r)

∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy,

where c2 denotes a positive constant depending on E, p and r. In view of (4.33), the previous
estimate combined with (4.34) leads us to∫

(Y β

2 ×Y β

2 )∩DR

|Lu(x)−Lu(y)|pdxdy ≤ c2(r)
∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy,
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with c2(r) being a positive constant depending on p,E and r. Finally, summing up over
β ∈ I(Ω′) in the last inequality, we conclude that∫

(Ω′×Ω′)∩DR

|Lu(x)−Lu(y)|pdxdy ≤ ∑
β∈I(Ω′)

∫
(Y β

2 ×Y β

2 )∩DR

|Lu(x)−Lu(y)|pdxdy

≤ c2(r) ∑
β∈I(Ω′)

∫
(Y β

2k∩E)2∩Dr

|u(x)−u(y)|pdxdy

≤ (2k)2dc2(r)
∫
(Ω∩E)2∩Dr

|u(x)−u(y)|pdxdy,

where c2(r) denotes the positive constant depending on p, E and r and the factor (2k)2d is
due to the fact that each point (x,y) ∈ Rd ×Rd is contained in at most (2k)2d cubes of the
form (Y β

2k ×Y β

2k)β∈Zd . This concludes the proof.

The next result proves estimate (4.32).

Lemma 4.1.8. Let C be the connected component of kY ∩E, k ≥ 4, such that 3Y ∩E ⊂C
and C has Lipschitz boundary at each point of ∂C∩3Y . For any r > 0 there exists a constant
c(r)> 0 such that the following inequality holds∫

(3Y∩C)2
|u(x)−u(y)|pdxdy ≤ c(r)

∫
(kY∩E)2∩Dr

|u(x)−u(y)|pdxdy. (4.41)

Proof. We adapt the proof of [26, Lemma 3.3].

Note that for any function u the integral on the right-hand side of (4.41) is an increasing
function of r. Hence, it is sufficient to prove (4.41) for r > 0 small enough. For fixed r > 0,
there exists r1 ∈

(
0, 1

3r
)

and ν ∈ (0,1] which depends on the Lipschitz constant of ∂C∩3Y
such that for any two points η ′,η ′′ ∈ 3Y ∩C there exists a discrete path from η ′ to η ′′; i.e. a
set of points

η0 = η
′,η1, . . . ,ηN ,ηN+1 = η

′′

such that

i) |η j+1 −η j| ≤ r1, for j = 0,1, . . . ,N;

ii) for any j = 1, . . . ,N the ball Bνr1(η j) = {η ∈ Rd : |η −η j| ≤ νr1} is contained in
kY ∩C;

iii) there exists N = N(r1) such that N ≤ N for all η ′,η ′′ ∈ 3Y ∩C.
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Let ξ j ∈ Bνr1(η j), for j = 1, . . . ,N. Hence, thanks to the Jensen inequality and the condition
ii) above, we deduce, for η ′,η ′′ ∈ 3Y ∩C,∫

(3Y∩C)∩Bνr1(η
′)×(3Y∩C)∩Bνr1(η

′′)
|u(ξ0)−u(ξN+1)|pdξ0dξN+1

= cd(νr1)
−dN

∫
Bνr1(η1)

· · ·
∫

Bνr1(ηN)

∫
(3Y∩C)∩Bνr1(η

′)×(3Y∩C)∩Bνr1(η
′′)
|u(ξ0)−u(ξ1)+u(ξ1)− . . .

−u(ξN)+u(ξN)−u(ξN+1)|pdξ0dξN+1dξN . . .dξ1

≤ (N +1)p−1cd(νr1)
−dN

∫
(kY∩E)∩Bνr1(η0)

· · ·
∫
(kY∩E)∩Bνr1(ηN+1)

N+1

∑
j=1

|u(ξ j)−u(ξ j−1)|pdξ0dξN+1 . . .dξ1

= c(N +1)p−1
N+1

∑
j=1

∫
(KY∩E)∩Bνr1(η j)×(kY∩E)∩Bνr1(η j−1)

|u(ξ j)−u(ξ j−1)|pdξ jdξ j−1. (4.42)

In view of assumption (i), for ξ j−1 ∈ (kY ∩E)∩Bνr1(η j−1) and ξ j ∈ (kY ∩E)∩Bνr1(η j),
we have

|ξ j −ξ j−1| ≤ |ξ j −η j|+ |η j −η j−1|+ |η j−1 −ξ j−1| ≤ 2νr1 + r1 ≤ r,

which implies that (kY ∩E)∩Bνr1(η j)×(kY ∩E)∩Bνr1(η j−1) is contained in (kY ∩E)2∩Dr.
In view of (4.42) and due to item (iii), we get

c(N +1)p−1
N+1

∑
j=1

∫
(kY∩E)∩Bνr1(η j)×(kY∩E)∩Bνr1(η j−1)

|u(ξ j)−u(ξ j−1)|pdξ jdξ j−1

≤ c(N +1)p−1
N+1

∑
j=1

∫
(kY∩E)2∩Dr

|u(ξ )−u(η)|pdξ dη

≤ c(N +1)p
∫
(kY∩E)2∩Dr

|u(ξ )−u(η)|pdξ dη

≤ c(N +1)p
∫
(kY∩E)2∩Dr

|u(ξ )−u(η)|pdξ dη .

This implies that∫
(3Y∩C)∩Bνr1(η

′)×(3Y∩C)∩Bνr1(η
′′)
|u(ξ0)−u(ξN+1)|pdξ0dξN+1

≤ c(N +1)p
∫
(kY∩E)2∩Dr

|u(ξ )−u(η)|pdξ dη .

Covering 3Y ∩C with a finite number of balls of radius νr1 and summing up the last inequality
over all pairs of these balls gives the desired estimate (4.24).
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Now, we may prove Theorem 4.1.2.

Proof of Theorem 4.1.2. The proof follows the lines of that of Theorem 2.1 in [1].
Fix ε > 0 and set k0 = 2C̃. First, let us show that there exist R = R(E)> 0, independent of ε ,
and a linear and continuous extension operator Lε : Lp(Ω∩ εE)→ Lp(Ω(εk0/2)) such that,
for all r > 0 and for any u ∈ Lp(Ω∩ εE),

Lε(u) = u a.e. in Ω(εk0/2)∩ εE, (4.43)∫
Ω(εk0/2)

|Lε(u)|pdx ≤ c1

∫
Ω∩εE

|u|pdx, (4.44)

∫
(Ω(εk0/2))2∩DεR

|Lε(u)(x)−Lε(u)(y)|pdxdy ≤ c2(r)
∫
(Ω∩εE)2∩Dεr

|u(x)−u(y)|pdxdy.

(4.45)
To this end, note that for every u ∈ Lp(Ω∩ εE), we have u◦πε ∈ Lp(ε−1Ω∩E), where we
use the notation (4.30) for the map πε . Moreover, dist(ε−1Ω(εk0/2),∂ (ε−1Ω))> k0 = 2C̃.
Hence, we can apply Lemma 4.1.7, so that there exist R = R(E)> 0, independent of ε , and
a linear and continuous operator L : Lp(ε−1Ω∩E)→ Lp(ε−1Ω(εk0/2)) such that, for all
r > 0 and for all u ∈ Lp(ε−1Ω∩E),

L(u) = u, a.e. in ε
−1

Ω(εk0/2)∩E,∫
ε−1Ω(εk0/2)

|L(u)|pdx ≤ c1

∫
ε−1Ω∩E

|u|pdx,

∫
(ε−1Ω(εk0/2))2∩DR

|L(u)(x)−L(u)(y)|pdxdy ≤ c2(r)
∫
(ε−1Ω∩E)2∩Dr

|u(x)−u(y)|pdxdy,

where the constants c1 and c2 are given by Lemma 4.1.7 and they are, in particular, independ-
ent of ε . Hence, we set Lεu = (L(u◦πε))◦π1/ε . Note that Lεu ∈ Lp(Ω(εk0/2)) and (4.43),
(4.44), (4.45) are satisfied.

Now, we define the extension operator Tε : Lp(Ω∩εE)→ Lp(Ω) by Tε(u) := Lε(u) a.e. in
Ω(εk0) and extended by zero out of Ω(εk0). Hence, we have that Tε(u) ∈ Lp(Ω) and (4.4),
(4.5) and (4.6) follow directly from (4.43), (4.44) and (4.45) and this concludes the proof.

4.1.2 Compactness

In this subsection we prove a compactness result which in particular implies the equi-
coerciveness of families of non-local functionals as those in the homogenization result in
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the next section. The proof is based on the extension Theorem 4.1.2 and on the following
compactness result proved in [27] for the case p = 2 and in [5] for general p > 1.

Theorem 4.1.9. Let Ω be an open set with Lipschitz boundary, and assume that for a family
{wε}ε>0, wε ∈ Lp(Ω), the estimate

∫
Ω(εk)

∫
DR

∣∣∣∣wε(x+ξ )−wε(x)
ε

∣∣∣∣p dξ dx ≤ c (4.46)

is satisfied with some k > 0 and R > 0. Assume moreover that the family {wε} is bounded in
Lp(Ω). Then for any sequence ε j → 0 as j → ∞, and for any open subset Ω′ ⊂⊂ Ω the set
{wε j} j∈N is relatively compact in Lp(Ω′) and every its limit point is in W 1,p(Ω).

Corollary 4.1.10. Let uε be a family of functions in Lp(Ω∩ εE) such that there exists c > 0
and r > 0 such that ||uε ||Lp(Ω∩εE) ≤ c and

∫
{|ξ |≤r}

∫
(Ω∩εE)ε (ξ )

∣∣∣uε(x+ εξ )−uε(x)
ε

∣∣∣pdxdξ ≤ c, (4.47)

for all ε > 0, with (Ω∩εE)ε(ξ ) := {x ∈ Ω∩εE : x+εξ ∈ Ω∩εE}. Then, for any sequence
ε j → 0 as j → ∞, and for any open subset Ω′ ⊂⊂ Ω the set {Tε juε j} j∈N is relatively compact
in Lp(Ω′) and every its limit point is in W 1,p(Ω).

Proof. Let uε be such that ||uε ||Lp(Ω∩εE) ≤ c and (4.47) hold for every ε > 0. From Theorem
4.1.2, the extended functions Tεuε satisfy the estimates∫

Ω(εk0)
|Tεuε |p dx ≤ c (4.48)

and

1
εd+p

∫
(Ω(εk0))2∩DεR

|Tεuε(y)−Tεuε(x)|p dydx

≤ c(r)
∫
|ξ |≤r

∫
(Ω∩E)ε (ξ )

∣∣∣∣uε(x+ εξ )−uε(x)
ε

∣∣∣∣p dxdξ ≤ c ,

for some R > 0 independent of ε . The latter, after the change of variables y = x+ εξ , is
equivalent to ∫

Ω(εk0)

∫
|ξ |≤R

∣∣∣∣Tεuε(x+ εξ )−Tεuε(x)
ε

∣∣∣∣p dξ dx ≤ c, (4.49)
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which corresponds to (4.46), for wε = Tεuε . Using Theorem 4.1.9 for wε = Tεuε and (4.48),
(4.49), we can conclude that for any sequence ε j → 0 as j → ∞, and for any open subset
Ω′ ⊂⊂ Ω, Tε juε j is relatively compact in Lp(Ω′) and every its limit point is in W 1,p(Ω).

Remark 4.1.11. The limit u in the previous corollary does not depend on the choice of
the extension. In fact, if ṽε is another extension of uε and v is its limit, then for any
Ω′′ ⊂⊂ Ω′ ⊂⊂ Ω∫

Ω′′∩εE
|u− v|p dx ≤ c

∫
Ω′
|u− ũε |p dx+ c

∫
Ω′
|ṽε − v|p dx

Passing to the limit as ε → 0, one gets

|(0,1)d ∩E|
∫

Ω′′
|u− v|p dx ≤ 0

and concludes that u = v, by the arbitrariness of Ω′′.

4.2 An application to homogenization

In this section we present an application of the Extension Theorem 4.1.2 to the homo-
genization of non-local functional. Specifically, we consider a periodic integrand h :
Rd ×Rd ×Rm → [0,∞); i.e., a Borel function such that h(·,ξ ,z) is [0,1]d-periodic for
all ξ ∈ Rd and z ∈ Rm and satisfies the following growth conditions: there exist positive
constants c0,c1,r0 and non-negative function ψ : Rd → [0,∞) such that

h(x,ξ ,z)≤ ψ(ξ )(|z|p +1), (4.50)

h(x,ξ ,z)≥ c0(|z|p −1) ∀|ξ | ≤ r0, (4.51)

with ∫
Rd

ψ(ξ )(|ξ |p +1)dξ ≤ c1. (4.52)

Let Ω ⊂ Rd be an open set with Lipschitz boundary and let p ∈ (1,∞). For any ε > 0, we
introduce the non-local functional Hε : Lp(Ω;Rm)→ [0,∞] defined as

Hε(u) =
∫
Rd

∫
(Ω∩εE)ε (ξ )

h
(

x
ε
,ξ ,

u(x+ εξ )−u(x)
ε

)
dxdξ , (4.53)
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where for each set B, ε > 0 and ξ ∈ Rd , we use the notation

Bε(ξ ) := {x ∈ B : x+ εξ ∈ B}. (4.54)

Note that the integration in (4.53) is performed for x,ξ such that both x and x+ εξ belong to
the perforated domain Ω∩ εE. Conditions (4.50)–(4.52) guarantee that functionals Hε are
estimated from above and below by functionals of the type (4.3).

Thanks to Corollary 4.1.10, our functionals Hε are equi-coercive with respect to the
Lp

loc(Ω;Rm)-convergence upon identifying functions with their extensions from the perforated
domain. More precisely, from each sequence {uε} with equi-bounded energy Hε(uε) we can
extract a subsequence such that the corresponding extensions converge in Lp

loc to some limit
u ∈W 1,p(Ω;Rm). This is implied by Corollary 4.1.10 applied with r = r0 to each component
of the vector-valued functions uε , upon noting that (4.51) implies (4.47).
Now we may state the homogenization result for the functional Hε with respect to the
Lp

loc(Ω;Rm) convergence.

Theorem 4.2.1. The functionals Hε defined by (4.53) Γ-converge with respect to Lp
loc(Ω;Rm)-

convergence to the functional

Hhom(u) =


∫

Ω

hhom(Du(x))dx if u ∈W 1,p(Ω;Rm)

∞ otherwise,

(4.55)

with hhom satisfying the asymptotic formula

hhom(Ξ) = lim
T→∞

1
T d inf

{∫
(0,T )d∩E

∫
(0,T )d∩E

h(x,y− x,v(y)− v(x))dxdy :

v(x) = Ξx if dist(x,∂ (0,T )d)< k0

}
(4.56)

for all Ξ ∈ Mm×d . Furthermore, if h is convex in the third variable, the cell-problem formula

hhom(Ξ) = inf
{∫

(0,1)d∩E

∫
E

h(x,y− x,v(y)− v(x))dxdy : v(x)−Ξx is 1-periodic
}

(4.57)

holds.
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Proof. In [5] this theorem is proved when E = Rd . We will prove Theorem 4.2.1 reducing
to that case by a perturbation argument. For every δ ≥ 0 we set

hδ (x,ξ ,z) = χE(x)χE(x+ξ )h(x,ξ ,z)+δ χBR0
(ξ )|z|p,

where R0 > 0 is fixed but arbitrary, and

Hδ
ε (u) =

∫
Rd

∫
Ωε (ξ )

hδ

(
x
ε
,ξ ,

u(x+ εξ )−u(x)
ε

)
dxdξ

is defined for u ∈ Lp(Ω;Rm), where we use the notation in (4.54) for the set Ωε(ξ ). Note
that Hδ

ε ≥ Hε , and for δ = 0 we have H0
ε = Hε . In the following, for any open set A and

δ ≥ 0, we also consider the “localized” functionals

Hδ
ε (v,A) =

∫
Rd

∫
Aε (ξ )

h
(

x
ε
,ξ ,

u(x+ εξ )−u(x)
ε

)
dxdξ ,

where we use the notation in (4.54) for the set Aε(ξ ). If δ = 0 we write Hε(v,A) in the place
of H0

ε (v,A).

The homogenization theorem in [5] ensures that for all δ > 0 there exists the Γ-limit

Hδ
hom(u) = Γ- lim

ε→0
Hδ

ε (u)

with domain W 1,p(Ω;Rm), on which it is represented as

Hδ
hom(u) =

∫
Ω

hδ
hom(Du)dx.

The energy density hδ
hom satisfies

hδ
hom(Ξ) = lim

T→∞

1
T d inf

{∫
(0,T )d

∫
(0,T )d

hδ (x,y− x,v(y)− v(x))dxdy :

v(x) = Ξx if dist(x,∂ (0,T )d)< r
}
,

for any fixed r > 0, and

c1(|Ξ|p −1)≤ hδ
hom(Ξ)≤ c2(1+ |Ξ|p)



4.2 An application to homogenization 141

with c1,c2 independent of δ , for δ ∈ [0,1]. Note that the independence of c1 from δ is an
immediate consequence of the Extension Theorem. Indeed, let uδ

ε → Ξx be such that

hδ
hom(Ξ) = lim

ε→0
Hδ

ε (u
δ
ε ,(0,1)

d).

Applying Corollary 4.1.10 with Ω = (0,1)d , we deduce that Tεuδ
ε converge to Ξx locally

in (0,1)d (in particular the convergence is strong e.g. in (1
4 ,

3
4)

d). Hence, using (4.51), the
Extension Theorem and the liminf inequality of the Γ-limit (see e.g. [25] and Appendix A.3),
we have

lim
ε→0

Hδ
ε (u

δ
ε ,(0,1)

d) ≥ liminf
ε→0

Hε(uδ
ε ,(0,1)

d)

≥ c0 liminf
ε→0

( 1
ε p+d

∫
((0,1)d∩εE)2∩Dr0

|uδ
ε (x)−uδ

ε (y)|pdxdy−1
)

≥ c0

c2(r0)
liminf

ε→0

( 1
ε p+d

∫
(( 1

4 ,
3
4 )

d)2∩DR

|Tεuδ
ε (x)−Tεuδ

ε (y)|pdxdy−1
)

≥ c0

c2(r0)
min
{ 1

2d cR,1
}
(|Ξ|p −1),

where in the last inequality we have used that

Γ- lim
ε→0

1
ε p+d

∫
(( 1

4 ,
3
4 )

d)2∩DR

|v(x)− v(y)|pdxdy = cR

∫
( 1

4 ,
3
4 )

d
|∇v|pdx,

where cR =
∫
{|ξ |≤R} |ξ1|pdξ (see [5]).

Since hδ
hom is increasing with δ , we may define

h0(Ξ) = inf
δ>0

hδ
hom(Ξ) = lim

δ→0+
hδ

hom(Ξ),

and we deduce (here we use the usual notation for the upper Γ-limit) that∫
Ω

h0(Du)dx ≥ Γ- limsup
ε→0

Hε(u) . (4.58)

If u ∈ W 1,p(Ω;Rm) and uε → u with supε Hε(uε) < ∞ then for all fixed Ω′ compactly
contained in Ω, if R0 < R, upon identifying uε with its extension given by the Extension
Theorem, we obtain that,∫

{|ξ |≤R0}

∫
(Ω′)ε (ξ )

∣∣∣∣uε(x+ εξ )−uε(x)
ε

∣∣∣∣p dxdξ ≤ c,
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so that
liminf

ε→0
Hε(uε)≥ liminf

ε→0
Hε(uε ,Ω

′)≥ liminf
ε→0

Hδ
ε (uε ,Ω

′)−δc.

From this inequality we obtain (in terms of the lower Γ-limit)

Γ- liminf
ε→0

Hε(u)≥
∫

Ω

h0(Du)dx

by the arbitrariness of δ and Ω′ ⊂⊂ Ω. Hence, recalling (4.58), we have proved that

Γ- lim
ε→0

Hε(u) =
∫

Ω

h0(Du)dx,

and in particular that the Γ-limit exists as ε → 0 (no subsequence is involved) and it can be
represented as an integral functional with a homogeneous integrand. Note moreover that the
lower-semicontinuity of the Γ-limit implies that h0 is quasiconvex (see [25]).

Now we prove that h0 coincides with hhom given by the asymptotic formula. First, note
that

h0(Ξ) ≥ limsup
T→∞

1
T d inf

{∫
(0,T )d∩E

∫
(0,T )d∩E

h(x,y− x,v(y)− v(x))dxdy :

v(x) = Ξx if dist(x,∂ (0,T )d)< r
}
. (4.59)

If we take r = k0, we obtain a lower bound for h0.

To prove the opposite inequality, for any diverging sequence {Tj} we can consider
(almost-)minimizers v j of the problems in (4.59) with r = k0 and T = Tj. By Lemma 4.1.7
(applied componentwise) with Ω = (0,T )d and Ω′ = (k0

2 ,Tj − k0
2 )

d , recalling that k0 = 2C̃,
we can consider ṽ j = L(v j) ∈ Lp((k0

2 ,Tj − k0
2 )

d;Rm) with ṽ j = v j on Ω = (0,T )d ∩E and∫
(

k0
2 ,Tj−

k0
2 )d∩DR

|ṽ j(ξ )− ṽ j(η)|pdξ dη

≤ c2(r0)
∫
(0,Tj)d∩E)2∩Dr0

|v j(ξ )− v j(η)|pdξ dη ≤ cT d
j (1+ |Ξ|p),

for some c > 0 independent of j. Upon choosing a larger k0 > 2 we may suppose that
⌊k0

2 ⌋+ 1 < k0 so that we may consider w j ∈ Lp((0,Tj − n)d;Rm), where n = 2⌊k0
2 ⌋+ 2,

defined by

w j(x) = L(v j)
(

x+
(
⌊k0

2
⌋+1

)
(1, . . . ,1)

)
−
(
⌊k0

2
⌋+1

)
Ξ(1, . . . ,1).
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Having set ε j = (Tj −n)−1 we can consider the scaled functions

u j(x) = ε jw j

( x
ε j

)
.

By the boundedness of the energies above and noting that there exists c > 0 such that
w j(x) = Ξx if x ∈ E and dist(x,∂ (0,Tj −n)d)< c, upon extracting a subsequence, we may
suppose that u j → u and u ∈ Ξx+W 1,p

0 ((0,1)d;Rm). We may then use the quasiconvexity
inequality for h0 to obtain

h0(Ξ) ≤
∫
(0,1)d

h0(Du)dx

≤ liminf
j

Hδ
ε j
(u j,(0,1)d)

≤ liminf
j

Hε j(u j,(0,1)d)+ cδ

≤ liminf
j

1
(Tj −n)d H1(w j,(0,Tj −n)d)+ cδ

≤ liminf
j

1
(Tj −n)d H1(v j,(0,Tj)

d)+ cδ

= liminf
j

1
(Tj −n)d inf

{∫
(0,Tj)d∩E

∫
(0,Tj)d∩E

h(x,y− x,v(y)− v(x))dxdy :

v(x) = Ξx if dist(x,∂ (0,Tj)
d)< k0

}
+ cδ

= liminf
j

1
T d

j
inf
{∫

(0,Tj)d∩E

∫
(0,Tj)d∩E

h(x,y− x,v(y)− v(x))dxdy :

v(x) = Ξx if dist(x,∂ (0,Tj)
d)< k0

}
+ cδ .

By the arbitrariness of δ and of the sequence Tj we obtain the desired upper bound for h0,
which, together with (4.59), proves the asymptotic formula.

In the convex case, again by the homogenization results in [5], we may repeat the
arguments used to get (4.59) to obtain the lower bound for h0

h0(Ξ)≥ inf
{∫

(0,1)d∩E

∫
E

h(x,y− x,v(y)− v(x))dxdy : v(x)−Ξx is 1-periodic
}
. (4.60)

Note that this implies that the right-hand side is bounded from above by c2(1+ |Ξ|p).

Now, let v be an (almost) minimizing function for (4.60), and set vε(x) = εv( x
ε
). After

applying Theorem 4.1.2 to any set Ω compactly containing (0,1)d to possibly redefine vε
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outside εE, we can suppose that vε converge in Lp((0,1)d;Rm) to Ξx and that

1
ε p+d

∫
((0,1)d×(0,1)d)∩DεR0

|vε(x)− vε(y)|p dxdy ≤ c(1+ |Ξ|p).

We then estimate

hδ
hom(Ξ) ≤ liminf

ε→0
Hδ

ε (vε)

≤
∫
(0,1)d∩E

∫
E

h(x,y− x,v(y)− v(x))dxdy+ cδ (1+ |Ξ|p).

Taking the limit as δ → 0, we obtain the converse inequality of (4.60) and we conclude the
proof.

Remark 4.2.2. The function hhom obtained in the asymptotic formula (4.56) also satisfies

hhom(Ξ) = lim
T→∞

1
T d inf

{∫
(0,T )d∩E

∫
(0,T )d∩E

h(x,y− x,v(y)− v(x))dxdy :

v(x)−Ξx is(0,T )d −periodic
}
.

Remark 4.2.3. An example is given by the convolution functional

Fε(u) =
1

εd+p

∫
(Ω∩Eε )×(Ω∩Eε )

a
(

y− x
ε

)
|u(x)−u(y)|p dydx.

Since the integrand function h(x,ξ ,z) = a(ξ )|z|p is convex in z, then Theorem 4.2.1 and
(4.57) ensure that the integrand of the Γ-limit (4.55) of Fε is given by

inf
{∫

(0,1)d∩E

∫
E−{x}

a(ξ )|v(x+ξ )− v(x)|p dξ dx : v(x)−Ξx is 1−periodic
}
.



Appendix A

We recollect the main notion which are used in the previous chapters.

A.1 Lemma about near eigenvalues and eigenfunctions

Let us summarize the basic idea of the perturbation theory for a spectral problem (for an
introduction on this topic we refer to Kato [52]). Given a bounded self-adjoint operator Aε in
a Hilbert space H, we consider the eigenvalue problem

Aεuε
k = λ

ε
k uε

k . (A.1)

We assume that the problem is completely solved for the unperturbed operator A0. Hence,
we expect that, for small value of ε , the eigenvalues and the corresponding eigenfunctions of
Aε slightly differ from those of A0. This yields to look for a solution to (A.1) in the form

λ
ε
k = λ

0
k + ελ

1
k + ε

2
λ

2
k + . . . , (A.2)

uε
k = u0

k + εu1
k + ε

2u2
k + . . . , (A.3)

where, for fixed k ∈ N, λ 0
k and u0

k are the eigenvalue and the corresponding eigenfunction of
the unperturbed operator A0. Then, the series (A.2) and (A.3) are plugged into the equation
(A.1) and the coefficients of the same power of ε are collected in order to find the problems
satisfied by the terms appearing in the series. This is just a formal procedure and a further
step is necessary to justify the series (A.2) and (A.3). To this end, one can apply the so-
called Lemma about near eigenvalues and eigenfunctions, developed by Višik and Lyusternik
[82]. It provides an estimate involving the true solution (λ ε

k ,u
ε
k) and the partial sums of the

asymptotics (A.2)-(A.3).
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Lemma A.1.1 (see [74, Lemma 1.1]). Let H be a separable Hilbert space endowed with a
real-valued scalar product (·, ·)H and let A : H → H be a continuous, linear, compact and
self-adjoint operator. Assume that there exist a real µ > 0 and a vector u ∈ H such that

∥u∥H = 1 and ∥Au−µu∥H ≤ α,

for some constant α > 0, where ∥u∥H is the norm of u ∈ H given by (u,u)1/2
H . Then, there

exists an eigenvalue µi of operator A such that

|µi −µ| ≤ α.

Moreover, for any r > α , there exists a vector u such that

∥u−u∥H ≤ 2αr−1, ∥u∥H = 1,

and u is a linear combination of eigenvectors of operator A corresponding to eigenvalues of
A from the interval [µ − r,µ + r].

A.2 Two-scale convergence

Two-scale convergence has been introduced by Nguetseng [73] and has been developed by
Allaire [6]. We recall the definition and the main properties of two-scale convergence used in
Chapter 3.

Let Ω be a bounded open subset of Rd and let Yd := [0,1)d .

Definition A.2.1. A sequence of functions uε in L2(Ω) two-scale converges to a limit function
u0(x,y) ∈ L2(Ω×Yd) if, for any function ϕ(x,y) ∈C∞

c (Ω;C∞
per(Yd)), we have

lim
ε→0

∫
Ω

uε(x)ϕ
(

x,
x
ε

)
dx =

∫
Ω

∫
Yd

u0(x,y)ϕ(x,y)dxdy.

The next theorem shows a compactness result for two-scale convergence.

Theorem A.2.2 (see [6, Theorem 1.2]). From each bounded sequence uε in L2(Ω), there
exist a subsequence and a limit u0(x,y) ∈ L2(Ω×Yd) such that this subsequence two-scale
converges to u0.

A link between two-scale and weak L2-convergences is established in the next proposition.
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Proposition A.2.3 (see [6, Proposition 1.6]). Let uε be a sequence of functions in L2(Ω)

which two-scale converges to a limit u0(x,y) ∈ L2(Ω×Yd). Then,

uε ⇀ u(x) =
∫

Yd

u0(x,y)dy weakly in L2(Ω).

Furthermore, we have

lim
ε→0

∥uε∥L2(Ω) ≥ ∥u0∥L2(Ω×Yd)
≥ ∥u∥L2(Ω).

We also recall the definition of “admissible” test function for two-scale convergence (see
[6, Section 5]).

Definition A.2.4. A function ϕ(x,y) ∈ L1(Ω×Yd), Yd-periodic in y, is an “admissible” test
function if and only if

lim
ε→0

∫
Ω

∣∣∣ϕ (x,
x
ε

)∣∣∣dx =
∫

Ω

∫
Yd

|ϕ(x,y)|dxdy. (A.4)

It can be easily proved that a continuous function ϕ(x,y) on Ω×Yd is admissible in
the sense of Definition A.2.4. However, if the regularity of ϕ is weakened, the proof of
(A.4) becomes trickier. The next result shows that a function ϕ(x,y) in Cc(Ω; L∞

per(Yd)) is
admissible in the sense of Definition A.2.4.

Proposition A.2.5 (see Lemma 5.5 Allaire). Let ϕ(x,y) be a function such that there exist a
subset E ⊂ Yd of measure zero, independent of x, and a compact subset K ⊂ Ω independent
of y, satisfying

i) for any y ∈ Yd \E, the function x 7→ ϕ(x,y) is continuous with compact support K;

ii) for any x ∈ Ω, the function y 7→ ϕ(x,y) is Yd-periodic and measurable on Yd;

iii) the function x 7→ ϕ(x,y) is continuous on K uniformly with respect to y ∈ Yd \E.

Then, for any positive value of ε , ϕ(x,x/ε) is a measurable function on Ω and ϕ(x,y) is an
admissible test function in the sense of Definition A.2.4, i.e.

lim
ε→0

∫
Ω

∣∣∣ϕ (x,
x
ε

)∣∣∣dx =
∫

Ω

∫
Y
|ϕ(x,y)|dxdy.

Note that any function satisfying the assumptions (i)-(iii) of Proposition A.2.5 belongs to
Cc(Ω; L∞

per(Yd)). The converse is also true: indeed, given a function ϕ(x,y)∈Cc(Ω; L∞
per(Yd)),
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there exists a representative of ϕ(x,y) which satisfies assumptions (i)-(iii) of Proposition
A.2.5 (see [6, Lemma 5.6]).

If a function ϕ(x,y) is given by the product of two functions, each depending on only
one variable, then ϕ(x,y) turns out to be an admissible test function.

Proposition A.2.6 (see [6, Lemma 5.7]). Assume that Ω is a bounded open set. Let φ1(x) ∈
Lp(Ω) and φ2(y) ∈ Lp′

per(Yd) with 1/p+ 1/p′ = 1 and 1 ≤ p ≤ ∞ (In the case p = 1 and
p′ = ∞ the set Ω can be unbounded). Then, for any positive value of ε , φ1(x)φ2(x/ε) is
a measurable function on Ω and φ1(x)φ2(y) is an admissible test function in the sense of
Definition A.2.4.

A.3 Γ-convergence

Γ-convergence has been introduced by De Giorgi [37] and nowadays it plays a central
role among variational convergences thanks to its compactness properties and the results
concerning Γ-limit of integral functionals. We recall the definition and the main properties
used in Chapters 3 and 4.

Let X be a topological space and let Fj : X → R be a sequence of functionals, where R
denotes the extended real line, i.e. R := R∪{−∞,∞}. The definition of Γ-convergence can
be given in an abstract topological space X (see [35, Chapter 4]). However, if the topological
space X satisfies the first axiom of countability, we have a sequential characterization of
Γ-convergence (see [35, Proposition 8.1]). In Chapters 3 and 4, we deal with topological
spaces X which satisfy suitable assumptions such that the Γ-limit can be expressed in terms
of convergent sequences in X . More precisely, in Chapter 3 we deal with space X whose
topology is metrizable on bounded sets (see Proposition A.3.6 below) while in Chapter 4 the
topology is induced by a metric.

Definition A.3.1. Assume that X satisfies the first axiom of countability. The sequence Fj

Γ-converges to the functional F : X → R if for all u ∈ X,

(i) for every sequence u j converging to u in X

F(u)≤ liminf
j→∞

Fj(u j);
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(ii) there exists a sequence u j converging to u in X such that

F(u)≥ limsup
j→∞

Fj(u j),

or equivalently,
F(u) = lim

j→∞
Fj(u j).

The following proposition shows that the Γ-convergence verifies the so-called Urysohn
property.

Proposition A.3.2 (see [35, Proposition 8.3]). Assume that X satisfies the first axiom of
countability. We have that Fj : X → R Γ-converges to a functional F : X → R if and only if
every subsequence of Fj contains a further subsequence which Γ-converges to F.

The next proposition shows a compactness result for Γ-convergence.

Theorem A.3.3 (see [35, Theorem 8.5]). Assume that X has a countable base. Then, every
sequence of functionals Fj has a Γ-convergent subsequence.

In Chapter 3 we have dealt with a Banach space X endowed with the weak topology
σ(X ,X ′). In infinite dimensional spaces the weak topology is never metrizable, namely
there is no metric on X that induces on X the weak topology. However, if the dual X ′ of X
is separable, one can define a metric on X which induces on bounded sets of X the weak
topology σ(X ,X ′).

Proposition A.3.4 (see [35, Proposition 8.7] or [28, Theorem 3.29]). Let X be a Banach
space such that the dual X ′ of X is separable. Then, there exists a metric d on X such that
the weak topology on every norm bounded subset B of X coincides with the topology induced
on B by the metric d.

Corollary A.3.5 (see [35, Corollary 8.8]). Let X be a Banach space with a separable dual
X ′ and let d be a metric on X. The following conditions are equivalent

a) on every norm bounded subset B of X the weak topology coincides with the topology
induced on B by the metric d;

b) a sequence u j in X converges weakly to u ∈ X if and only if u j is norm bounded and
converges to u in the metric d.
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The next proposition characterizes the Γ-limit for the weak topology in terms of conver-
gent sequences. For this reason, we omit the topological definition of Γ-convergence for
which one may refer to [35, Definition 4.1].

Proposition A.3.6 (see [35, Proposition 8.10]). Assume that X is a Banach space endowed
with the weak topology σ(X ,X ′) and the dual X ′ of X is separable. Let d be a metric on X
satisfying conditions a) and b) of Corollary A.3.5 and let ψ : X → R be a function such that

lim
∥x∥→∞

ψ(x) = +∞, (A.5)

where ∥ · ∥ is the norm in X. Assume that Fj ≥ ψ for any j ∈ N. Then, Fj Γ-converges to F
in the weak topology of X if and only if conditions i) and ii) of Definition A.3.1 are satisfied
in the weak convergence.

Corollary A.3.7 (see [35, Corollary 8.12]). Assume that X is a Banach space with a separ-
able dual X ′. Let ψ : X → R be a function satisfying (A.5). If Fj ≥ ψ for any j ∈ N, then
there exists a subsequence of Fj which Γ-converges in the weak topology of X.

We recall also another important property of Γ-convergence.

Proposition A.3.8 (see [35, Proposition 6.7]). Let X be a topological spaces. Let Fj and G j

be two sequences of functionals from X into R such that Fj ≤ G j on X for any j ∈ N. If Fj

Γ-converges to F and G j Γ-converges to G, then F ≤ G.
If H : X → R is a lower semicontinuous function and H ≤ Fj on X for any j ∈ N. Assume
also that Fj Γ-converges to f . Then, H ≤ F.

Now, we assume that (X ,d) is a metric space. We recall the definition of Γ-liminf and
Γ-limsup.

Definition A.3.9. Let (X ,d) be a metric space and let Fj : X →R be a sequence of functionals.
The Γ-lower limit of the sequence Fj at u ∈ X is defined by

Γ- liminf
j→∞

Fj(u) := inf
{

liminf
j→∞

Fj(u j) : u j → u
}
.

The Γ-upper limit of the sequence Fj at u is defined by

Γ- limsup
j→∞

Fj(u) := inf

{
limsup

j→∞

Fj(u j) : u j → u

}
.
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Note that Γ-liminf and Γ-limsup exist at every u ∈ X . Moreover, Fj Γ-converges to a
functional F if and only if the Γ-limit exists and we have, for any u ∈ X ,

Γ- liminf
j→∞

Fj(u) = F(u) = Γ- limsup
j→∞

Fj(u).

The Γ-upper and lower limits turn out to be lower semicontinuous functions for the metric d
(see e.g. [21, Proposition 2.4]). This property is useful to provide an upper bound for the
Γ-limit (see [21, Remark 2.8]). Indeed, let d′ be a distance on X inducing a topology which
is not weaker than that induced by d, i.e.

d′(xε ,x)→ 0 implies d(xε ,x)→ 0,

and assume that

i) D is a dense subset of X for the metric d′;

ii) we have
Γ- limsup

j→∞

Fj(u)≤ F(u) on D,

where F is a function which is continuous with respect to d.

Then, we have
Γ- limsup

j→∞

Fj ≤ F on X .

A.4 Homogenization

Homogenization is the description of macroscopic, or averaged, properties of materials
with fine microstructure, such as laminate materials, matrix-inclusion composite, porous
media and materials with many small holes or cracks. The common feature of all these
materials is their heterogeneous structure at a microscopic scale while they behave as an
ideal homogeneous material at macroscopic level. In mathematical terms, this leads to study
the asymptotic behaviour of a family of partial differential equations or a family of integral
functionals, depending on a small parameter ε > 0.

A variational approach to the theory of homogenization is strongly connected to the
investigation of the asymptotic behaviour of integral functionals Fε : Lp(Ω;Rm)→ [0,∞],
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with p > 1, defined by

Fε(u) :=


∫

Ω

f
( x

ε
,Du(x)

)
dx, u ∈W 1,p(Ω;Rm),

∞, u ∈ Lp(Ω;Rm)\W 1,p(Ω;Rm),
(A.6)

where Ω be a bounded domain of Rd and f : Rd ×Mm×d → [0,∞) is a Borel function
satisfying the following assumptions:

(i) periodicity:
f (·,M) is 1-periodic for any M ∈ Mm×d,

i.e. f (x+ ei,M) = f (x,M) for all x ∈ Rd and M ∈ Mm×d and for i = 1, . . . ,d;

(ii) standard growth condition of order p: there exist 0 < α ≤ β < ∞ such that

α|M|p ≤ f (x,M)≤ β (1+ |M|p)

for all x ∈ Rd and M ∈ Mm×d .

The next proposition provides the so-called asymptotic homogenization formula.

Theorem A.4.1 (see [25, Theorem 14.5]). Let f : Rd ×Mm×d → [0,∞) be a Borel function
satisfying the periodicity assumption and the standard growth condition of order p ≥ 1. Let
Fε be the family of functionals given by (A.6). Then, the functional Fε Γ-converges for the
Lp(Ω;Rm)-strong topology to a functional Fhom : Lp(Ω;Rd)→ [0,∞] given by

Fhom(u) :=


∫

Ω

fhom (Du(x))dx, u ∈W 1,p(Ω;Rm),

∞, u ∈ Lp(Ω;Rm)\W 1,p(Ω;Rm),

where fhom : Mm×d → [0,∞) is a quasiconvex function satisfying the asymptotic homogeniz-
ation formula

fhom(M) = lim
t→∞

1
td inf

{∫
(0,t)d

f (x,M+Du(x))dx : u ∈W 1,p
0 ((0, t)d;Rm)

}
,

for any M ∈ Mm×d .
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Remark A.4.2. The function fhom in Theorem A.4.1 also satisfies the asymptotic formula
on periodic functions, i.e.

fhom(M) = inf
j∈N

inf
{

1
jd

∫
(0, j)d

f (x,M+Du(x))dx : u ∈W 1,p
per ((0, j)d;Rm)

}
.

If the integrand f is also a convex function, we give an alternative formula for the
homogenized function fhom which consists of a single periodic minimization problem.

Theorem A.4.3 (see [25, Theorem 14.7]). Let f : Rd ×Mm×d → [0,∞) be a Borel function
satisfying the periodicity assumption, the standard growth condition of order p ≥ 1. Assume
also that f (x, ·) is convex for all x ∈ Rd . Then, the conclusions of Theorem A.4.1 hold with
fhom : Mm×d → [0,∞) given by the cell-problem formula

fhom(M) = inf
{∫

(0,1)d
f (y,M+Du(y))dy : u ∈W 1,p

per ((0,1)
d;Rm)

}
for any M ∈ Mm×d .

A.5 Dirichlet Form

Let Ω be a bounded open set of Rd . A form B on L2(Ω) is a non-negative definite, symmetric
and bilinear map defined on a dense linear subspace D(B) of L2(Ω). In other words, B is a
real-valued map defined on D(B)×D(B) such that

i) B(u,v) = B(v,u) for any u,v ∈ D(B);

ii) B(u+ v,w) = B(u,w)+B(v,w) and B(au,w) = aB(u,w) for any u,v ∈ D(B) and for
any a ∈ R;

iii) B(u,u)≥ 0 for any u ∈ D(B).

The dense linear subspace D(B) is called the domain of B.

Definition A.5.1. A quadratic form F(u) := B(u,u), for u ∈ L2(Ω), is a Dirichlet form if

i) F is closed, i.e. its domain D(F) := {u ∈ L2(Ω) : F(u)< ∞} is complete with respect

to the metric induced by the inner product B(u,v)+
∫

Ω

uvdx;
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ii) F is Markovian, i.e. for any contraction T : R→ R such that

T (0) = 0 and ∀x,y ∈ R, |T (x)−T (y)| ≤ |x− y|,

we have
∀u ∈ D(F), T (u) ∈ D(F) and F(T (u))≤ F(u).

For a general definition of Markovian property, we refer to [41, Chapter 1].

A Dirichlet form F is regular if there exists a subset of D(F)∩C0(Ω) which is dense
in C0(Ω) with respect to the uniform norm and in D(F) with respect to the norm B(u,u)+
∥u∥L2(Ω). The next theorem provides a representation of regular Dirichlet forms first presen-
ted by Beurling and Deny [15].

Theorem A.5.2 (see [41, Theorem 2.2.1]). Any regular Dirichlet form F on L2(Ω) admits
the representation

F(u) = Fd(u)+
∫

Ω

u2k(dx)+
∫

Ω×Ω\diag
(u(x)−u(y))2 j(dx,dy), (A.7)

where Fd is a form with domain D(Fd) = D(F)∩C0(Ω) and satisfies the following condition

Fd(u,u) = 0 for u ∈ D(Fd) and v ∈ θ(u),

where θ(u) is defined by

θ(u) := {v ∈ D(Fd) : v is constant on a neighborhood of supp(u)},

k is a positive Radon measure on Ω and j is a symmetric positive Radon measure on the
product space Ω×Ω off the diagonal diag. Such Fd , k and j are uniquely determined by F.

The form Fd is called the diffusion part of F , the measures k and j are called the killing
and the jumping measures respectively.

A sequence of Markovian forms Fn on L2(Ω) is asymptotically regular if there exists a
dense subset C of C0(Ω) such that for any u ∈C,

liminf
n→∞

Fn(un)< ∞

for some un → u strongly in L2(Ω).
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Theorem A.5.3 (see [61, Theorem 4.12]). Let Fn be a sequence of Markovian forms on L2(Ω)

which is asymptotically regular. Then, there exists a Dirichlet form F and a subsequence
Fnk such that Fnk Γ-converges to F for the L2(Ω)-strong topology. Moreover, F admits the
representation (A.7).

A.6 Lamination formula

Let Ω be a bounded open subset of Rd . Let α and β be two positive constants such
that 0 < α ≤ β < ∞. We denote by M(α,β ,Ω) the space of all matrix-valued functions
A : Ω → Md×d such that

i) the entries Ai j ∈ L∞(Ω) for i, j = 1, . . . ,d;

ii) we have
α|ξ |2 ≤ Aξ ·ξ ≤ β |ξ |2 ∀ξ ∈ Rd.

Let α ′ and β ′ be two positive constants such that 0 < α ′ ≤ β ′ < ∞.

Definition A.6.1. A family of matrices Aε(x)∈M(α,β ,Ω) H-converges to a matrix A∗(x)∈
M(α ′,β ′,Ω) if for any f ∈ H−1(Ω), the sequence uε of solutions of{

−div(Aε(x)∇uε(x)) = f (x), in Ω,

uε = 0, on ∂Ω,

satisfies
uε ⇀ u, weakly in H1

0 (Ω),

Aε
∇uε ⇀ A∗

∇u, weakly in L2(Ω;Rd),

where u is the solution of the homogenized problem{
−div(A∗(x)∇uε(x)) = f (x), in Ω,

uε = 0, on ∂Ω.

Now, assume that the sequence of matrices Aε is such that

Aε(x) := Aε(x1). (A.8)
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This assumption holds when we deal with laminate materials for which the component phases
are stacked in slices orthogonal to the direction e1.

The next theorem, due to Murat and Tartar [62], shows that the H-convergence can be
reduced to the weak convergence of some combinations of entries of the matrix Aε .

Theorem A.6.2 (see [7, Theorem 1.3.28]). Let Aε be a sequence in M(α,β ,Ω) satisfying
(A.8). Then, Aε H-converges to an homogenized matrix A∗ if and only if the following
convergence hold in L∞(Ω)-weak ∗

1
Aε

11
⇀

1
A∗

11
,

Aε
1 j

Aε
11

⇀
A∗

1 j

A∗
11
, 2 ≤ j ≤ d,

Aε
i1

Aε
11

⇀
A∗

i1
A∗

11
, 2 ≤ i ≤ d,(

Aε
i j −

Aε
1 jA

ε
i1

Aε
11

)
⇀

(
A∗

i j −
A∗

1 jA
∗
i1

A∗
11

)
, 2 ≤ i, j ≤ d,

where (Aε
i j)1≤i, j≤d and (A∗

i j)1≤i, j≤d denote the entries of Aε and A∗ respectively.

An application of Theorem A.6.2 is provided by the well-known lamination formula
which gives the homogenized properties of a two-phase rank-one laminate materials with
(possibly) non-isotropic and non-symmetric phases.

Proposition A.6.3 (see [7, Lemma 1.3.32]). Let A and B be two constant matrices in Md×d

such that, for any ξ ∈ Rd ,

α|ξ |2 ≤ Aξ ·ξ ≤ β |ξ |2 and α|ξ |2 ≤ Bξ ·ξ ≤ β |ξ |2,

for some constants 0 < α ≤ β < ∞. Let χε(x1) be a sequence of characteristic functions con-
verging to a limit θ(x1) in L∞(Ω) weakly-∗. Let Aε be a sequence of matrices in M(α,β ,Ω)

defined by
Aε(x1) := χ(x1/ε)A+(1−χ(x1/ε))B.

Then, the sequence Aε H-converges to A∗ which depends only on x1 and is given by the
formula
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A∗ = θA+(1−θ)B− θ(1−θ)

(1−θ)A1e1 · e1 +θBe1 · e1
(A−B)e1 ⊗ (A−B)T e1,

where AT denotes the transpose of the matrix A.
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