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Abstract 

The challenge of increasing the economic and environmental sustainability of the dairy 
cattle sector involves several factors like milk yield and milk quality levels, cow health 
and wellbeing, efficient resource use, and emissions reduction. Among the different fea-
tures, the milk production for lactation, throughout the productive career of a cow, is 
perhaps the parameter that all farmers would like to know for a more efficient planning 
of entries and exits from the herd. In fact, if one the one hand numerous researches have 
studied and are still addressing the problem from a genetic point of view, on the other 
hand, few studies have focused on the definition of tools for predicting the productivity 
class future lactations of cow. In the study, firstly two supervised learning methods, i.e., 
Super Vector Machine and K-Nearest Neighbors, have been applied to a large dataset of 
720 complete lactations, with the object to train machine learning tools for the classifica-
tion between first and second lactation. Then, for those cows having available the data of 
first and second lactation curve, the two classification methods have been trained and 
tested for the attribution of the second lactation productivity level (i.e., low, medium or 
high) starting from the data of the first lactation. The classification methods reached ac-
curacy values ranging from 70% to 73%. These values seem very encouraging and indi-
cate that the predictors selected, despite their simplicity, look very promising and could 
pave the way for the definition of enhanced future models. 
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Introduction 

The challenges of the sustainability in the dairy cattle sector involve milk yield and milk 
quality levels, cow health and wellbeing, efficient resource use, and emissions reduction 
(Strpić et al., 2020). Due to the effects on milk production and quality, which have an 
impact on how effectively natural resources are used, animal welfare is, at the end, di-
rectly linked to sustainability, and as widely demonstrated, increasing animal welfare usu-
ally increase the milk yield (Allen et al., 2015; Kino et al., 2019). To this regard, in the 
recent years, several steps forward have been made to increase the production per lacta-
tion of the individual animal by working on the genetic selection, on feeding, increasing 
animal welfare and the quality of the housing environment (Chamberlain et al., 2022; 
Zhou et al., 2022). Many of these actions are related to daily management decisions that 
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the farmer, nowadays, can undertake with the help of commercial management tools or 
decision-support systems often associated with sensors or technologies that allow real-
time monitoring of the production and health status of the individual animal (Giannone et 
al., 2023). In fact, following the Precision Livestock Farming (PLF) approach (Berck-
mans, 2014; Tullo, Finzi and Guarino, 2019; Lovarelli, Bacenetti and Guarino, 2020), in 
technological farms, data concerning different parameters of behavior and activity of 
cows, animal health and welfare are collected from different sensors (e.g., individual cow 
data recording system, activity tags such as pedometers or neck collars, ear tags for rumi-
nation monitoring, automatic concentrate feeders), and used for the daily management of 
the herd (Bovo et al., 2020). Furthermore, the growing widespread of automatic milking 
systems (AMSs) and electronics milking parlors (EMPs) provide farmers and technicians 
with continuous series of detailed data useful to assess health conditions and evaluate 
parameters connected to the milk quality and quantity (Ozella et al., 2023). But, while 
most of the recent studies investigated models primarily focusing on the prediction of the 
daily milk yield for the running lactation period (Jones, 1997; Ji et al., 2022) one of the 
still open matters involves the prediction of cow productivity in future lactation periods 
(Rebuli et al., 2023). This aspect is particularly important in the first years of life of cows, 
because as is well known, the first lactation usually has a lower production compared to 
subsequent lactations (Masía et al., 2020), and for a farmer it is important to know, as 
soon as possible if, compared to the other animals in the herd, a specific animal will have, 
on a long term, high, medium or low milk productivity (Arulnathan et al., 2020). Then, 
for the dairy sector, one of the next big challenges will be the development of a sys-
tem/tool able to classify the future productivity of a cow based on what the cow produced 
in the past or is currently producing (Bovo et al., 2024; Giannone et al., 2023). With 
reference to this, nowadays, the availability of large dataset collected by AMSs and 
EMPs, make possible the application of big data approaches (Fuentes et al., 2020) and 
especially those based on machine learning algorithms (Dulhare, Ahmad and Ahmad, 
2020). For these research problems, a classification learner can represent one of the most 
promising numerical tools (Frades and Matthiesen, 2010; Everitt et al., 2011). Actually, 
the problem could be divided into two closely related aspects. The first is related to the 
identification of the features that characterize the lactation number of an animal, classify-
ing first lactation separated from the following lactations. All this allows to estimate the 
value of a metric providing a measure of the distance between the two clusters (i.e., the 
cluster of the daily milk yield time series of the first lactation and the cluster of the time 
series of the lactation periods two and higher). Instead, the second research aim is related 
to the classification of the productivity level (e.g., low, medium or high) of a cow, in 
future lactations, starting from the knowledge of the productivity features of its first lac-
tation. 
In the present paper these two still open questions have been approached starting from 
the assumption that first and second lactations have milk yield trends considerably differ-
ent. So, two supervised learning methods, i.e., the Super Vector Machine (SVM) and the 
K-Nearest Neighbors (KNN), have been applied to a large dataset with the object to train 
models for the classification between first and second lactation curves. Finally, for those 
cows having available data from first and second lactation curve, the two learning meth-
ods have been used for the attribution of a productivity class (i.e., low, medium, high) for 
the second lactation of a cow starting from data of the first lactation of the same cow. 
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Material and methods 

Dataset description 
The dataset used in the work was gathered from March 2020 to May 2022 in 13 farms 
located in the Po Valley region, in northern Italy. The 13 farms are equipped with a Merlin 
AMS (Fullwood Packo, England) that collects data on daily milk yield (DMY) and milk 
quality (i.e. fat, protein and lactose) for each cow. The size of the 13 herds is similar and 
the farms have about 60 milking cows each one. In order to uniform the dataset length of 
the different cows, the lactation period was assumed at the maximum of 305 days in milk 
(DIM). Therefore, for cows having a long lactation, only the first 305 days have been 
considered. Moreover, the lactation data has been considered valid for the analyses only 
if it contains data for at least 250 days (Perez Garcia et al., 2023, 2024). In total, the 
number of unique animals in the dataset is 683 and the number of valid lactations is 720 
(i.e., 465 first lactations and 255 second lactations). 

Classification methods 
In this section the two machine learning algorithms used for the lactation classification 
are described. For both classifiers the k-fold cross-validation procedure was followed in 
order to keep a stable training-test configuration and to have the best estimation of the 
classification performance (Witten, Frank and Hall, 2011). The confusion matrix is the 
tool we have used to validate the accuracy of the classification methods. 

SVM algorithm 

The support-vector machine (SVM) algorithm developed by Vapnik (Cortes and Vapnik, 
1995) is based on statistical learning theory. At the first approximation SVM finds a sep-
arating line (or hyperplane) between data of different classes. SVM is an algorithm that 
takes the data as an input and outputs a line that separates those classes. According to the 
SVM algorithm it finds the points closest to the line from both the classes. These points 
are called support vectors. Now, we compute the distance between the line and the support 
vectors. This distance is called margin. The goal of the algorithm is to maximize the mar-
gin in order to define the optimal hyperplane (i.e. the hyperplane for which the margin is 
maximum). If data are clearly not linearly separable it’s impossible to draw a straight line 
that classify the data and then SVM can convert original data to linearly separable data 
with a nonlinear transformation of the original space. In its most simple type, SVM 
doesn’t support multiclass classification natively. It supports binary classification and 
separating data points into two classes. For multiclass classification, the same principle is 
utilized after breaking down the multiclassification problem into multiple binary classifi-
cation problems. 

KNN algorithm 

The k-nearest neighbors (KNN) algorithm (Cover and Hart, 1967) is a supervised ma-
chine learning algorithm used to solve both classification and regression problems. The 
algorithm assumes that similar things exist in close proximity. In other words, similar 
things are sufficiently near to each other. The main steps followed by KNN are the fol-
lowing: 
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1. Initialize K to your chosen number of neighbors; 
2. For each example in the data, it calculates the distance between the query example 

and the current example from the data and then adds the distance and the index of 
the example to an ordered collection; 

3. Sort the ordered collection of distances and indices from smallest to largest by the 
distances; 

4. Pick the first K entries from the sorted collection; 
5. Get the labels of the selected K entries; 
6. If regression, return the mean of the K labels, otherwise if classification, return 

the mode of the K labels. 

Results and Discussion 

Performance of the classification first/second lactation 

For the purpose of the first research problem, the two classificatory algorithms i.e., SVM 
and KNN were applied to the 305-day time series of the 720 lactation curves in the da-
taset. The classification accuracies are equal to 0.79±0.03 and 0.88±0.05 respectively for 
SVM and KNN. The two confusion matrices are, respectively, equal to [402, 63; 72, 183] 
and [444, 21; 63, 192]. From the analysis of the results, it emerges that KNN has higher 
accuracy in the classification. In fact, 585 lactations out of 720 were correctly labelled in 
comparison to the 507 of the SVM method. The results of the classification procedure 
confirm the existence, in the time series structure, of some intrinsic characteristics used 
by the classification methods adopted here. 

Assessment of the productivity class of future lactations 

As already discussed in the previous sections, in the dairy sector, one of the main chal-
lenges is the definition of a model evaluating the future productivity of a cow (in terms 
of milk yield) based on milk yield of previous lactations. So, in this work, for those cows 
having available data from first and second lactation curve, two learning methods have 
been used for the attribution of the productivity class (i.e., high production (HP), medium 
production (MP), low production (LP)) of the second lactation of a cow starting from data 
of the first lactation. The dataset contains the data of first and second lactation of 37 dif-
ferent cows. In the first lactation, 13 has HP class, 9 has MP class and 15 LP class. The 
tools selected to approach this task are the classification methods used before, i.e., SVM 
and KNN algorithms. It is worth to note that only a partial group of cows maintains the 
same productivity class moving from first to second lactation. In fact, 24 out of 37 lacta-
tions (i.e., 65%) maintained the same label whereas 35% of the lactations have moved to 
another productivity class. Further future research will investigate on a larger dataset the 
stability of this percentage, but the value is in accordance with the outcomes in (Rebuli et 
al., 2023) confirming as an important group of primiparous cows has not stable production 
level moving from first to the subsequent lactations. 
The classification methods reached an accuracy of 73% (i.e. (10+17)/37×100) and 70% 
(i.e. (10+16)/37×100) respectively for SVM and KNN. In the opinion of the authors these 
first values are very encouraging and indicate that the selected features, despite their 
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simplicity, look very promising and entail further studies and development. It seems 
worth noting that the method could become particularly interesting for practical applica-
tions, as it represents a viable support-to-decision tool that farmers can adopt for the se-
lection of the most productive animals to be kept in the herd compared to those to be 
discarded. 

Conclusions 

In this paper two supervised learning methods have been trained and tested with the main 
aim to properly recognize and label the first and the second lactation curves of dairy cows. 
The two classification algorithms have been applied to the raw dataset and then after the 
application of four different dimensionality reduction methods. Finally, for those cows 
having available data from first and second lactation curve, the two classification methods 
have been used for the attribution of the productivity class (i.e., low, medium, high) of 
the second lactation of a cow starting from its data on the first lactation. The classification 
methods reached accuracy values ranging from 70% to 73%. These values seem very 
encouraging and entail further studies for the definition of enhanced models useful as 
decision support tools for farmers for early selection of the most productive animals to 
kept in the herd or discharge. 
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