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Clusters of galaxies are the largest gravitationally bound systems in the Universe. Their dynamics are
dominated by dark matter (DM), which makes them among the best targets for indirect DM searches. We
analyze 12 years of data collected by the Fermi Large Area Telescope (Fermi-LAT) in the direction of 49
clusters of galaxies selected for their proximity to the Earth and their high x-ray flux, which makes them the
most promising targets. We first create physically motivated models for the DM density around each cluster
considering different assumptions for the substructure distribution. Then we perform a combined search for a
γ-ray signal in the Fermi-LAT data between 500 MeV and 1 TeV. We find a signal of γ rays potentially
associatedwithDM that is at a statistical significance of 2.5σ − 3.0σ when considering a slope for the subhalo
mass distribution α ¼ 1.9 and minimum mass of Mmin ¼ 10−6M⊙. The best-fit DM mass and annihi-
lation cross sections for a bb̄ annihilation channel are mχ ¼ 40–60 GeV and hσvi ¼ ð2–4Þ × 10−25 cm3=s.

When we consider α ¼ 2.0 and Mmin ¼ 10−9M⊙, the best fit of the cross section reduces to
hσvi ¼ ð4–10Þ × 10−26 cm3=s. For both DM substructure models there is a tension between the values
of hσvi that we find and the upper limits obtainedwith the nondetection of a γ-ray flux fromMilkyWay dwarf
spheroidal galaxies. This signal is thusmore likely associatedwith γ rays produced in the intracluster regionby
cosmic rays colliding with gas and photon fields.
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I. INTRODUCTION

In the standard cosmological model, clusters of galaxies
are thought to form via a hierarchical sequence of mergers
and accretion of smaller systems. This process is mainly
driven by gravity and dissipationless dark matter (DM) that
dominates the gravitational field (see, e.g., [1] for a review).
During the cluster formation, most of the binding gravi-
tational energy is dissipated into the hot, thermal and
ionized gas phase.
Since clusters of galaxies are the largest gravitationally

bound systems in the Universe (∼80% of their mass being
in the form of DM), they are also attractive astrophysical
objects for indirect DM searches. Revealing the nature of
DM is one of the most important and challenging goals of
modern physics. One of the possible strategies to solve this
puzzle is through the detection of γ rays, possibly produced
fromDM particles annihilating or decaying in astrophysical

sources, where the DM density is predicted to be large [2].
Previous studies searched for a signal of γ rays from
Milky Way dwarf spheroidal galaxies (dsphs) (see, e.g., [3–
6]), nearby galaxies (see, e.g., [7,8]), the Milky Way halo
[9] and the Galactic center (see, e.g., [6,10]). One of the
most interesting targets, among the above cited ones, is the
Galactic center, for which several groups have detected an
excess with morphological characteristics compatible with
the expected DM particles annihilating in the central halo of
the Milky Way (see, e.g., [10–14]). The flux of the signal is
compatible with photons produced from DM particles with
mass around 40–60 GeV and annihilation cross section
close to the thermal one,1 Yet, alternative interpretations,
such as a γ-ray emission from a population of millisecond
pulsars located in the Galactic halo (see, e.g., [16]), can
equally well explain the properties of the excess. Therefore,
the origin of the Galactic center excess measured in the data
collected by the Large Area Telescope (LAT) onboard the
Fermi satellite (Fermi-LAT) remains a mystery and the

*dimauro.mattia@gmail.com
†judit.perez@uam.es
‡miguel.sanchezconde@uam.es
§nicolao.fornengo@unito.it
∥nicolao.fornengo@to.infn.it

1The thermal cross section is about ð2–3Þ × 10−26 cm3=s [15]
and it is the value that reproduces a relic abundance of DM
compatible with the observed one in the thermal WIMP scenario.
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search for a possible signal in other astrophysical targets is
central to test the DM hypothesis.
The astrophysical signal of photons from clusters of

galaxies is another very active matter of research, even if it
is not the central subject of this paper. Shock waves
propagating in the intracluster medium (ICM) and turbu-
lence are expected to accelerate high-energy electrons and
protons, thus creating a non-thermal population of cosmic
rays (CRs) that are confined within the cluster’s magnetic
field. These CRs are predicted to generate photons across
the entire electromagnetic spectrum via synchrotron radi-
ation in the intracluster magnetic fields, bremsstrahlung,
and π0 decay production2 through the interaction with
intracluster gas and inverse Compton scattering on the
photon fields. CRs may also be injected in the ICM from
active galactic nuclei outbursts (see, e.g., [17]), or galactic
winds associated with star formation activity in cluster
member galaxies (see, e.g., [18]).
Extended regions of radio emission, also called halos and

relics, have already been observed in many clusters [19,20],
demonstrating that electrons and positrons are accelerated
in these sources. Instead, searches for the nonthermal x-ray
and γ-ray emission due to bremsstrahlung, π0 decay and
inverse Compton scattering have not yielded conclusive
results (e.g., [21,22]). There is, though, a growing evidence
for a potential detection in the vicinity of the Coma cluster
[22–25]. In particular, an analysis of 50 clusters using four
years of data from Fermi-LAT resulted in upper limits on the
CR-induced γ-ray emission [26]. Instead, the authors of
Ref. [27] performed a stacking analysis of 55 clusters using
Fermi-LAT data above 10GeV finding a signal coming from
the central region of the sources (∼0.25 deg) at the 4.3σ
significance that is probably due to the active galactic nuclei
activity. Recently, Refs. [28,29] reported a statistically
significant positive cross-correlation signal between the
unresolved γ-ray emission measured by the Fermi-LAT
and different galaxy cluster catalogs. The possible origin
in terms of compact γ-ray emission from AGNs inside the
clusters or diffuse emission from the ICM, still needs to be
confirmed. These results could be consistent with the ones
published in Ref. [30] where the authors have performed a
stacking analysis of Fermi-LAT data for the 112 most
massive, high latitude, extended clusters and they identified
at the 5.8σ confidence level a bright, spectrally flat γ-ray ring
at the expected virial shock position around the sources. The
ring signal implies that the shock deposits 0.6% of the
thermal energy in relativistic electrons over a Hubble time.
Given their mass-to-light ratio of the order of 100 [31],

clusters of galaxies represent interesting targets to search
for a DM signal [32]. Indeed, being the most massive

structures in the Universe, some of the nearby galaxy
clusters are not only ideal candidates for decaying DM [33],
for which the only relevant parameter is the mass, but also
for annihilating DM, as the enhancement to the DM flux
due to presence of halo substructures is expected to be
maximal for these objects (see, e.g., [34] for a review).
Previous works have already performed this DM search by
combining observations of samples of clusters [35–41] or
investigating the most promising objects individually
[42–45]. In the absence of a signal, these works resulted
in constraints on the DM particle.
In this paper, we perform a combined search for a γ-ray

signal in the direction of 49 clusters of galaxies selected in
terms of their vicinity and brightness of their thermal
emission in x-rays. We use 12 years of Fermi-LAT data
with a state-of-the-art source catalog, which is the 4FGL-
DR2 Fermi-LAT catalog [46]. In our data analysis, we test
directly the DM hypothesis by using physically motivated
templates of the DM density distribution in each object. In
particular, for the latter we use three different models that
assume different levels of the contribution of the halo
substructures in these objects to the DM-related fluxes. The
robustness of the Fermi-LAT analysis is inspected by using
different interstellar emission models, data selections and
analysis setups. We also apply the proper statistical frame-
work for deriving the significance of the signal. In order to do
so, we perform a search for a DM signal compatible with
clusters in 3100 random sky directions, which allows us to
properly calculate the statistics related to the null-signal
hypothesis. In addition to the γ-ray signal search, our
combined analysis allows us to set stringent constraints on
the DM particle properties. The main novelties with respect
to previous papers (e.g., [35–45]) are the following: we use
several more years ofFermi-LAT data, we include the spatial
extension of the DM distribution taking into account the
expected population of subhalos and we use state-of-the-art
interstellar emission models that are central for searching
DM signals from extended sources.
The paper is organized as follow: in Sec. II, we build the

sample of galaxy clusters that we use in the analysis, explain
the criteria we followed to select the sample and provide
details on some of the considered clusters. Section III is
dedicated to the modeling of the cluster DM content, paying
particular attention to the subhalo population. In this same
section, we also derive the expected DM fluxes for both DM
annihilation and decay and obtain 2D spatial templates of the
expected emissions. In Sec. IV we report the selection we
apply to Fermi-LAT data and the analysis method we use. In
Sec. V we report our results for the combined analysis of a
γ-ray signal coming from DM. Finally, in Sec. VI we draw
our conclusions.

II. SELECTION OF THE SAMPLE

One of the most popular and efficient methods to observe
and derive properties of nearby galaxy clusters is by using

2The π0 decay production is due to CRs, mainly protons,
interacting with the intracluster atoms, for the 90% composed by
hydrogen, and producing π0 mesons which subsequently decay
into two photons.
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x-ray observations. Indeed, data from different x-ray tele-
scopes (e.g., ROSAT All-Sky Survey, Chandra, etc.) have
been used to create galaxy cluster catalogs containing the
most relevant source parameters, such as mass, distance,
redshift and infrared flux [31,47–49]. Here, we will first
identify those clusters that meet the best conditions for DM
searches, e.g., for their large masses and small distances,
and then we build our final target sample from this initial
selection. As a starting point, we look back to previous
Fermi-LAT Collaboration works that analyzed galaxy
cluster data searching for γ-ray signals (either originated
from DM or not), e.g., [26,35,42]. A careful look into these
papers reveals that most clusters were extracted from the
well-known HIFLUGCS catalog [50], an x-ray, flux-
limited catalog containing the 63 brightest clusters in the
x-ray band.3 All these clusters were scrutinized for DM
searches in the past [32,52], sometimes also including
Perseus, Ophiuchus, M49, Virgo and the galaxy groups
NGC 5044 and NGC 5846 (some of them included in the
so-called extended HIFLUGCS [50]) given their optimal
properties for DM searches. Thus, as our initial sample, we
select the clusters in the HIFLUGCS catalog plus the
individual ones mentioned above.
Yet, some of the clusters in this initial sample present

major observation drawbacks for our purposes. First, it
would be desirable to avoid those clusters lying across the
Galactic plane, as the level of the Galactic diffuse γ-ray

emission in this area would make it extremely challenging
to disentangle between such Galactic signal and one
originated in the galaxy cluster itself. Therefore, we decide
to apply a mask in Galactic latitude of jbj < 20 deg. This
removes Ophiuchus and Perseus from our initial sample
above. Second, we take into account that the DM flux is
proportional to 1=d2L, where dL is the luminosity distance.
Thus we also apply a cut in distance and remove those
clusters beyond z > 0.1, which are expected to be attenu-
ated already by a factor ∼60 relative to clusters in our most
immediate vicinity (see, e.g., [53]). Our final galaxy cluster
sample consists of 49 galaxy clusters, all of them having an
x-ray flux fX ≥ 1.7 × 10−11 erg s−1 cm−2. To derive the
DM density profile of the clusters, we use the results from
[54], where the authors perform a new analysis of the
clusters of interest using new data from Chandra X-ray
Observatory. Clusters’ masses obtained under the hydro-
static assumption are all given in Tables II–V. Since M49,
Virgo, NGC 5044 and NGC 5846 are not included in the
original HIFLUGCS catalog, we adopt the masses derived
in Ref. [50] for M49, NGC 5044 and NGC 5846, and the
mass value quoted in Ref. [32] for Virgo. Sky positions,
angular sizes and virial masses of our sample are shown in
Fig. 1. In this same figure it can be seen that there are two
pairs of overlapping clusters: M49 and Virgo and A0399
and A0401. We analyze these clusters separately since the
shared γ-ray flux of these adjacent objects contributes less
than 10% of the total. For example, M49 and Virgo are
about 8 degrees apart. In the middle between them, the
geometrical factor for the two clusters decreases at the few
percent level with respect to the value close to their center.

FIG. 1. Sky map in Mollweide projection showing the position of the 49 galaxy clusters composing our final target sample,
summarized in Tables II–V. The marker size represents the angle subtended by the virial radius in each case, while the vertical bar on the
right denotes virial masses. Our mask excluding clusters with Galactic latitude jbj < 20 deg is shown in pink. All clusters are at
redshifts z < 0.1. The numbers in the plot correspond to the following relevant clusters: (1) Virgo, (2) M49, (3) A0399, (4) A0401,
(5) A1060-Hydra, (6) A3526-Centaurus, (7) NGC 1399-Fornax, (8) NGC 4636, (9) A1656-Coma, and (10) NGC 5813.

3We note that authors in Ref. [51] point out a bias towards
including mostly cool-cored clusters in the HIFLUGCS catalog,
which would imply an implicit bias in our sample as well.
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From the figure, we also conclude that the most massive
and closest clusters are the ones exhibiting the highest
DM fluxes and will thus dominate the analysis, e.g., Virgo
(the largest and most massive one), A1060-Hydra, A3526-
Centaurus and NGC 1399-Fornax, among others.

III. CLUSTERS MODELING
AND DM-INDUCED FLUXES

In this section, we perform the DM modeling of all
clusters in our sample and compute their expected DM
annihilation and decay fluxes.
In this work, we assume that all the DM is composed by

weakly interacting massive particles (WIMPs [55,56]),
which can very weakly interact with the known particles
of the Standard Model. The expected γ-ray flux from either
the annihilation of two WIMPs or its decay can be
computed as [57]

dΦγ

dE
ðE;ΔΩ; l:o:s:Þ ¼ dϕγ

dE
ðEÞ ×

�
JðΔΩ; l:o:s:Þ
DðΔΩ; l:o:s:Þ ; ð1Þ

where dΦγ

dE is the DM-induced γ-ray flux. The dϕγ

dE term is the
so-called particle physics term, which encodes the spec-
trum features of the WIMPs. The terms DðΔΩ; l:o:s:Þ and
JðΔΩ; l:o:s:Þ refer to the so-called astrophysical D-factor,
for decay, and J factor, for annihilation, computed along the
line of sight (l. o. s.) and within a given solid angleΔΩ. The
particle physics term is then computed as

dϕγ

dE
ðEÞ ¼ 1

4πmχ

dNγ

dE
ðEÞ ×

8<
:

hσvi
2mχ

1
τ

; ð2Þ

where mχ is the DM mass, dNγ

dE is the WIMP photon
spectrum,4 hσvi is the thermally averaged annihilation
cross section and τ is the DM particle lifetime. In the
above expression, we assume that the DM particles are their
own antiparticles, i.e., Majorana particles.
As it can be seen in Eq. (1), the computation of the flux

can be factorized in two terms: the first term in Eq. (1)
encapsulates the spectral information of the expected signal
(the DM mass and annihilation/decay channels, annihila-
tion cross section or decay lifetime), while the J and D
factors carry the information about the morphology of the
DM signal. Indeed, for our purposes, we can safely assume
that the spatial distribution of the DM signal is independent
of energy. This is due to the fact that we are assuming the
so-called prompt emission for which γ rays are produced
after hadronization or electromagnetic cascade from par-
ticles produced after DM annihilation or decay. These pro-
cesses are basically point like considering the dimension of

the Galaxy. Therefore, the spatial morphology of the signal
is due to the density distribution, that is energy indepen-
dent, and not by the particle physics process that produce
photons.
We follow Ref. [58] to calculate dNγ

dE including electro-
weak corrections. As for the calculation of the J and D
factors, we define them as

JðΔΩ; l:o:s:Þ ¼
Z

ΔΩ

0

dΩ
Z
l:o:s:

ρ2totðrÞdl; ð3Þ

DðΔΩ; l:o:s:Þ ¼
Z

ΔΩ

0

dΩ
Z
l:o:s:

ρtotðrÞdl; ð4Þ

where ΔΩ ¼ 2πð1 − cos αintÞ, where αint is the integration
angle, i.e., the angle between the l.o.s. and the direction that
points toward the center of the cluster, and ρtotðrÞ the DM
density profile. ρtotðrÞ describes the DM distribution inside
the object and its modelling is key to obtaining realistic
D- and J-factor values. For each galaxy cluster, we model
this DM distribution as follows:

ρtotðrÞ ¼ ρmainðrÞ þ hρsubsiðrÞ; ð5Þ

where ρmainðrÞ is the smooth DM distribution in the main
halo where the cluster resides, and hρsubsiðrÞ refers to the
population of subhalos expected to exist according to
ΛCDM (e.g., [59,60]). Because of their masses and dis-
tances, subhalos will not be individually resolved by the
LAT, which has an instrumental angular resolution of order
of a few tenth of degree. This fact, together with their large
number, also allows us to avoid generating each subhalo
individually, but rather to use an average description of the
whole subhalo population in our work (as we describe
below, subhalos are drawn from distribution functions
obtained from cosmological simulations). In the next
subsections we describe in detail the modeling that we
performed for each of these components.

A. Main halo modeling

Following results from DM-only ΛCDM cosmological
simulations, we model the cluster’s main halos with the
Navarro-Frenk-White (NFW [61,62]) DM density profile.
Although deviations from this profile may exist for
individual clusters, given the LAT angular resolution this
description is expected to provide a realistic portrait for our
purposes. The NFW profile reads as

ρðrÞ ¼ ρ0�
r
rs

��
1þ r

rs

�
2
; ð6Þ

where rs is the scale radius and ρ0 the characteristic DM
density.
We build a comprehensive DM density profile for each

cluster starting from its measured mass. For nearby galaxy
4We recall that, for decay, the energy budget is half of the

annihilation case and the end of the spectrum happens at mχ=2.
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clusters as the ones in our sample, the mass, defined as
M200 [see Eq. (10)], is well constrained by their x-ray
surface brightness profiles. In this work, we adopt the x-ray
mass estimates presented in Ref. [54] (except for M49,
NGC 5044, NGC 5846 and Virgo, see Sec. II for details)
and from them we derive both rs and ρ0 for each cluster.
We first compute the virial radius, R200, assuming a

spherical overdensity with Δ ¼ 200 (called Δ200) times the
critical density of the Universe:

R200 ¼
�

3M200

4πΔ200ρcrit

�
1=3

; ð7Þ

with the critical density ρcrit ¼ 137M⊙ kpc−3, computed
assuming H0 ¼ 70 km s−1 Mpc−1. We can now compute
the NFW scale radius rs as

rs ≡ R200=c200; ð8Þ

where c200 is the so-called halo concentration. For this
parameter, in our work we adopt the concentration-mass
(c −M) relation proposed in [63] for main halos:

c200ðM200; z ¼ 0Þ ¼
X5
i¼0

ci ×

�
ln

�
M200

h−1M⊙

��
i
; ð9Þ

which has proven to work well for objects in the mass range
between dsphs and galaxy clusters.
As for the scale density ρ0, it can be computed by

imposing

M200 ¼
Z

R200

0

ρNFWðrÞr2drdΩ; ð10Þ

and then we get

ρ0 ¼
2Δ200ρcritc200
3fðc200Þ

; ð11Þ

where fðc200Þ ¼ 2
c2
200

ðln ð1þ c200Þ − c200
1þc200

Þ.
Finally, the variable that describes the extension5 of the

clusters in the sky is θ200, i.e., the angle subtended by R200:

θ200 ¼ arctan
�
R200

dL

�
: ð12Þ

We apply the formalism described in this section to all
clusters in our sample. The resulting NFW parameter
values are included in Tables II–V.

B. Modeling of the subhalo population

Since galaxy clusters are the largest gravitational bound
objects in the Universe we expect them to host a large
number of subhalos. The subhalo population can be para-
metrized as

d3N
dVdMdc

¼ Ntot
dPV

dV
ðRÞ dPM

dM
ðMÞ dPc

dc
ðM; cÞ; ð13Þ

where Ntot is the total number of subhalos, and Pi with
i ¼ V, M, c is the probability distribution in each of the
domains normalized to 1: V referring to main halo volume,
M to the distribution of the subhalo masses and c to subhalo
concentration. Note that with this parametrization we are
able to model the population of subhalos independently for
each of the mentioned variables. This parametrization
allows us to directly implement analytical models, the
result of N-body cosmological simulations, for each
distribution.
Unfortunately, there are still significant uncertainties

pertaining to the properties of the subhalo population.
Numerical cosmological simulations have been instrumen-
tal to shed light on halo substructures in the past years (for a
review, see, e.g., [60] and references therein); yet many
questions remain and are still matter of debate, e.g.,
minimum mass to form clumps [64], impact of tidal
stripping on subhalo survival [65], precise shape of subhalo
DM density profiles [66], etc. All these uncertainties
translate into uncertainties in the computation of the
DM-induced γ-ray flux. In the following, we describe in
detail how we plan to tackle this important issue through
our work:
(1) dPV

dV : Since we are assuming spherical symmetry for
the main halo, the only dependence regarding the
distribution of subhalos within its volume is the
relative distance of the subhalos to the center of
the host. Because of this, in the following we will
refer to this distribution as the subhalo radial distri-
bution (SHRD). We adopt the SHRD results from
high-resolution Milky Way–size numerical simula-
tions, namely [67] (Aquarius simulation) and [68]
(Via Lactea II—VL-II simulation), which are some of
the most used in the community. We use both the
Aquarius andVL-II SHRDs to encapsulate the current
uncertainty on this parameter.

(2) dPM
dM : The mass distribution of subhalos is known
as the subhalo mass function (SHMF). Different
studies based onN-body DM-only simulations agree
that the SHMF can be parametrized as follows:

dN
dM

∝ M−α: ð14Þ

Typical values are α ¼ 1.9 [67] and α ¼ 2.0 [68], the
former being more conservative, as it implies

5The full angular extension will correspond to the angle
subtended by 2 × R200.
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a smaller number of subhalos, and being also more
in line with other recent results [60]. The total mass
in the form of substructures is typically expressed as
a fraction of the total mass of the system, fsub, and
depends on the minimum and maximum values
adopted for the subhalo masses. The lower the
minimum subhalo mass considered, the more mass
would be bound in the form of substructures. Note
that different values of fsub are needed for different
values of α in order to conserve the total mass. If we
adopt the ratio of the maximum subhalo mass to the
host mass to be M%

max ¼ 0.01 [69,70], we obtain
fsub ¼ 0.18 for α ¼ 1.9, Mmin ¼ 10−6M⊙ and
fsub ¼ 0.34 for α ¼ 2.0, Mmin ¼ 10−9M⊙.

(3) dPc
dc : Subhalos are subject to tidal forces, which
produce an important mass loss in most cases,
especially in the outskirts, e.g., [65,67,68,71–73].
Because of this, subhalos are known to be more
concentrated than field halos of the same mass
[74–76]. In our work, we adopt the (c −M) relation
in [74], that was derived fromVL-II data and includes
a radial dependence of the concentration to account
for the location of the subhalos within the main halo
(with subhalos closer to the host halo center being
more concentrated than those at outer radii).

We now proceed by defining three benchmark models
that will bracket the mentioned uncertainties on the proper-
ties of the subhalo population. Note though that this will be
relevant only for annihilation. Indeed, the role of the
substructures in the case of decay fluxes is negligible, as
the dependence of the D factor is simply linear with the
mass of the system. The three benchmark models are as
follows:
(1) MIN: this model does not include subhalos, thus the

whole DM in the cluster is supposed to be smoothly
distributed following an NFW profile, with the
parameters derived as in Sec. III A. We recall that
this is the only benchmark model that will be
considered for decay DM.

(2) MED: this model represents—according to current
knowledge—the most realistic contribution of the
subhalo population to the γ-ray flux due to DM anni-
hilation. We adopt the VL-II SHRD [68], α ¼ 1.9 for
the SHMF, and Mmin ¼ 10−6M⊙.

(3) MAX: this model is defined so as to provide an upper
bound to the contribution of the subhalo population to
the annihilation flux. We adopt the Aquarius SHRD
[67], α ¼ 2.0, and Mmin ¼ 10−9M⊙.

A summary of these benchmark models is given in
Table I.
The effect of taking into account the halo substructures

in our calculations is an enhancement of the annihilation
flux, usually quantified in terms of the so-called substruc-
ture boost factor, B. This boost can range from B ¼ 0,
where the contribution of the substructure is absent, up to

almost ∼2 orders of magnitude, depending on the adopted
description of the subhalo population and of the host halo
mass (for a review, see [34]). In our work, we note that we
consider the number of substructure levels to be Nlvl ¼ 2
(subhalos inside subhalos, [63,77]).

C. Annihilation and decay fluxes

We compute the J and D factors for all clusters in our
sample and for the different benchmark models in Table I
using the CLUMPY software [77–79]. We summarize the
results we obtain for both the integrated J and D factors
(JT , DT) and subhalo boosts in Tables II–V. Part of this
information is depicted in Fig. 2 as well: the left panels
show histograms of the J and D factors while the right
panels also show their dependence with the distance to
Earth. A detailed analysis on the latter is included in the
Appendix, where we also provide useful parametrizations
to compute J andD factors from the distance alone that rely
on our clusters sample. We note that we do not use these
parametrizations in this analysis because we have calcu-
lated the exact geometrical factor for each object instead.
However, the relations between distance and the J (orD) in
the Appendix can be used elsewhere to estimate J or D by
knowing only the cluster distance.
From the left panel in Fig. 2 we can already anticipate that

the results of our combined data analysis in the next section
are going to be dominated by a few clusters (∼8), i.e., those
exhibiting the highest J and D factors, indeed far from the
typical values of the rest of the sample.We can identify these
clusters as Virgo (which gives the highest DM flux for any
benchmark model and any scenario), NGC 4636, M49,
A1060-Hydra, A1656-Coma, A3526-Centaurus, and NGC
1399-Fornax.According toTables II–V, these are also among
the closest and largest in angular size (dL ≲ 100 Mpc; see
right panels of Fig. 2). The only exception is Coma, which is
slightly further but is one of the most massive clusters in the
sample.
Another information we can extract from the left panels

of Fig. 2 is the enhancement of the J factors due to the
inclusion of halo substructure in the calculations. We can
appreciate an enhancement of approximately one order of
magnitude from MIN to MED, and almost another order of
magnitude increase from MED to MAX. A quantitative
description of the corresponding boost values is provided in

TABLE I. Summary of the three benchmark models that we
consider to quantify the contribution of the subhalo population to
the γ-ray flux from DM. See Sec. III B for full details of each of
the parameters.

Model SHRD α cðMÞ Mmin fsub

MIN � � � � � � � � � � � � � � �
MED VL-II [68] 1.9 [74] 10−6M⊙ 0.18
MAX Aquarius [67] 2.0 [74] 10−9M⊙ 0.34
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Tables II–V. The cluster with the highest boost is Virgo,
reaching BMED ¼ 12.30 and BMAX ¼ 74.80. For the whole
sample, we find mean boost values of BMED ¼ 10.61 and
BMAX ¼ 60.18 for the MED and MAX scenarios, respec-
tively. This can be compared with the expected boosts
for objects in the same mass range according to [74]:
B ≈ 9.0 for α ¼ 1.9 and B ≈ 65.0 for α ¼ 2.0, both for
M200 ¼ 1014M⊙. Despite the fact that their description of
the subhalo population is not exactly the same as the one we
adopt in this work, we can notice a clear correspondence
between our MEDmodel and the case of α ¼ 1.9 in [74], as
well as between the MAX model and their α ¼ 2.0 case.
We conclude that the obtained boosts are thus compatible
with expectations.
We discuss other sources of uncertainties regarding the

DM modelling of the clusters in our sample. The first one
comes from the estimate of cluster masses as derived from
x-rays surface brightness data, also known as hydrostatic
masses. It is well known that different observational

methods can yield different mass estimates. The deviation
from the x-ray mass estimates is parametrized through the
so-called hydrostatic bias. However, the clusters commu-
nity has not yet reached an agreement on how to measure or
precisely quantify the latter [80,81]. According to our main
reference for the hydrostatic masses [54], for low mass
clusters (M200 ≲ 1014M⊙), our hydrostatic masses may be
underestimated by up to ∼20% with respect to Sunyaev-
Zeldovich (SZ) mass estimates [82]. For more massive
clusters (M200 ≳ 1014M⊙), our hydrostatic masses can be
overestimated by up to ∼50% with respect to SZ mass
estimates [82]. However we recall that an SZ mass estimate
for all the clusters in our sample is not available. In
comparison with dynamical mass estimates [83], hydro-
static masses provide ∼97% of agreement. The second
major source of uncertainty at play comes from the intrinsic
scatter of the concentration-mass relation that is adopted for
the host halo, typically assumed to be of ∼0.14 dex (e.g.,
[63]). These uncertainties combined translate into J-factor

FIG. 2. Left panels: distribution of the integrated J factors (top) and D factors (bottom) for all clusters in our sample assuming the
MED model. Right panels: integrated J and D factors versus their luminosity distance (dL) and redshift (z). A detailed analysis on the
dependence of the J and D factors with the distance is included in the Appendix.
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values as σJ ≈ 0.2 dex.6 Yet, we note that, by considering
three largely different benchmark models for the descrip-
tion of the subhalo population, we bracket a wider range of
possible values for the annihilation fluxes, as can be seen in
Tables II–V.
The final output of our cluster DM modeling is a two-

dimensional template containing both the level and spatial
morphology of the expected DM signal in the cluster under
consideration. Templates for all clusters in our sample are
again obtained using the CLUMPY software. In total, we
obtain 49 × 4 ¼ 196 templates (49 clusters in the sample,
3 models for annihilation and one for decay). As an exam-
ple, we show in Fig. 3 the four maps obtained for Fornax. As
mentioned previously, in the case of DM annihilation the
role of subhalos becomes more important in the outskirts of
the cluster, while the central part is always dominated by the
“cusp” of the main halo NFW profile. These maps constitute
the input models for our LAT analysis presented in the next
section, and will be used as reference models to be fitted to
the data.

IV. ANALYSIS FRAMEWORK

In this section we provide the details of our selection of
Fermi-LAT data, background models and analysis pipeline.

A. Data selection

We use 12 years of Fermi-LAT data fromAugust 4, 2008,
to August 2, 2020, passing standard data quality selection
criteria.7We choose an energy range from 500MeV to 1 TeV
with eight energy bins for the decade. The choice of the lower
end of the energy range is dictated by the extension in the sky
of the clusters in our sample that can be at the degree level for
several sources (see Tables II–V). For such extended objects,
the mismodeling of background components can affect the
results of the analysis. In order to minimize this systematic,
we decided to remove the very-low-energy Fermi-LAT data

FIG. 3. Example of a two-dimensional spatial template of the expected DM emission in the Fornax cluster, for the cases of annihilation
(top panels and left bottom panel, corresponding respectively to the MIN, MED, MAX substructure benchmark models; see Table I), and
decay (bottom right panel).

6For the D factors their impact is quantified as σD ∼ 10−3 dex.

7We select mission elapsed time starting at 239557417 and
ending at 618050000. See the following webpage for the
quality selection criteria https://fermi.gsfc.nasa.gov/ssc/data/
analysis/documentation/Cicerone/Cicerone_Data_Exploration/
Data_preparation.html.
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that have both a poor angular and energy resolution, and that
are dominated by astrophysical background emission.
Nevertheless, we also run the analysis with an energy range
0.1–1000 GeV, finding similar results (see Sec. V C).
We consider a region of interest (ROI) of 20 deg×20 deg

centered at the source of interest formost of the clusters in our
sample. We enlarge the ROI to 26 deg×26 deg for Virgo,
that has a DM distribution spanning several degrees across
the sky (see Tables II–V). We select photon data belon-
ging to the Pass 8 SOURCEVETO event class and we employ
the corresponding instrument response functions P8R3_
SOURCEVETO_V2. The choice of SOURCEVETO data is
motivated by the fact that it has the same background
rate as of the SOURCE class, typically used for point-
source analysis, up to 10 GeV and the same as the
ULTRACLEANVETO, usually used for diffuse emission
analysis, above 50 GeV. However, SOURCEVETO has
15% more acceptance than ULTRACLEANVETO.8 The above
mentioned characteristics make SOURCEVETO data ideal to
analyze extended sources such as clusters of galaxies. In
Sec. V C we report the results obtained with SOURCE

and ULTRACLEANVETO data and instrument response func-
tions to demonstrate that our results are not affected by
different data selections. We also tested larger ROIs of
26 deg×26 deg. The data are binned using a pixel size of
0.08 deg.
We apply the energy dispersion to all the components of

our model using the method implemented in the FermiTools.9

B. Background components

Fermi-LAT data are fitted in our analysis using the
following components: fluxes from individual sources,
isotropic emission and Galactic interstellar emission
(IEM) and flux from DM. The latter is modelled using
the templates generated following Sec. III. Pointlike
and extended sources are taken from the 4FGL-DR2
Fermi-LAT catalog [46], i.e., the list of sources detected
in 10 years of mission. We select from the catalog the
sources that are in a region 24 deg×24 deg centered at the
position of the source of interest: we include also sources
that are 2 deg outside our ROI since they can still contribute
to the data selected in our analysis.
The choice of the IEM is central in modeling Fermi-LAT

data when searching for very extended sources. Therefore,
we decide to use a IEM divided into different components
to leave each of them more freedom in fitting the data. In
particular we use one template for the bremsstrahlung and
one for the π0 decay production. The inverse Compton
scattering contribution is divided into the three interstellar
radiation field components: cosmic microwave background

(CMB), starlight and infrared. The IEM is thus divided into
five templates each with the normalization and spectral
index free to vary in the fit.
We adopt the templates used in Ref. [10], which have

been optimized to fit the data on the Galactic plane and can
be used for the full sky but can be used to analyze all the
directions of the sky. We refer to Ref. [10] for all the details
of these models and we summarize below the main
characteristics. The templates have been created with the
Galprop code10 [84–86], which calculates the propagation
and interactions of CRs in the Galaxy by numerically
solving the transport equations given a model for the CR
source distribution, injection spectrum, and interaction
targets. We consider the Baseline model that assumes a
CR source distribution traced by the distribution of pulsars
reported in Ref. [87]. The CR confinement volume has a
height of 10 kpc and a radius of 20 kpc. This model assumes
HI column densities derived from the 21-cm line intensities
for a spin temperature of 150 K. The dust reddening map of
Ref. [88] is used to correct the HI maps to account for the
presence of dark neutral gas not traced by the combination of
HI and CO surveys [89]. Moreover, it includes the inverse
Compton model reported in Ref. [90] and divided into the
starlight, infrared and CMB components.
Finally, the model contains the Loop I, Sun and Moon

emissions merged into a unique template, and the Fermi
bubbles template, which includes both low-latitude and
high-latitude components. Summarizing, our model counts
a total of eight components: five IEM components, the
isotropic emission component, the Fermi Bubbles template,
and Loop Iþ SunþMoon component. In addition to this
model we also derive the results carried out considering the
IEM model labeled as Yusifov, which is generated using the
pulsar distribution reported in Ref. [91].
We are not using the official IEM model and isotropic

template released together with the 4FGL-DR2 catalog,
called gll_iem_v07.fits,11 because this model has
patches added to absorb residuals present at several
positions in the sky. These patches can absorb the large
scale emission possibly present in and around galaxy
clusters.

C. Analysis technique

Our analysis pipeline is entirely based on FermiPy, which
is widely used in the scientific community to perform
analysis of Fermi-LAT data. FermiPy is a Python package
that automates high-level analyses with the FermiTools

[92].12We use versions 1.0.1 of FermiPy and 1.2.3 of the
FermiTools.

8https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/
Cicerone/Cicerone_Data/LAT_DP.html.

9For a complete description, see https://fermi.gsfc.nasa.gov/
ssc/data/analysis/documentation/Pass8_edisp_usage.html.

10http://galprop.stanford.edu.
11https://fermi.gsfc.nasa.gov/ssc/data/access/lat/Background

Models.html.
12See http://fermipy.readthedocs.io/en/latest/.
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The analysis applied in this paper is very similar to the
ones recently used for the search for a DM signal from
other astrophysical targets such as the Galactic center [14],
M31 and M33 [7], dsphs [6] and dwarf irregular galaxies
[8]. We describe below the main steps of the analysis
and we refer to the previously cited papers for further
details.
(1) We first perform a fit to the ROI using the back-

ground components reported in Sec. IV B and the
DM template generated using the model explained in
Sec. III. The spectral energy distribution (SED)
parameters of all the sources in the ROI, the norma-
lization and spectral index of each IEM components
and the normalization of the isotropic template are
left free in the fit.

(2) The sources that are detected with a test statistic (TS)
lower than 25 are removed from the model of the
ROI.13 A TS of 25 corresponds roughly to a
detection at 5σ significance for a source modeled
with two free parameters. We choose to remove faint
sources with significance < 5σ from the model
because this is the usual cut in significance above
which sources are included in Fermi-LAT catalogs
(see, e.g., [46]).

(3) We perform the search for new sources with a
TS > 25 since we are using 12 years of data but
we select sources from the 4FGL-DR2 catalog,
which was obtained with 10 years of data. For this
scope we use the tool FIND_SOURCES implemented
in FermiPy. The tool generates a TS map in each pixel
of the ROI and searches for values larger than 25. If
any are found, FermiPy adds a source at the pixel of
the TS peak with a power-law SED shape and then
fits the source free parameter to the data. Then, a
new fit to the entire ROI is performed with all the
new sources included in the model. The new sources
found with the analysis have typically TS values
between 25 and 40. No new sources have been
added within a few degrees of angular distance from
the cluster position so this step of the analysis does
not compromise the search of a possible DM signal.

(4) We compute the SED for the DM template by
providing for each energy bin the likelihood as a
function of the energy flux. In each energy bin, the
only free parameter is the normalization, which is
computed independently for each bin. This approach
permits to test a variety of DM channels with
theoretically different γ-ray spectral shapes.

(5) We compute the logarithm of the likelihood as a
function of DM mass and annihilation cross section
(or decay time) logðLi;jðμ; θi;jjDi;jÞÞ, where i runs

over the targets list and j is the index of each energy
bin of the Fermi-LAT data (D), μ are the DM
parameters [hσvi (or decay time τ) and mχ], and θ
are the parameters in the background model, i.e.,
the nuisance parameters. In this last part of the
analysis we assume a specific annihilation or decay
channel.

(6) We combine the results for the individual clusters by
summing together the likelihood profiles independ-
ently for each energy bin:

logðLjðμ; θjjDjÞÞ ¼
X
i

logðLi;jðμ; θi;jjDi;jÞÞ; ð15Þ

where logðLjðμ; θjjDjÞÞ represents the likelihood
profile for a specific DM annihilation (decay)
channel as a function of the DM mass and annihi-
lation cross section (decay time) obtained for the
combined analysis of all clusters.

Most of the results are shown for the two annihilation or
decay channels: bb̄ and τþτ−. However, for some cases, we
report the results obtained with other channels. We select
WIMP masses ranging from 5 GeV up to 10 TeV. We
include the statistical uncertainty on the J factor by adding
an additional likelihood term to the binned Poisson like-
lihood for the LAT data:

Li ðJijJobs;i;σiÞ¼
1

logð10ÞJobs;i
ffiffiffiffiffiffi
2π

p
σi

×exp

�
−
�
log10ðJiÞ− log10ðJobs;iÞffiffiffi

2
p

σi

�
2
�
;

ð16Þ

where Jobs;i is the best fit for the observed J=D factor for
the ith cluster while σi is the error in log10ðJobs;iÞ space; Ji
is the value of the J=D factor for which the likelihood is
calculated. This term of L disfavors values of Ji very
different from values in the range ½Jobs;i − σi; Jobs;i þ σi�
weighting the difference with the error σi. For all the
clusters in our sample, we decide to set σi to σJ ¼ 0.2 dex
namely the error on log10ðJÞ according to the estimation
discussed in the previous section. However, we also test the
case with an error equal to 0 or 0.4. As we will show in
Sec. V C, the larger the value of σJ is the larger is the TS of
the signal. However, signal significance as well as the best-
fit values for the DM parameters (mass and annihilation
cross section) are not affected by the value of σJ. We also
stress that the uncertainty on individual J-factor values is
subdominant compared to the one coming from the use of
different DM substructure models for each cluster.
The significance of the DM hypothesis can be evaluated

comparing the likelihood obtained when the DM template
is added into the model, i.e., test hypothesis, and when it

13The TS is defined as twice the difference in maximum log-
likelihood between the null hypothesis (i.e., no source present)
and the test hypothesis: TS ¼ 2ðlogLtest − logLnullÞ [93].
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is not, i.e., null hypothesis. The likelihood for the test
hypothesis is calculated as

logðLðμÞÞ ¼
X
j

logðLjðμ; θjjDjÞÞ: ð17Þ

As a result the TS value for the DM emission is calculated as

TS ¼ 2Δ logðLÞ ¼ 2 log

�
LðμÞ
Lnull

�
; ð18Þ

where Lnull is the likelihood in the case of null hypothesis,
i.e., no DM, and L is the likelihood for the DM hypothesis.
Assuming that the position of the cluster is fixed in the
analysis, the DM template has two free parameters: the DM
massmχ and the annihilation cross section hσvi or the mean
particle lifetime τχ , for DM decay. Based on the asymptotic
theorem of Chernoff [94], the TS can be converted to a
significance of the signal based on a mixture of χ2 distri-
butions. In particular we can assume that the TS distribution
follows the χ2 distribution for two degrees of freedom
divided by 2. This brings to a relation between the TS
and the significance of TS ∼ σ2. Therefore, a discovery (5σ)
would be given by TS ∼ 25. However, as we will demon-
strate in Sec.V B, theTS distribution in our analysis deviates
significantly from the asymptotic expectation, i.e., from the
χ22=2 distribution.
This is due to the fact that clusters can be very extended,

typically a few degrees across the sky (see Tables II–V), and
that at such large scales there are a lot of unmodeled
components, i.e., residuals in the data that do not follow
the Poissonian statistic. These residuals yield TS values for
the detection of extended sources in random directions that
are much larger than the expected one from a χ22=2 distri-
bution. Therefore, the null hypothesis will have a much
broader distribution, with large tails and, as a result, the 5σ
significancewill be found for aTS valuemuch larger than 25.

V. RESULTS

A. Combined search

The first result we obtain with our analysis is the indivi-
dual TS for a DM signal in each cluster of our sample. We
focus our results on the bb̄ and τþτ− annihilation and decay
channels.
We report in Tables II–V, the TS we obtain for each

source assuming the bb̄ annihilation channel and the MED
model. In Figs. 4 and 5 we show the TS as a function of the
DM mass (mχ) for the clusters detected with the highest
significance. In the two figures we show the cases with the
MIN, MED, and MAX DM models and for the decaying
DM hypothesis. The objects for which we find the highest
TS values are A3526-Centaurus, A1656-Coma, NGC
5846, NGC 4636, A2256, A3667. Yet, the highest TS is
15 (obtained for A3526-Centaurus in the MED model),
which is much smaller than the value of 25 typically used to
include a source in Fermi-LAT catalogs. Therefore, we do

not detect individual clusters in Fermi-LAT data. If we
reduce the lower end of the energy range considered in our
analysis to 100 MeV, the TS of A3526-Centaurus increases
to 34, with a best fit for the DM mass between 10–30 GeV
and for the annihilation cross section of 2 × 10−26 cm3=s.
However, even this value is well below the 5σ significance
once the actual TS distribution is considered, as we show in
Sec. V B.
References [24,95,96] reported a detection of an

extended emission from the Coma cluster at the level of
TS ∼ 20–50. These papers have assumed a specific model
for the hadronic emission of photons or simple geometrical
extended templates such as a uniform disk. Instead, in
Ref. [22] the Fermi-LAT Collaboration has used a cored
profile, which is motivated by observations of the radio
halo in Coma, as well as a point source and a disk template.
The maximum TS they obtain is around 13, which
corresponds to a global significance of about 1.8σ, after
correcting for trial factors. Our results for this cluster are
compatible with the one of Ref. [22]. Indeed, we find a
maximum TS ∼ 13 when we analyze the data above
100 MeV, and 10 when we analyze the data above
500 MeV, both for the MED model.
We also report in Figs. 4 and 5 the result obtained for the

combined analysis of the entire sample. The TS is at most
of the order of 5 for the MIN model, 27 for the MED and
23 for the MAX DM models. For decaying DM, the TS
reaches a value of about 28. The best fit masses found for
bb̄ are between 40–70 GeV while for the τþτ− channel are
between 8–20 GeV. Interestingly, the value of the TS at the
peak of the distribution is quite different using the MIN and
MED/MAX models. This points in favor of a signal that is
more compatible with a DM distribution that includes
substructures and that, as a result, is more extended than the
one of the MIN case. In Fig. 6 we report the TS as a
function ofmχ for other leptonic and hadronic channels. We
do not consider the W�, Z gauge bosons, the Higgs scalar
boson and the t quark because for these channels the DM
mass is forced to be larger than the bosons or the t quark
mass. For this range of DM masses the TS of the signal is
much smaller than the results we obtain for lower DMmass
values. In addition to this, the source spectra of γ rays
produced from these channels are similar to the ones
obtained with the b quark (see, e.g., [58]). The best-fit
DM masses for the eþe− and μþμ− annihilation channels
are at about 10 GeV, i.e., lower than that obtained for τþτ−.
Yet, we note that we are not including the secondary
production of γ rays from e� produced by DM that
subsequently inverse Compton scatter against the intra-
cluster low-energy photon fields or photons produced by
bremsstrahlung on intracluster atoms. These additional
secondary contributions increase the overall flux and as
a consequence reduce the best-fit values obtained for hσvi.
In Fig. 7 we show the contour plot of the TS as a function

of the DM mass and annihilation cross section for the bb̄
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and τþτ− annihilation channels. The peak of the TS is
around 27 for the MED model and 23 for the MAX model.
For the bb̄ (τþτ−) channel the best fit mass is about
40–60 GeV (8–20 GeV) and the annihilation cross section
is 2–4 × 10−25 ð8–20 × 10−26Þ cm3=s for the MED and
4–9 × 10−26 ð1–3 × 10−26Þ cm3=s for the MAX model.
When we perform the analysis starting from 100 MeV we
obtain a value of 33 for the peak of the TS and similar best-
fit values for the DM mass and annihilation cross section.
The values of the annihilation cross sections that we obtain
for the MED model are ruled out by the constraints
obtained with Milky Way dsphs (see, e.g., [6]). In fact,
the upper limits for hσvi obtained from a combined analysis
of dsphs is about a factor of 20 stronger than the best-fit
region shown in Fig. 11 for the MED case. The annihilation
cross sections obtained for the MAX model could be
marginally compatible with the upper limits obtained by
Fermi-LAT for other astrophysical targets and consistent
with the best-fit found for the DM interpretation of the

Galactic center excess [6]. Yet, as we will see in Sec. V B,
the significance obtained with our combined analysis of
clusters is much below 5σ in all cases once the actual TS
distribution is properly computed and adopted for the null
hypothesis.
In Fig. 8 we show the contour plot of the TS as a function

of the DM mass and the decay time for the bb̄ and τþτ−
annihilation channels. The best fit for the DM mass is
similar to the one obtained for the annihilation case while
the decay time is 5–8 × 1024 s and 8–12 × 1024 s for the
two channels. The peak of the TS is about 29 for both decay
channels. These values of τ are ruled out by the lower limits
obtained with the isotropic diffuse γ-ray background
[97,98] that are at the level of 1027–1028 s. Instead, the
lower limits obtained with the CMB are at the level of the
best-fit values so they do not rule out the DM interpretation
(see, e.g., [99]).
Our analysis contains a few important improvements

with respect to previous ones (see, e.g., [35–45]). First of

FIG. 4. TS as a function of the DMmass (mχ) obtained from the analysis of individual clusters. We show only the objects for which we
obtain TS > 9. We show, from top left to bottom right, the case for the MIN, MED, MAXmodels and annihilating DM and for decaying
DM with the bb̄ channel. We also report the result we obtain for the combined analysis of all the sources.
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all, we use an extended template for the DM density
distribution for each of the clusters in our sample. By using
a point source model we would find a much smaller
significance for the combined signal that approaches zero.
This is due to the fact that the possible γ-ray signal,
regardless of whether it originates from DM annihilating
particles or from CR interactions in the ICM, is expected to
be very extended in the sky. Moreover, we use more years
of data with respect to previous papers. For example, with
respect to Ref. [22] we used four times more data, and to
Ref. [40] 50% more data. Analyzing more years of data has
the consequence of increasing linearly the TS for the
detection of the signal that could be present in the data.

B. Null hypothesis TS distribution

In the case where we have a perfect knowledge of the
background components, the TS values found with an
analysis of γ-ray data should follow a Poissonian distri-
bution. As a result, the asymptotic theorem of Chernoff [94]
is satisfied and TS can be converted to a significance based

FIG. 5. Same as figure Fig. 4 for the τþτ− annihilation and decay channel.

FIG. 6. TS as a function of mχ obtained in the combined
analysis for different annihilation channels.
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FIG. 7. Contour plot for the TS as a function of the DM mass and annihilation cross section obtained with the combined analysis
and the bb̄ (top panels) and τþτ− (bottom panels) annihilation channels. We display the result obtained for the MED (left panels) and
MAX (right panels) DM models. In case of the bb̄ annihilation channel we also report the best-fit obtained in [14] for the fit to the
Galactic center excess and the upper limits from a sample of dsphs.

FIG. 8. Contour plot for the TS as a function of the DM mass and decay time τ obtained with the combined analysis and the bb̄ (left
panels) and τþτ− (right panels) annihilation channels.
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on combinations of χ2 distributions. In our case, with two
DM parameters mχ and hσvi the TS histogram of the
residuals should be compatible with the χ2 distribution for
two degrees of freedom divided by two (χ22=2). However,
the analysis of real data at relatively low energies and for
extended sources such as clusters of galaxies probably
deviates significantly from the asymptotic case.
In order to properly convert the TS for a DM signal into a

significance, we thus have to build the TS distribution using
random blank sky directions. We perform, for each cluster
in our sample, the analysis in 3100 random directions in the
sky using real data. The random directions have been
chosen to remove directions that point towards the disk of
the Milky Way since all the objects in our sample are
located away from the Galactic plane. In particular, we
select random directions that satisfy the condition
jbj > 20 deg. We have selected directions of the sky
farther at least 2 deg from known sources. Given the
number of sources and random directions the ROIs chosen
for this analysis are not fully independent, i.e., they have an
overlap. However, the distance between the different ROI
centers are farther than the typical extension of the DM
templates for the clusters in our sample. Therefore, the fact
that the ROIs are not fully independent does not affect
significantly the results of our analysis. The number of
random directions we have chosen is limited due to the fact
that with a larger number of random directions the ROIs
would significantly overlap and thus the analysis of the
different regions of the sky would not be truly independent.
We use the DM distribution associated with the MED
model. For each ROI we run the same analysis explained in
Sec. IV C. We decide to fix the annihilation channel to bb̄
and the mass to 50 GeV because, as we have seen in the
previous section, this is the best-fit value we will obtain
from the combined analysis of the clusters in our sample
assuming the bb̄ annihilation channel. This implies that the
significance we derive in this section is local, i.e., it does
not take into account the look elsewhere effect and differs
thus from the global significance. For each random direc-
tion we find the combined TS for the list of clusters in our
sample. This gives us a list of 3100 values for the TS of DM
associated to the null hypothesis.
The distribution of the TS we derive with this type of

analysis is reported in the top panel of Fig. 9 together with
the distribution of the χ2 distribution for 1 degree of
freedom (χ21=2). We consider one degree of freedom
because the DM mass is fixed. As anticipated, the TS
distribution is very different from the χ21=2. In particular,
there is a prominent tail at larger TS values compared to
that of the TS distribution following χ21=2. This conclusion
brings us to find an alternative function that fits well the
observed distribution:

NnormðTSÞ ¼ 0.22 × ðTSÞ−1.29−0.31 log ðTS=2.55Þ; ð19Þ

also shown in Fig. 9. The TS for the detection of a DM
signal from our cluster sample is 27 for the MEDmodel and
this is the highest value we obtain by changing the DM
distribution model. This TS value is associated to a p value
of 3.1 × 10−3 and a significance of 2.7σ. By using different
bins for the TS histogram and different analytic shape for
fitting it, we find the significance for the MED model to be
always between 2.5 − 3.0σ.
We also run this analysis for the case where we use an

uncertainty for log10 J equal to σJ ¼ 0.4. This case is
reported in the bottom panel of Fig. 9. The TS distribution
for the random direction has, in this case, a much larger tail,
as expected since we increase σJ with respect to the
previous case. We fit the distribution with a function

FIG. 9. Normalized histogram of the TS distribution for the
analysis we have performed in random directions (black data
points). Data error bars represent the Poissonian error. We report
also the χ2 distribution for 1 degree of freedom (the annihilation
cross section) and the best fit we find with the analytic function in
Eq. (19) (red line). The vertical blue dashed line represents the
peak of the TS obtained in the combined analysis of our cluster
sample (see Figs. 4 and 10). We show the results for the case with
σJ ¼ 0.2 (top panel) and σJ ¼ 0.4 (bottom panel).
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similar to Eq. (19) and find that the significance of the
signal corresponding to TS ¼ 60 (see next section) is at the
level of 2.5σ.
We can draw similar conclusions also for all the other

cases tested in Sec. V C.

C. Systematics on the significance
of the signal due to analysis setup

In this section we perform the data analysis by changing
some of the assumptions we have made in Sec. V. We will
label the model used up to now as Baseline. Below we report
the list of these checks.
(1) SOURCE and ULTRACLEANVETO: We change the data

selection using the Pass 8 SOURCE and ULTRA-

CLEANVETO event class and we employ the corre-
sponding instrument response functions.

(2) IEM: We change the IEM by using the model called
Yusifov in [6]. This model assumes that the Galactic
source distribution is taken from the pulsar one
[100]. The π0, bremsstrahlung and inverse Compton
scattering components of the IEM are reevaluated
with this model according to the different source
distribution with respect to the Baseline model.

(3) 100 MeV: We reduce the low-energy end of the
analysis to 100 MeV. For this scope we reduce the
value of the max zenith angle (zmax) to 90 deg as
suggested in the LAT data selection recommen-
dations.14

(4) ROI: We run the analysis with a larger ROI of
26 deg×26 deg and include the sources in the
model if they are inside a cube of size 30 deg. This
check permits to verify that the signal does not suffer
from leakage outside of the ROI and that there are
no edge effects impacting the results.

(5) ROI 100MeV: We run the analysis with a larger ROI
of 26 deg×26 deg and include the sources in the
model if they are inside a cube of size 30 deg and
select data above 100 MeV.

(6) σJ ¼ 0 and σJ ¼ 0.4. We vary the error on the
logarithm of the J factor to 0 or 0.4. This check has
been performed to test whether the significance of
the signal changes assuming a perfectly known or
more uncertain knowledge of the DM density.

We report in Fig. 10 the values of the TS as a function of
the DM mass obtained for the different tested cases for the
MED DMmodel, that gives for the Baseline setup the highest
significance. We choose the bb̄ annihilation cross-section.
This plot shows that lowering the energy range of the
analysis to 100 MeV increases the TS from 27 of the Baseline

model to 33. However, a higher TS does not guarantee that
also the significance of the signal is higher. In fact, by
including the low-energy data, the TS distribution for the

null hypothesis has a higher tail at large TS. This is due to
the fact that most of the photons at energies smaller than
500 MeV are related to the IEM and isotropic background.
Therefore, the contamination of background photons is
larger for the case labeled as 100 MeV. A similar con-
clusion can be drawn for the cases ROI and ROI 100 MeV.
For the latter, the peak of the TS increases to 52 but the
distribution of the null hypothesis signal is much larger for
large TS. This keeps the level of significance of the signal
similar to the Baseline case. Even assuming for the cases
100 MeV and ROI 100 MeV which are the ones that give
highest TS values, the same null hypothesis TS distribution
as the one we obtain for the Baseline case, we would obtain a
signal at 3.1σ and 3.5σ significance, respectively. The real
signal significance for these two cases is surely below these
values for the reasons explained above.
We also show the results obtained when we fix σJ for all

clusters to 0.4. In this case the peak of the TS increases

FIG. 10. Same as Fig. 4 for the Baseline setup (black solid) and
for all the other cases tested in the analysis to check the
systematics on the results due to data selection, energy range,
ROI size, different choice of the IEM and error on the J factor.
See the text for the explanation of the tested cases.

14https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/
Cicerone/Cicerone_Data_Exploration/Data_preparation.html.
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to 60. As shown in Sec. V B and Fig. 9, the null hypothesis
distribution of the TS reaches much larger values of TS and
thus the resulting significance of the signal is similar to the
Baseline case. Instead, the case with σJ ¼ 0 has a much
smaller peak of TS.
The Baseline and the IEM cases provide almost the same

result, while the SOURCE and ULTRACLEANVETO data
selections slightly worsen the value of the TS peak.
Nevertheless, the best-fit mass is very similar among the
tested cases and stands between 40–60 GeV.
In Fig. 11 we show the contour plots of the TS as a

function of DM mass and annihilation cross section using
the bb̄ annihilation channel and the MED DM annihilation
model. Also from these plots it is clear that the 100 MeV
and σJ ¼ 0.4 cases are the ones that give the highest TS.
We also show that the best-fit properties of the possible DM
signal are very similar among the tested setups. In particular
the annihilation cross section is around 2–5 × 10−25 cm3=s.

D. Constraints on a dark matter contribution

We have demonstrated that the signal we find from the
combined analysis of clusters is not significant and that if
interpreted as a DM signal is not compatible with the results
from the dsphs DM search. Therefore, we are motivated to
find upper limits for the annihilation cross section and a
lower limit for the DM decay time. We obtain the DM
limits by proceeding in the following way. For a fixed
DM mass we find the value of hσvi (τ) for which the
ΔL ¼ 2.71=2 [see Eq. (18)], which is associated with the
one-sided 95% C.L. upper limits.
We show in Fig. 12 the upper limits for hσvi and lower

limit for τ we obtain for the bb̄ and τþτ− annihilation
channels, and for theMIN,MEDandMAXDMmodels. The
constraints on hσvi and τ are weaker with respect to the ones
obtained with dsphs (see, e.g., [6]). In particular, the upper
limits for hσvi are above the thermal relic cross section for
almost all the masses. The results for the MIN/MED/MAX

FIG. 11. Same as Fig. 7 for some of the cases tested in the analysis to check the systematic on the results due to choice of the energy
range (100 MeV, top left), ROI size (ROI, top right), of the IEM (IEM, bottom left) and data selection (SOURCE, bottom right).
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models scale inversely proportional to the value of the
corresponding J factors.
More precise, robust upper (lower) limits for hσvi (τ)

could be obtained by first calculating and taking into
account the astrophysical γ-ray production from CRs
interacting against the ICM. We will work on this task
in a following paper. We note that our current limits are, in
this sense, conservative, as the inclusion of CR-induced
γ-ray emission in the computation of DM limits would only
make these stronger.

VI. CONCLUSIONS

In this work, we have analyzed 12 years of Fermi-LAT
data in the direction of clusters of galaxies selected by their
masses, distances from the Earth and their x-ray fluxes. We
searched for a signal of γ rays coming from annihilating
or decaying DM particles in the hypothesis of WIMPs.
We first built physically motivated spatial and spectral

templates for the DM emission, based on different assump-
tions for the distribution ofDMand halo substructureswithin
the clusters. For annihilation, we considered three models
labeled as MIN, MED and MAX corresponding, respec-
tively, to a case with no substructure or with substructure
modeledwith a slope of the subhalomass function of 1.9 and
2.0, and a minimummass of 10−6 and 10−9M⊙, respectively.
The clusters detected with the largest significances are

A3526-Centaurus, A3667, NGC 4626, A2256, NGC 5846,
A2064 and A1656-Coma. However, in all cases, the found
TS is at most 15, i.e., well below the 5σ significance. We
then performed a combined analysis of the data for all the
clusters, finding a signal that is at the level of TS ¼ 6, 27
and 23 for the MIN, MED and MAX models. The best-fit
values for the mass in case of bb̄ annihilation channel are
about 40–70 GeVand the annihilation cross section is about
2–4 (0.4–0.9) 10−25 cm3=s for the MED (MAX) model.
The signal is thus in tension with the nondetection of a flux
of γ rays from dsphs. This implies that the interpretation of

FIG. 12. Upper limits for hσvi and the lower limit for τ found with our analysis. We show the results obtained for the MIN, MED and
MAX models for annihilating DM and for the bb̄ (blue dashed) and τþτ− (black dot dashed) annihilation channel. We also show the
thermal relic cross section in the annihilation panels (brown dotted).
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the signal as γ rays produced by DM annihilation is
excluded by the analysis of dsphs.
In case of decaying DM the best-fit mass is similar to

the annihilation case while the decay time is around
5 − 8 × 1024 s and 8 − 12 × 1024 s for the bb̄ and τþτ−
decay channels. The peak of the TS is about 29 for both
decay channels. However, the lower limits obtained with
the Fermi-LAT isotropic diffuse γ-ray background rule out
the DM interpretation.
A more probable interpretation is that this hint of a signal

comes from photons produced in the ICM by CRs
interacting against gas and photons fields.
We performed the same analysis in random directions to

find the actual TS distribution of the null hypothesis, i.e.,
no DM signal, and derived the corrected significance of the
signal. Considering all the cases tested, different analysis
techniques and assumptions for the IEM and σJ, the signal
is at 2.5 − 3.0σ significance level. This signal is robust
against different selections of the data, analysis techniques,
IEM templates and assumptions for the errors on the
geometrical factors. In the future, we will perform a
dedicated analysis of the signal using the hypothesis that
it originates from the interaction of CRs accelerated within
the clusters and colliding with atoms and photon fields in
the ICM.
We finally derived upper limits for hσvi and lower limit

for τ with the conservative assumption that all the photons
produced by the clusters come from DM. The upper limits
for hσvi are less stringent than the one obtained with the
dsphs in the MIN and MAX cases while are at the level of
the ones found with the dsphs with the MAX DM
distribution. Instead, the lower limit for τ is at the level
of 1024–1025 s.
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APPENDIX: STUDY OF THE J
AND D FACTORS VS DISTANCE RELATION

Inspired by previous works on dsphs [4,5], we inves-
tigated the relation between the cluster J and D factors and
their distances so as to provide a parametrization that could
be used as a first-order approximation for the computation
of the J and D factors, just knowing the cluster distance.
This may be particularly useful for different cluster samples
and/or upcoming cluster catalogs.
According to the definition of the J and D factors shown

in Eqs. (3) and (4), the main dependencies are

JT ∝
M200c3200

d2L
; ðA1Þ

DT ∝
M200

d2L
: ðA2Þ

From these, we can check how much the J and D factors
follow this expected dependence with the distance. Starting
from these relations, we propose to fit the J andD factors to
the following simplified scaling relations:

log10 JT ¼ −x log10
dL

100 Mpc
þ log10 J0; ðA3Þ

log10DT ¼ −x log10
dL

100 Mpc
þ log10D0; ðA4Þ
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where J0 and D0 are nominal values that together with the
exponent of the dependence with the distance, x, will be the
parameters to fit. We perform a first fit where we fix x ¼ 2,
thus J0 andD0 being the only free parameters; and a second
fit where we set free also x, in order to quantify deviations
from the expected inverse-of-the-distance-squared behav-
ior. We perform the fits for the four benchmark models
(three for annihilation—MIN, MED, MAX—and one for

decay) and show the corresponding results in Fig. 13.
Table VI summarizes the obtained best-fit parameter
values.
From Fig. 13 we can see important departures from the

expected simplistic JT;DT ∝ 1=d2L relation. Thus, these
results imply that the dependence with the mass is much
more significant in the case of clusters than in the case of
dsphs [4] and should not be neglected. We leave for a future
work the inclusion of this mass dependence in the fit. From
“Fit 2,” an exponent of x ∼ 1.2 seem to better fit the data in
all cases.15 The uncertainty bands represent the mean
discrepancy between the actual J=D values with respect
the corresponding ones but from the “Fit 2.” In all of the
panels we can see that most of the clusters lie within this
uncertainty band, whose value is δ ¼ 0.23–0.25 dex
depending on the fit. This discrepancy matches perfectly
with the estimated σJ uncertainty from the scatter of the
concentration-mass relation. We also note that the best-fit
values found for J0 andD0 are close to the mean JT andDT
of all the clusters for each benchmark model.

FIG. 13. Fits to the obtained J andD factors for the four benchmark models with respect to cluster’s distance. Two fits are shown, both
following Eqs. (A3) and (A4). For “Fit 1” (solid lines) we adopt a fixed value of x ¼ 2, while in “Fit 2” (dashed lines) the x parameter is
left free. We also show as shaded bands the mean spread of the J and D factors for “Fit 2.”

TABLE VI. Best-fit parameter values obtained for our sample
of galaxy clusters and the four considered benchmark models
when fits to Eqs. (A3) and (A4) are performed, i.e., J=D factors
vs distance. “Fit 1” corresponds to the case in which we fix x ¼ 2,
while “Fit 2” is the case in which x is left free in the fit.

Fit 1 (x ¼ 2) Fit 2

Model log10 J0 [GeV2cm−5] x log10 J0 [GeV2cm−5]

MIN 16.839 1.18 16.713
MED 17.863 1.27 17.751
MAX 18.618 1.24 18.499

log10 D0 [GeV cm−2] x log10 D0 [GeV cm−2]
Decay 18.556 1.19 18.430

15It should be further investigated if this departure from x ¼ 2
may be caused by neglecting the mass dependence.
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