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ABSTRACT

In this thesis we use methods from the theory of Borel reducibility to analyze the
bi-embeddability relation.

We continue the work of Camerlo, Marcone, and Motto Ros investigating the no-
tion of invariant universality, which is a strengthening of the notion of complete-
ness for analytic equivalence relations. We prove invariant universality for the
following relations: bi-embeddability between countable groups, topological bi-
embeddability between Polish groups, bi-embeddability between countable quan-
dles, and bi-embeddability between countable fields of a fixed characteristic different
from 2. Our work strengthens some results previously obtained by Jay Williams,
Ferenczi, Louveau, and Rosendal, and, separately, Fried and Kollár.

Then, we analyze the bi-embeddability relation in the case of countable torsion-
free abelian groups, and countable torsion abelian groups. We obtain that the
bi-embeddability relation on torsion-free abelian groups is strictly more compli-
cated than the bi-embeddability relation on torsion abelian groups. In fact, we
prove that the former is a complete analytic equivalence relation, while the latter
is incomparable up to Borel reducibility with the isomorphism relation on torsion
groups. Further, we argue that the bi-embeddability relation between countable
torsion abelian groups is strictly below isomorphism up to ∆12-reducibility.

In the end, we analyze the bi-embeddability relation on torsion-free abelian groups
in the framework of generalized descriptive set theory. We use a categorical con-
struction to prove that bi-embeddability on κ-sized graphs Borel reduces to bi-
embeddability on torsion-free abelian groups of size κ, for every uncountable car-
dinal κ which satisfies κ<κ = κ. It follows that the bi-embeddability relation on
torsion-free abelian groups of size κ is as complicated as possible among analytic
equivalence relations.
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C h a p t e r 1

INTRODUCTION

1.1 Background
A very common situation in mathematics is when the elements of a collection are
gathered according to some way of identifying them. In exact terms, we have a set X

and an equivalence relation E ⊆ X2. Two elements x and y in X are identified – and
we say that x and y are E-equivalent – if the pair (x, y) belongs to E. Whatever the
nature of the elements of X is, a standard practice to have a better comprehension
of E is to classify X up to E.

What does it mean “to classify a set up to an equivalence relation”? Classifying
X up to E means to find a procedure, possibly an algorithm, for determining whether
two different objects of X are E-equivalent. In other words, we look for a set of
invariants I and a natural way to assign an invariant to each element of X such that
two elements are E-equivalent if and only if the corresponding invariants are equal.
The elements of I are usually called complete invariants for E, and the question
whether such set of invariants and such assignment exist is called the classification
problem associated to E.

What do mathematical logic and set theory have to do with classification? One
of the major branch of set theory is descriptive set theory, which studies definable
subsets of Polish spaces. A topological space is called Polish if it is separable, and
its topology is generated by some complete metric. A standard Borel space X is a
set equipped with theσ-algebra of the Borel sets of some Polish topology on it. That
is, X is equipped with the smallest family of its subsets that contains the open sets
and is closed under the operations of countable union and taking the complement.
Then, a subset A ⊆ X is called analytic if there is a Polish space Y such that A is
the projection {x ∈ X | ∃y ∈ Y [(x, y) ∈ B]} of some Borel subset B ⊆ X × Y .

It has been established thatmany classification problems naturally occurring through-
out mathematics can be formalized by forming a standard Borel space, and regarding
an analytic equivalence relation on that space. Therefore, we can use descriptive
set theoretical methods to systematically analyze their complexity. The main tool
for this purpose is Borel reducibility, which was introduced by H. Friedman and
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Stanley in [FriSta], and by Harrington, Kechris, and Louveau in [HarKecLou] at
about the same time.

Definition. If E and F are two equivalence relations on the standard Borel spaces
X and Y , we say that E Borel reduces to F (in symbols, E ≤B F) if there is a Borel
map f : X → Y such that x E y ⇐⇒ f (x) F f (y), for all x, y ∈ X .

The requirement that f be Borel is weaker than both the requirement of f be
recursive, which is typical of some analogous notions of reducibility which are
considered in recursion theory, and the requirement that f be continuous. However,
the request of considering only Borel maps is an essential restriction on definability.

The connection with classification problems is now easily explained. When E Borel
reduces to F, we can regard F-equivalence classes as complete invariants for E; and
we can take the statement “ E ≤B F ” as a formal way to say that (the classification
problem associated to) E is not more complicated than (the one associated to) F.
Even when the classification problem associated to a certain equivalence relation
E is commonly considered unsolvable, the systematic exercise of comparing E

with other equivalence relations can provide information on the nature of suitable
invariants for E. In the words of Effros, the theory of Borel reducibility has been
accomplishing the ambitious task of “classifying the unclassifiables” (cf. [Eff]).

What sort of results can be obtained with such approach? Over the last three
decades mathematicians have employed tools from descriptive set theory to prove
several classification and anti-classification results in many areas of mathematics
including algebra, ergodic theory, and functional analysis.

A first way to produce anti-classification results is to consider an equivalence relation
as a subset of the cartesian product and prove that it is not Borel. Saying that an
equivalence relation is not Borel is basically saying that no amount of countable
information is enough to decide whether two elements are in the same equivalence
class. So, those classification problems associated to equivalence relations that
are not Borel are commonly considered intractable. Results in this direction were
obtained by Downey and Montalbán in [DowMon] for the isomorphism relation
between countable torsion-free abelian groups, and by Foreman, Rudolph, and
Weiss, who remarkably proved in [ForRudWei] that the isomorphism relation on
the Polish group of measure preserving transformations of the unit interval with
Lebesgue measure is not Borel.
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Beyond the Borel/non-Borel distinction, we can compare two given equivalence
relations and establish whether they are Borel reducible to each other. This practice
produces a finer analysis of the complexity of classification problems. For example,
a classical result by Donald Ornstein appeared in [Orn] states that two Bernoulli
schemes are isomorphic if they have the same entropy. We can rephrase Ornstein’s
by saying that the isomorphism relation on Bernoulli schemes Borel reduces to
equality on the real numbers – equivalence relations with such property are called
smooth, and Ornstein’s theorem is considered a prototype of a classification result.
Then, in [Tho03] Simon Thomas proved that the complexity of isomorphism on
torsion-free abelian groups of fixed finite rank n strictly increases in Borel com-
plexity as n increases. So Borel reducibility permits to analyze the complexity of
classification problems arising in different areas of Mathematics. Works in this di-
rection include [Cos; ThoVel; Wil15; Tho15] which study classification problems
arising in algebra, [SabTsa; Kay] which consider some classification problems in
dynamical system, and [HjoKec00] which concerns the classification of geometric
objects such as Riemann surfaces and complex manifolds.

In late 1990s, Greg Hjorth isolated a condition called turbulence that prevents or-
bit equivalence relations from being classifiable by countable structures ([Hjo]).
Here classifiable by countable structuresmeans Borel reducible to the isomorphism
relation on the space of countable structures for some countable language. A re-
markable application of Hjorth’s results is the one found in [ForWei] by Foreman
andWeiss, whose work demonstrated strong evidence against a satisfactory classifi-
cation for ergodic measure preserving transformations (MPT’s), as they proved that
the conjugacy action of the whole group of MPT’s on the space of ergodic actions
is turbulent.

Can we measure the “degree of unclassifiability” of unclassifiable objects?
Some anti-classification results are obtained by proving that a given equivalence
relation is complete (or universal) for a certain class.

Definition. We say that E is complete for the class of equivalence relations Γ (or
Γ-complete) if it belongs to Γ and any other equivalence relation in Γ Borel reduces
to E.

Intuitively, (the classification problem associated to) a complete equivalence rela-
tion is as complicated as possible within its class. And the larger the class is, the
more difficult is to classify a complete equivalence relation for that class. Here is
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a mention of some notable examples. In [FriSta], Friedman and Stanley proved
that the isomorphism relation is complete for the class of those equivalence relation
arising from an action of the group of permutations of natural numbers S∞ in the
case of many countable structures: trees, linear orders, groups, fields. Camerlo
and Gao proved in [CamGao] the same completeness phenomenon for the isomor-
phism relation between countable Boolean algebras. In [GaoKec] Gao and Kechris
proved that the isometry relation on Polish metric spaces is complete for the class
of equivalence relations induced by a Borel action of a Polish groups. Recently,
in [Sab], Sabok proved that the isomorphism relation between separable nuclear
C∗-algebras is complete in the class of orbit equivalence relations building on work
of Farah, Toms, and Törnquist [FarTomTor]. Analogous results were obtained by
Melleray in [Mel] for the isometry between separable Banach spaces, and by Zielin-
ski in [Zie] for the homeomorphism relation on compact metric spaces. Then, the
most dramatic anti-classification results are obtained by proving that an equivalence
relation is complete for the class of all analytic equivalence relations.

Leo Harrington was the first who observed that among analytic equivalence relation
there is at least a maximum element up to Borel reducibility. However, no natural
examples of such equivalence relations were known until Louveau and Rosendal
proved that bi-embeddability between countable graphs is complete for all analytic
equivalence relations ([LouRos]). The idea of Louveau and Rosendal was first
to generalize the definition of Borel reducibility to quasi-orders, i.e., reflexive and
transitive binary relations.

Definition. If Q and R are two quasi-orders on X and Y , respectively, we say that
Q Borel reduces to R (in symbols, E ≤B F) if there is a Borel map f : X → Y such
that x Q y ⇐⇒ f (x) R f (y), for all x, y ∈ X .

Next, they proved that every analytic quasi-order Borel reduces to the embeddability
relation between countable graphs. Since whenever Q is complete for analytic
quasi-orders, then the equivalence relation generated by Q is complete for analytic
equivalence relations, it follows that the bi-embeddability relation between countable
graphs is complete for the class of all analytic equivalence relations.

The work of Louveau and Rosendal provided the ground to prove many other
completeness results. In subsequent years, various people have considered the
following relations.
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(i) Continuous embeddability between finitely branching dendrites and embed-
dability between countable linear orders with infinitely many colors are both
complete for analytic quasi-orders ([MarRos]);

(ii) Continuous surjectability between continua is complete for analytic quasi-
orders ([Cam05]);

(iii) Isomorphismbetween separableBanach spaces is a complete for analytic equiv-
alence relations ([FerLouRos]);

(iv) Bi-embeddability between countable groups is complete for analytic equiva-
lence relations ([Wil14]); and

(v) An argument of [FriKol], which dates back to some years before Borel re-
ducibility was introduced, essentially shows that bi-embeddability between
countable fields is complete for analytic equivalence relations.

Is there anything beyond completeness? In terms of difficulty of classification
problems, there is no complexity degree beyond the one of analytic complete equiv-
alence relations – all analytic complete equivalence relations are necessarily Borel
reducible to each other. Nevertheless, we may wonder to ask if a complete analytic
equivalence, or a complete analytic quasi-order, is universal. That is, it naturally rep-
resents every degree of complexity up to Borel bi-reducibility1. In [CamMarMot]
Camerlo, Marcone, and Motto Ros focused on a property that was discovered in a
previous work of the latter and S. Friedman ([FriMot]), who proved a result of uni-
versality for the embeddability relation between countable graphs: every analytic
quasi-order is Borel bi-reducible with the embeddability relation on some Borel
subset of the space of countable graphs closed under isomorphism. They isolated
this property and called it invariant universality. Since the Borel subsets of a space
of countable structures that are closed under isomorphism coincide with elementary
classes in the logic Lω1ω, we can restate Friedman and Motto Ros’ result as follows.
Every analytic quasi-order is Borel bi-reducible withe the bi-embeddability relation
on an Lω1ω-elementary class of countable graphs.

1 Although “complete” and “universal” are often used as synonyms in the literature, we shall
use them with two different meanings. Generally speaking, if Γ is a class of mathematical objects
and X ∈ Γ, we say that X is complete for Γ if every element of Γ is reducible to X according to the
given notion of reducibility. In contrast, we say that X is universal for Γ if it contains a natural copy
of every element of Γ.
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Definition. Let P be a Σ11 quasi-order on some standard Borel space X and let E be
a Σ11 equivalence subrelation of P. We say that (P, E) is invariantly universal (or
P is invariantly universal with respect to E) if for every Σ11 quasi-order R there is a
Borel subset A ⊆ X which is closed with respect to E and such that R ∼B P � A.

The results of [CamMarMot] and some results of this thesis suggest that the phe-
nomenon of invariant universality is typical for those embeddability relation that are
complete for analytic quasi-orders, when they are paired with the corresponding iso-
morphism relation. However, we cannot identify any general trend. In fact, whether
certain pairs of naturally considered relations are invariantly universal or not is
still open. For example, we do not know whether topological embeddability be-
tween separable Banach spaces is invariantly universal when paired with topological
isomorphism.

Can we employ the methods of Borel reducibility to study all classifications
problem in mathematics? Unfortunately not. A case when Borel reducibility
cannot be successfully employed is the one of Ulm theory. A classical and celebrated
result in group theory is the complete classification of countable reduced abelian
p-groups by Ulm ([Ulm]). Given a countable reduced abelian p-group A, there is
a way to build a uniquely determined sequence f A of arbitrary countable length,
taking values in N ∪ {ω}, which is called the Ulm invariant associated to A. Ulm’s
theorem states that any two countable abelian p-groups A and B are isomorphic if
and only if f A = f B. In other terms, Ulm invariants are complete invariants for
the isomorphism relation between countable abelian p-groups2. Although those
invariants do not form a standard Borel space in its own right, they can be coded as
member of a suitable such space. In any case, unfortunately, they cannot be computed
in a Borel way. This impossibility motivated the work of Hjorth and Kechris who
introduced in [HjoKec] a more general version of reducibility, ∆1

2
-reducibility. The

realm of ∆1
2
reductions encompasses the procedure of computing Ulm invariants of

countable reduced p-groups, but presents the issue of being very sensitive to the
foundational model of set theory. In fact, the notion of ∆1

2
-reducibility for analytic

equivalence relations is not absolute, and some results rely on metamathematical
arguments and assumptions beyond ZFC, including large cardinal axioms.

Another example for which Borel reducibility does not suffice the isomorphism
relation between graphs of cardinality ℵ1. There are 2ℵ1 non-isomorphic such

2For our purpose we can disregard whether a group is reduced or not, because the divisible part
is a direct summand, and countable divisible p-groups are completely classified by the rank.
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graphs, while every uncountable standard Borel space has the cardinality of the
continuum. So there is no way to build what we would call “the standard Borel space
of graphs of size ℵ1”. On the other hand, by identifying each graph of cardinality
ℵ1 with the characteristic function of its edge relation, we can identify the set of ℵ1-
sized graphs with a subset of 2(ℵ1×ℵ1). Then, we can turn such set into a topological
space, which is isomorphic to the so called generalized Baire space on ℵ1. That
is, the space of functions from ℵ1 to ℵ1 endowed with a suitable topology which
naturally generalizes the topology of the Baire space. The possibility of studying
classification problems on standard Borel κ-spaces is one of the main motivations
for the so-called generalized descriptive set theory. In fact, one can generalize some
notions from the classical theory of Borel reducibility to the generalized Baire space
in order to study the complexity of equivalence relations between models of fixed
uncountable cardinality for a given theory.

One of the first work in such direction is the paper of Vaught [Vau], where he
proved a generalization of López-Escobar’s theorem for the infinitary logic Lκ+κ,
with κ = ℵ1. Then, generalized descriptive set theory was reinvigorated in the
’90s by some work of Mekler, Shelah, Väänänen, et al. [MekVan; SheTuuVan;
Hal]. In recent years, descriptive set theory grew fast in popularity after the work
of S. Friedman, Hyttinen, and Kulivov [FriHytKul], who established some notable
connections between Shelah’ s stability theory and the theory of (generalized) Borel
reducibility between the isomorphism relations on uncountable models of first order
theories. The link between the generalized Baire space and stability theory was
further investigated by Kulikov, Hyttinen, and Moreno [KulHytMor], who proved
the consistency of a Borel analogue of one of the Shelah’s main gap theorem.
In [Mot13], Motto Ros studied the generalized version of Borel reducibility for
analytic quasi-orders, and proved an analogue of the main result of [LouRos],
namely, that the embeddability relation between κ-sized graphs is a complete analytic
quasi-order, when κ is weakly compact. This result has been recently extended to
any uncountable cardinal satisfying the hypothesis κ<κ = κ by Mildenberger and
Motto Ros in [MilMot].

It is important to stress that most of the results achieved in descriptive set theory
require the cardinal hypothesis κ = κ<κ. In [DzaVan], instead, Džamonja and
Väänänen considered the generalized Baire space on κκ, for κ singular cardinal. In
particular, if κ is a strong limit cardinal of countable cofinality, the descriptive set-
theoretical properties of κκ present many similarities to their classical counterparts.
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A remarkable result of [DzaVan] is that when the cofinality of κ is countable, one
has the analogue to the notion of Scott watershed from the Scott analysis of countable
models.

Furthermore, it is worth to point out that the tools of generalized descriptive set
theory are not confined to the study of the isomorphism and bi-embeddability
relation between countable structures. As discussed in [AndMot], they can also be
used to analyze the complexity of classification problems of mathematical objects
such as metric spaces, and Banach spaces of uncountable density.

1.2 Content and plan of the Thesis
This Thesis is divided into two parts. Part I is about results on the bi-embeddability
relation working in the framework of Borel reducibility and classical descriptive set
theory (Chapter 2 – Chapter 5). Part II is about results on the bi-embeddability
relation obtained in the framework of generalized descriptive set theory. (Chapter 6
– Chapter 7).

Part I: Classical descriptive set theory
In Chapter 2 we shall introduce some preliminary notions of classical descriptive
set theory. Our exposition will stress on basic definitions and some results of the
theory of Borel reducibility. In Section 2.2 we will recall the seminal result of
Louveau and Rosendal [LouRos] stating that the embeddability relation between
countable graphs is a complete analytic quasi-order. After that, we will recall the
terminology of Camelo, Marcone, and Motto Ros in [CamMarMot] and the result
asserting that the embeddability relation between countable graphs is invariantly
universal when paired with isomorphism. Next, we abstract from [CamMarMot] a
slightly different way to present the main technique to prove that a given quasi-order
is invariantly universal.

In Section 3.1 we will strengthen the result of Jay Williams stating that the embed-
dability relation between countable groups vGp is a complete analytic quasi-order.
In particular, we prove the following theorem.

Theorem3.1.1 (C., andMotto Ros). The embeddability relationvGp between count-
able groups is an invariantly universal Σ11 quasi-order (when paired with isomor-
phism). Thus, the bi-embeddability relation ≡Gp between countable groups is an
invariantly universal Σ11 equivalence relation.



9

The proof uses the reduction by J.Williams and the techniques discovered in [CamMarMot]:
an essential part of the proof is to compute explicitly (i.e., in a Borel way) the group
of automorphisms of all countable groups obtained via Williams’ reduction. In Sec-
tion 3.2, we use our result on the embeddability relation on countable groups to
prove invariantly universality for topological embeddability vPGp between Polish
groups.

Theorem 3.2.2 (C., and Motto Ros). The topological embeddability relation vPGp
between Polish groups is an invariantly universal quasi-order (when paired with the
relation of topological isomorphism �PGp). Thus, the topological bi-embeddability
relation≡PGp between Polish groups is an invariantly universal equivalence relation.

This strengthens the result stating that vPGp is a complete analytic quasi-order, pre-
viously obtained by Ferenczi, Louveau, and Rosendal in [FerLouRos]. In this case
we overcome the substantial difficulty of dealing with topological isomorphism,
which is a complete analytic equivalence relation. Generally speaking, we adapt
the reduction by J. Williams to reduce embeddability on graphs to embeddability
on discrete Polish (then necessarily countable) groups. Then we consider the topo-
logical isomorphism relation restricted to the space of discrete groups, which is a
Borel subset closed under topological isomorphism. And then, we can verify that
the sufficient condition to prove invariant universality is satisfied.

In Section 3.3 we adapt a construction of Downey and Montalbán from [DowMon]
to define a reduction from the complete analytic quasi-order ≤max, introduced in
[LouRos], to the embeddability relation between countable torsion-free abelian
groups. Hence, the following result follows.

Theorem 3.3.2 (C., and Thomas). The embeddability relation vTFA on countable
torsion-free abelian groups is a complete Σ11 quasi-order. Thus, the bi-embeddability
relation ≡TFA on countable torsion-free abelian groups is a complete Σ11 equivalence
relation.

In Chapter 4 we analyze the bi-embeddability relation between countable torsion
abelian groups. In Section 4.1 we recall the Ulm theory for isomorphism and bi-
embeddability between countable abelian p-groups. In Section 4.2, we fix a prime
number p and first focus on �p and ≡p, the isomorphism and the bi-embeddability
relations on countable abelian p-groups. We prove the following result.
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Theorem 4.2.1 (C., and Thomas). The bi-embeddability and isomorphism relations
on countable abelian p-groups, ≡p and �p, are incomparable with respect to Borel
reducibility.

To prove that �p does not Borel reduce to≡p we use a counting argument— it follows
from a result of Barwise and Eklof that there are only ℵ1 countable abelian p-groups
up to bi-embeddability, while there are continuum many isomorphism classes. To
prove that ≡p does not reduce to �p we use a construction by Feferman [Fef] to show
that there is a bi-embeddability equivalence class that is not Borel in the space of
countable abelian p-groups.

In Section 4.3 we use the theory of pinned names to analyze the complexity of the
isomorphism relation �TA on countable torsion abelian groups. The main result is
the following.

Theorem 4.3.1 (C., and Thomas). The isomorphism relation �p on countable
abelian p-groups is not Borel reducible to the bi-embeddability relation ≡TA on
countable torsion abelian groups.

In particular, Theorem4.3.1 implies that �TA and≡TA are not comparable up toBorel
reducibility. This is somehow a counterintuitive result. In fact, given the nature of
Ulm invariants, it is possible to select a maximal torsion group up to embeddability
within each bi-embeddability classes. Such selection cannot be performed in a
Borel manner, but it produces a ∆12-reduction from ≡TA to �TA. In Section 4.4, we
demonstrate that the isomorphism relation �TA on countable torsion abelian groups
is strictly more complicated than the bi-embeddability relation ≡TA, by proving the
following.

Theorem 4.3.1 (C., and Thomas). Suppose that a Ramsey cardinal exists. Then,
the isomorphism relation �TA on countable torsion abelian groups is strictly more
complex with respect to ∆12-reducibility than the bi-embeddability relation ≡TA.

In Chapter 5 we analyze the embeddability relation on other countable structures.
In Section 5.1 we focus on the embeddability relation vFld, p on countable fields for
a fixed characteristic p. A categorical construction of Fried and Kollàr, appeared
in [FriKol], shows that the embeddability relation between countable graphs Borel
reduces to vFld, p for any fixed p prime different from 2. Thus, in view of Louveau
and Rosendal’s theorem, the embeddability relation vFld, p is an analytic complete
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quasi-order. We use the fact that Fried and Kollár’s construction has the additional
property of preserving automorphism groups to obtain the following.

Theorem 5.1.1 (Brooke-Taylor, C., and S.Miller). For any characteristic p different
from 2, the embeddability relation vFld, p on countable fields of characteristic p is
an invariantly universal quasi-order. Thus, the bi-embeddability relation vFld, p on
countable fields of characteristic p is an invariantly universal equivalence relation.

In Section 5.2, instead, we shall consider some distributive structures called quan-
dles3. Andrew Brooke-Taylor and Sheila Miller recently proved in [BroMil] that the
isomorphism relation between countable graphs Borel reduces to the isomorphism
relation �Qdl between countable quandles, thus �Qdl is complete for the class of
those analytic equivalence relations arising from a Borel action of S∞. In this The-
sis we isolate a standard Borel space of countable graphs that allows us to simplify
the proof of Brooke-Taylor and Miller’ s result and, further show that the embed-
dability relation between countable quandles is a complete analytic quasi-order. We
conclude this chapter by proving the following.

Theorem 5.2.1 (Brooke-Taylor, C., and S. Miller). The embeddability relation
vQdl on countable quandles is an invariantly universal Σ11 quasi-order. Thus, the
bi-embeddability relation ≡Qdl on countable quandles is an invariantly universal
equivalence relation.

Part II: Generalized descriptive set theory
In Chapter 6, we shall provide a brief introduction to generalized descriptive set
theory, stressing on the generalized version of Borel reducibility between analytic
quasi-orders.

In Chapter 7we shall work in the framework of generalized descriptive set theory and
focus on the embeddability relation on groups of uncountable size. In Section 7.1,
we shall use a model theoretic argument to prove the analogue of Theorem 3.1.1 for
uncountable cardinals.

Theorem 7.1.1 (C., and Motto Ros). Let κ be any uncountable cardinal such that
κ<κ = κ. Thus, the embeddability relation vκGROUPS and the bi-embeddability
relation ≡κGROUPS are both invariantly universal.

3The name quandles was given to those structures by David Joyce in [Joy], and, formerly, in his
doctoral thesis.
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It is worth to point out that our methods works for any infinite cardinal such that
κ<κ = κ. Thus, it also gives an alternative proof of Theorem 3.1.1.

Finally, in Section 7.2 we consider the embeddability relation vκTFA on κ-sized
torsion-free abelian groups. The techniques we used in the proof of Theorem 3.3.2
do not generalize to uncountable structures. So we slightly modify a categori-
cal construction of Przeździecki to prove that the analogue of Theorem 3.3.2 for
uncountable torsion-free abelian groups of uncountable size κ = κ<κ holds.

Theorem 7.2.1 (C.). For every uncountable κ such that κ<κ = κ, the embeddability
relation vκTFA between κ-sized torsion-free abelian groups is a complete Σ11 quasi-
order. Thus, the bi-embeddability relation≡κTFA between κ-sized torsion-free abelian
groups is a complete Σ11 equivalence relation.



Part I

Classical descriptive set theory

13



14

C h a p t e r 2

PRELIMINARIES

2.1 Classical descriptive set theory
In this section we shall recall some basic concepts of descriptive set theory. A
topological space X is Polish if it is separable and completely metrizable. Examples
of Polish spaces include countable discrete topological spaces, the real numbers
with the natural topology, and any separable Banach space. The class of Polish
spaces is closed under countable products. If A is a countable set, the spaces 2A

and NA of all functions from A to 2 and N, respectively, are Polish when viewed
as the product of infinitely many copies of 2, and respectively N, with the discrete
topology. In particular, the Cantor space 2N and the Baire space NN are Polish.
Moreover, a Gδ subset of a Polish space is Polish when viewed as a subspace.

The Borel sets of a topological space are those sets generated from the open sets
by the operations of countable union and taking the complement. A standard Borel
space is a pair (X,B) such that B is the σ-algebra of Borel subsets of X with
respect to some Polish topology on X . The class of standard Borel spaces is closed
under countable products, and a Borel subset of a standard Borel space is standard
Borel when viewed as a subspace. Every uncountable standard Borel space is Borel
isomorphic to the Baire space, and thus has the same cardinality as the continuum.
Given any Polish space, X , the set F (X ) of closed subsets of X is a standard
Borel space when equipped with the Effros Borel structure, namely, the σ-algebra
generated by the sets

{C ∈ F (X ) | C ∩U , ∅},

where U is a basic open subset of X (see [Hjo] or [Kec]).

In this thesis we will often consider standard Borel spaces of countable structures.
If L is a countable (relational) language we denote by XL the space of L-structures
with domainN, whose topology is the one defined by taking as basic open sets those
of the form

{M ∈ XL | M |= R(n0, . . . , nk−1)}, {M ∈ XL | M 6|= R(n0, . . . , ni−1)},

for any relation R in L of arity k = a(R), and any k-tuples of natural numbers
(n0, . . . , nk−1) ∈ Nk and. Such space is Polish, in fact, it is homeomorphic to
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R∈L 2N

a(R) . (An analogous definition can be given also for languages with function
symbols, see [BecKec].)

Borel and projective subsets
A subset of a standard Borel space X is called analytic, or Σ11, if there is a Polish
space Y such that X is the projection of some Borel set B ⊆ X × Y , i.e.,

p(B) = {x ∈ X | ∃y ∈ Y ((x, y) ∈ B)}.

A subset of a standard Borel space whose complement is analytic is called co-
analytic, or Π1

1. Then we can define by induction on n the projective classes
denoted by Σ1n,Π1

n,∆
1
n, for 1 ≤ n < ω.

Σ1n+1 B the class of projections of Π1
n sets,

Π1
n+1 B the class of projections of Σ1n sets,

∆1n B Σ
1
n ∩Π

1
n.

Suslin’s Theorem (see [Kec]) states that the Borel sets of a standard Borel space are
precisely the sets that are both Σ11 and Π

1
1. Thus, Borel sets coincide with ∆

1
1 sets.

Given a family Γ of subsets of X containing the Borel sets, a function f : X → Y is
Γ-measurable if the inverse image under f of every open set U of Y belongs to Γ.
For the sake of brevity, we shall say that a function between standard Borel spaces
is Borel if it is Borel-measurable, and it is ∆12 if it is ∆12-measurable. It is a well
established fact that a function is ∆1n-measurable if and only if it is Σ1n-measurable if
and only if its graph is Σ1n (see [Kec]). In particular, a function is Borel if and only
if its graph is analytic.

Polish groups
A Polish group is a topological group whose topology is Polish. A well known
example of a Polish group is S∞, the group of all bijections from N to N. In fact, S∞
is a Gδ subset of the Baire space and a topological group under the relative topology.
We shall denote by (N)<N the set of finite injective functions in N with domain a
subset of N. For every s ∈ (N)<N, we denote by Ns the basic open neighborhood of
s in S∞; that is,

Ns B { f ∈ S∞ | f ⊇ s}.
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Therefore the set {Ns | s ∈ (N)<N} is a basis for the topology of S∞. IfG is a Polish
group1, then the space Subg(G) of closed subgroups ofG is a Borel subset of F (G),
and thus Subg(G) is standard Borel when viewed as a subspace of F (G).

If G is a Polish group and there is a Borel action a of G on a standard Borel space
X , then we say that X is a standard Borel G-space and we define Ea, the orbit
equivalence relation induced by a, by declaring

x Ea y ⇐⇒ ∃g ∈ G (a(g, x) = y).

Whenever the action is clear from the context we shall write EX
G , or simply EG,

instead of Ea. Such equivalence relations are also called G-equivalence relations.
When X is a standard Borel G-space, the stabilizer of a point x ∈ X is the subgroup
Gx B {g ∈ G | a(g, x) = x}.

Let S∞ act on XL by the so-called logic action: for every g in S∞ andM, N ∈ XL

we set g ·M = N if for all k-ary relations R in L and all k-tuples of natural numbers
(n0, . . . , nk−1) ∈ Nk , we have

N |= R(n0, . . . , nk ) ⇐⇒ M |= R(g−1(n0), . . . , g−1(nk )).

It is easily checked that the logic action is continuous, thus, for any countable
language L, the space XL is a standard Borel S∞-space. Moreover the isomorphism
relation on XL, usually denoted by �L, coincides with the orbit equivalence relation
EXL

S∞
. Furthermore, for everyM in XL, we have Stab(M) = Aut(M), the group of

automorphisms ofM.

Analytic equivalence relations
We say that a binary relation R defined on a standard Borel space X is analytic (or
Σ11) if it is a Σ

1
1 subset of the space X2 endowed with the product topology. The

definitions of Borel and coanalytic (or Π1
1) binary relations are analogous.

Every G-equivalence relation is Σ11, and possibly Borel. We first recall the following
result of Becker and Kechris that gives a characterization of Borelness for orbit
equivalence relations.

Theorem 2.1.1 ([BecKec]). Let G be a Polish group and X be a standard Borel
G-space. The following are equivalent:

1In this thesis we shall denote topological groups by boldface letters, such as G,H, etc. This
is not a well established convention but it will be convenient for expositional clarity throughout this
thesis.
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(i) EG is Borel.

(ii) The map X → F (G) : x 7→ Gx is Borel.

(iii) The map X × X → F (G) : (x, y) 7→ Gx,y = {g ∈ G | g · x = y} is Borel.

A common feature of all obit equivalences is the fact of having Borel classes, which
was established with the following result by Douglas Miller.

Theorem 2.1.2 ([Mil]). LetG be a Polish group and X be a standard BorelG-space.
Then every G-orbit is Borel.

We add a few more general theorems about Σ11 and Π
1
1 equivalence relations.

Theorem 2.1.3 ([Bur78]). Let E be a Σ11 equivalence relation on a standard Borel
space X . Then E has either countably many, ω1, or perfectly many equivalence
classes.

Some analytic equivalence relations with exactlyω1 will be considered in Chapter 4.
It follows by the following dichotomy, that those equivalence relations are not Borel,
indeed they are not Π1

1.

Theorem 2.1.4 ([Sil]). Let X be a standard Borel space and E a Π1
1 equivalence

relation on X . Then either there are countably many E-equivalence classes or there
are perfectly many E-equivalence classes.

2.2 Complete Σ11 quasi-order and invariant universality
Recall that a quasi-order is a transitive and reflexive binary relation. Thus, if Q is a
quasi-order on a set X , it naturally induces an equivalence relation EQ on X , which
is given by declaring x EQ y if and only if x Q y and y Q x.

Definition 2.2.1. Given two quasi-orders P and Q on the standard Borel spaces X

and Y , respectively, we say that P Borel reduces (or is Borel reducible) to Q, written
P ≤B Q, if and only if there is a Borel function f : X → Y such that for every x, y

in X

x P y ⇐⇒ f (x) Q f (y).

We call such f a Borel reduction from P to Q and write in symbols f : P ≤B Q.
Further, we say that P and Q are Borel bi-reducible (in symbols, P ∼B Q) whenever
P ≤B Q and Q ≤B P.
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Definition 2.2.1 first appeared in [LouRos]. When P and Q are equivalence relation
we get the definition of Borel reducibility between equivalence relations introduced
by H. Friedman and Stanley in [FriSta] and Harrington, Kechris, and Louveau in
[HarKecLou].

Definition 2.2.2. We say thatQ is a completeΣ11 quasi-order if it isΣ
1
1 and, whenever

P is a Σ11 quasi-order, P is Borel reducible to Q.

Definition 2.2.3. We say that F is a complete Σ11 equivalence relation if it is Σ
1
1 and,

whenever E is a Σ11 equivalence relation, E is Borel reducible to F.

The first natural examples of complete Σ11 equivalence relations were discovered
by Louveau and Rosendal in [LouRos]. Although their existence was known since
an observation by Harrington, all examples known before [LouRos] were obtained
with ad hoc constructions. In [LouRos], Louveau and Rosendal observed that E is
a complete analytic equivalence relation2 if and only if E = EQ for some complete
analytic quasi-order Q. Then, they proved that the embeddability relation between
countable connected acyclic graphs is a complete Σ11 quasi-order, which implies that
the associated bi-embeddability relation is complete Σ11 too.

By graph we mean a structure with an irreflexive and symmetric binary relation
symbol called the edge relation. Let XGr be the space of graphs onN. By identifying
each graph with the characteristic function of its edge relation, XGr is a closed subset
of 2N2 , and thus it is a Polish space. A combinatorial tree is a connected acyclic
graph. A graph T ∈ XGr is a combinatorial tree provided that it satisfies the
following:

∀n,m ∈ N

(n,m) ∈ T ∨ ∃s ∈ N<N \ {∅} *.

,
(n, s(0)) ∈ T∧

∧
i< |s |−1

(s(i), s(i + 1)) ∈ T ∧ (s(n − 1),m) ∈ T+/
-


; (2.2.3.1)

2Until Ferenczi, Louveau, and Rosendal proved in [FerLouRos] that isomorphism of separable
Banach space is a complete Σ11 equivalence relation all known natural examples of complete Σ11
equivalence relations were actually obtained by proving that the quasi-order generating them is a
complete Σ11 quasi-order.
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∀s ∈ N<N

( |s | ≥ 3 ∧

∧
i< |s |−1

(s(i), s(i + 1)) ∈ T )


=⇒ (s(|s | − 1), s(0)) < T ), (2.2.3.2)

where |s | is the length of s. A rooted combinatorial tree is a combinatorial tree with
a distinguished vertex called root. In the sequel, when we refer to the construction by
Louveau and Rosendal we will make no differences between combinatorial trees and
rooted combinatorial trees, so that we will tacitly assume that every combinatorial
tree has a root. Then we denote by XCT the set of (rooted) combinatorial trees with
vertex set N. Note that since XCT is a Gδ subset of XGr, it is a Polish space with the
induced topology.

For two graphs S,T ∈ XGr, we say that S embeds, or S is embeddable into T (in
symbols, S vGr T) if and only if there is a one-to-one function f : N → N which
realizes an isomorphism between S and T � Im( f ). The quasi-order vGr is analytic
because it is the set

{(S,T ) ∈ (XGr)2 | ∃ f ∈ N(N)(∀n,m ∈ N((n,m) ∈ S) ⇐⇒ ( f (n), f (m)) ∈ T ))},

which is a projection of a closed subset of NN × XGr × XGr. We denote by vCT the
restriction of the quasi-order vGr to XCT .

Now we can state the main theorem of [LouRos].

Theorem 2.2.4 ([LouRos]). The embeddability relation vCT between countable
(rooted) combinatorial trees is a completeΣ11 quasi-order. Thus, the bi-embeddability
relation≡CT between countable (rooted) combinatorial trees is a completeΣ11 equiv-
alence relation.

In the rest of this subsection we will discuss the proof and further implications of
Theorem 2.2.4.

First Louveau and Rosendal identified a complete analytic quasi-order on the space
of trees on 2×N. For any set X , let X<N be the set of finite sequences of elements of
X ; and if s ∈ X<N, then |s | denotes the length of the sequence s. A (set-theoretical)
tree is a subset of X<N which is closed under restrictions. If T is a tree, the body of
T , in symbols [T], is the set of all infinite branches of T , namely,

[T] = {α ∈ XN | ∀n ∈ N (α � n ∈ T )}.
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We say that T is normal if whenever s � t, then T (s) ⊆ T (t). If Y is a second set,
we will identify (X × Y )N with the set of pairs (s, t) ∈ X<N × Y<N of equal length
|s | = |t |.

Let � be the partial order on N<N defined by

s � t ⇐⇒ |s | = |t | and s(i) ≤ t(i) for all i < |s |.

Moreover, for any two sequences s, t ∈ N<N, we shall denote by s + t the point-wise
sum.

Theorem 2.2.5. Let Q be a Σ11 quasi-order on 2N. Then there exists a tree S on
2 × 2 × N satisfying:

(i) Q = p([S]); that is, x Q y if and only if ∃α ∈ NN(∀n(x � n, y � n, α � n) ∈ S).

(ii) S is normal; that is, (u, v, s) ∈ S and s � t imply that (u, v, t) ∈ S.

(iii) If u ∈ 2<N and s ∈ N<N are of the same length, then (u, u, s) ∈ S.

(iv) If (u, v, s) ∈ S and (v,w, t) ∈ S, then (u,w, s + t) ∈ S.

Theorem 2.2.5 basically states that every Σ11 quasi-order can be represented as the
body of a normal tree on 2 × 2 × N that represents the properties of reflexivity
and transitivity with property (iii) and property (iv), respectively. Condition (iii)
and Condition (iv) can be regarded as the properties of reflexivity and transitivity,
respectively.

Definition 2.2.6. Let T ⊆ (2 × N)<N be a tree. For any sequence s ∈ N<N, let

T (s) = {u ∈ 2<ω | (u, s) ∈ T }.

A map f : N<N → N<N is Lipschitz if there exists a map f ∗ : N<N × N → N such
that f (∅) = ∅ and f (s _ n) = f (s) _ f ∗(s, n). An equivalent definition of Lipschitz
maps is given by requiring that f preserves both lengths and extensions.

Definition 2.2.7. Let T (2×N) be the standard Borel space of normal trees on 2×N.
Then ≤max is the Σ11 quasi-order on T (2×N) defined by stipulating that S ≤max T if
there is a Lipschitz map f : N<N → N<N such that S(s) ⊆ T ( f (s)) for all s ∈ N<N.
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As stated in the next theorem, ≤max is a fundamental example of complete Σ11 quasi-
order. Although it may appear an artificial construction, it was the premise to prove
that vCT is complete Σ11.

Theorem 2.2.8 ([LouRos]). ≤max is a complete Σ11 quasi-order.

We also point out a fact about the quasi-order ≤max that was already observed
in [LouRos] and we shall use in Chapter 3.3.

Lemma 2.2.9 ([LouRos]). If T,U ∈ T (2 × N) and T ≤max U, then there exists an
injective Lipschitz map f : N<N → N<N such that T (s) ⊆ U ( f (s)) for all s ∈ N<N.

We shall briefly recall from [LouRos] the main construction to prove Theorem 2.2.4
because we will use it in Section 3.3.

Definition 2.2.10. For each normal tree T ∈ T (2 × N), we define a corresponding
rooted combinatorial tree GT ∈ XCT as follows. First, let {θ(n) | n ∈ N} be
the enumeration of 2<N given by the lexicographic ordering. Next, let G0 be the
combinatorial rooted tree with vertex set

N<N t {s∗ | s ∈ N<N r {∅}},

root ∅, and edge set

{{s, s∗} | s ∈ N<N r {∅}} t {{s−, s∗} | s ∈ N<N r {∅}},

where s− is the immediate predecessor of s. Finally, for each (u, s) ∈ T , we add
to G0 the vertices (u, s, x), where x is either 0k or 02θ(u)+2 _ 1 _ 0k , for k ∈ N.
Also, we link each vertex (u, s, ∅) to s, and we link each vertex (u, s, x) with x , ∅

to the vertex (u, s, x−). We call GT the combinatorial tree that we obtain with this
procedure.

In [LouRos] the author prove the following statement, which clearly yields Theo-
rem 2.2.4

Proposition 2.2.11. The map T 7→ GT is a Borel reduction from ≤max to vCT .

Remark 2.2.12. Defining GT with a root is not necessary in the proof of Theo-
rem 2.2.4 but we will make use of it in 3.3.
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s•
(u, s, 0)•

(u, s, 00)•

(u, s, 02θ(u)+2)•

(u, s, 02θ(u)+3)• (u, s, 02θ(u)+2a1)•

(u, s, 02θ(u)+4)• (u, s, 02θ(u)+2a1a0)•

Figure 2.1: portion of GT above s.

A closer look to Louveau and Rosendal’s construction reveals that all combinatorial
trees built in the proof of Theorem 2.2.4 satisfy the further property that there are
no complete vertices, i.e., vertices which are connected to any other vertex of the
tree. Such property is expressed by the sentence:

∀x∃y(x , y ∧ (x, y) < T ). (t)

We denote by XCTt the standard Borel space of combinatorial trees satisfying (t)3.

Invariant universality
In [FriMot] and [CamMarMot], the authors modified the proof of Theorem 2.2.4
to prove the following proposition.

Proposition 2.2.13. There is a Borel X ⊆ XCTt such that the following hold.

(i) The equality and isomorphism relations restricted to X, denoted respectively
by =X and �X, coincide.

(ii) Each graph in X is rigid; that is, it has no nontrivial automorphism.

(iii) For every Σ11 quasi-order Q on 2N, there exists an injective Borel reduction
from Q to vX.

We can see Proposition 2.2.13 as a technical strengthening of Theorem 2.2.4.
3In in [BroCalMil] the authors used the symbol t which perhaps reminds to the reader that

T ∈ XCTt if and only if we can embed the graph with three edges connected as the lines in the
symbol “t” into T .
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s•

s+•

s++•

(s++, 0, 0)• (s++, 1, 0)•

(s++, 1, 1)•

(s++, 2, 0)•

(s++, 2, 1)•

(s++, 2, 2)•

(s++, #(s) + 2, 0)•

(s++, #(s) + 2, 1)•

(s++, #(s) + 2, 2)•

(s++, #(s) + 2, #(s) + 2)•

Figure 2.2: portion of TS above s.

We obtain the spaceX as in [CamMarMot] by tweaking the construction of Louveau
and Rosendal. The main idea is to build combinatorial trees that are rigid enough
to satisfy Proposition 2.2.13 and to let the argument of Proposition 2.2.11 still
work. For each normal tree S ∈ T (2 × N), we define a corresponding (rooted)
combinatorial tree TS ∈ XCT as follows. First, let {θ(n) | n ∈ N} be the enumeration
of 2<N given by the lexicographic ordering and let {#(n) | n ∈ N} any enumeration
of N<N. Second, let T0 defined as G0 in the previous construction. Then, for every
s ∈ N<N add the vertices

{s+, s++ | s ∈ N<N} t {(s++, i, j) | s ∈ N<N and 0 ≤ i ≤ j ≤ #(s) + 2}

and the edges
{(s, s+), (s, s++) | s ∈ N<N}.

Finally, we connect (s, i, 0) to s, and (s, i, j) to (u, i, j + 1) for 0 ≤ i ≤ j < #(s) + 2.

Finally, for each (u, s) ∈ T , we add vertices (u, s, x), where x is either 02θ(u)+2 _ 1
or 0k , for k ≤ 2θ(u) + 4. We link each vertex (u, s, ∅) to s, and we link each vertex
(u, s, x) with x , ∅ to the vertex (u, s, x−).

This variant on the original construction (cf. Figure 2.1), is essential to have each
TS rigid.
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s•
(u, s, 0)•

(u, s, 00)•

(u, s, 02θ(u)+2)•

(u, s, 02θ(u)+3)• (u, s, 02θ(u)+2a1)•

(u, s, 02θ(u)+4)•

Figure 2.3: portion of TS above s.

We define X B {TS | S ∈ T (2 × N)}. The set X ⊆ XCTt is Borel because it is
the injective image of a standard Borel space through a Borel map. Therefore, X
inherits a standard Borel structure from the space XCTt .

The features of the space X are key in the results obtained in [CamMarMot] and in
the rest of this section. We now consider the following property, that was isolated
in [CamMarMot].

Definition 2.2.14 ([CamMarMot]). Let Q be a Σ11 quasi-order on some standard
Borel space X and let E be a Σ11 equivalence subrelation of EQ. We say that (Q, E)
is invariantly universal (or Q is invariantly universal with respect to E) if for every
Σ11 quasi-order P there is a Borel subset A ⊆ X which is E-invariant and such that
P ∼B Q � A.

Definition 2.2.15 ([CamMarMot]). Let F be a Σ11 equivalence relation on some
standard Borel space X and let E be a Σ11 equivalence subrelation of F. We say that
(F, E) is invariantly universal (or F is invariantly universal with respect to E) if for
every Σ11 equivalence relation D there is a Borel subset A ⊆ X which is E-invariant
and such that D ∼B F � A.

When we look at relations defined on a space of countable structures, if (P, E) are
as in Definition 2.2.14 and E is the relation of isomorphism, we simply say that P

is invariantly universal. We recall that by a classical result of López-Escobar (see
[Kec]), a subset of a space of countable structures is closed under isomorphism if
and only if it is axiomatizable in the logic Lω1ω.

We now consider the notion of faithfully Borel reducibility, that was introduced by
H. Friedman and Stanley in [FriSta] and further developed by Gao in [Gao01]. The
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current notation and terminology come from [Gao].

Definition 2.2.16. Let E, F be equivalence relations on the standard Borel space
X,Y . We say that E faithfully Borel reduces to F (in symbols, E ≤ f B F), if there
is a Borel reduction f : X → Y from E to F such that for any E-invariant Borel
A ⊆ X , the F-saturation of f (A), denoted by [ f (A)]F , is Borel.

Remark 2.2.17. Notice that in Definition 2.2.16 it suffices to require that [ f (X )]F is
Borel. In fact, in case [ f (X )]F is Borel, then [ f (A)]F is a co-analytic subset of Y

for every E-invariant Borel A ⊆ X , as

y < [ f (A)]F ⇐⇒ y < [ f (X )]F or ∃x < A(y F f (x)).

This fact was pointed out by the anonymous referee of the paper [Gao01], but the
correct statement was misprinted in the published version4.

The following theorem is abstracted from the proof of [CamMarMot].

Theorem 2.2.18. Suppose that Q is a Σ11 quasi-order on a standard Borel space
X and let E ⊆ Q be a Σ11 equivalence relation on X . Then, (Q, E) is invariantly
universal provided that there is a function f : X→ X satisfying the following.

(i) f : vX ≤B Q;

(ii) f : =X ≤ f B E. That is, the following two statements hold.

(a) f : =X ≤B E;

(b) The saturation [ f (X)]E is Borel.

Proof. Let P be any Σ11 quasi-order on 2
N and let the map 2N → X : α 7→ Tα be as in

Proposition 2.2.13(iii). Clearly the set A B [ f ({Tα | α ∈ 2N})]E is E-invariant, and
A is Borel by condition (ii)(b). So the map from 2N to X sending α to f (Tα) Borel
reduces P to Q � A. It remains to show that Q � A Borel reduces to P. First, notice
that f (A) is a partial Borel transversal for E because =X ≤B E. Thus the function
x ∈ A to the unique α ∈ 2N so that f (Tα) E x reduces Q � A to R. Such map is Borel
because the preimage of any Borel C ⊆ X is [ f (C′)], where C′ = {Tα | α ∈ C}.
We have that C′ is Borel because it is injective image of C, then [ f (C′)] is a Borel
subset of X by condition (ii)(b) and Remark 2.2.17. �

4Cf. [Gao01], before Theorem 4.2.
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In the applications of Theorem 2.2.18, the most technical point is verifying condi-
tion (ii)(b). We stress on the fact that whenever (ii)(a) holds true, the image f (X)
is a partial Borel transversal for E, i.e., f (X) meets every equivalence E-class in at
most one point. So it is natural to investigate under which assumptions the saturation
of a partial Borel transversal is Borel.

Fact 2.2.19. Suppose that E is Borel, and X0 ⊆ X is a partial Borel transversal for
E, then [X0]E is Borel.

Proof. Clearly [X0]E is Σ11. Moreover, we have that [X0]E is the set of unicity of a
Borel set as

x ∈ [X0]E ⇐⇒ ∃!x0 ∈ X ((x0, x) ∈ E).

It follows that [X0]E is Π1
1 by a classical result by Lusin (cf. [Kec]), hence Borel by

Suslin’s theorem. �

Next proposition was essentially proved in [CamMarMot].

Proposition 2.2.20. Suppose that Gy X and X0 ⊆ X is a partial Borel transversal
for EG. If the map X0 → Subg(G) : x 7→ Gx is Borel, then the saturation [X0]EG is
Borel.

Before proving Proposition 2.2.20 we state a crucial lemma, which is a special case
of [CamMarMot].

Lemma 2.2.21. If the map X0 → X : x 7→ Gx is Borel, then there is a Borel
Z ⊆ X0 × G such that for every x ∈ X0 the vertical projection

Zx = {g ∈ G | (x, g) ∈ Z }

is a Borel transversal for the equivalence relation whose classes are the (left) cosets
of Gx .

Proof. Let d : F (G) → G be a Borel map such that d(F) ∈ F for all nonempty
F ∈ F (G). Consider the function s : X0×G → G, (x, g) 7→ d(gGx). Since x 7→ Gx

is Borel, so is s. Then let Z = {(x, g) ∈ X0 × G | s(x, g) = g}. �

Proof of Proposition 2.2.20. Since [X0]EG is Σ11, it suffices to show that [X0]EG is
Π1

1. Let Z be as in Lemma 2.2.21. Let B ⊆ X0 × G × X defined as B = {(x0, g, x) |
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(x0, g) ∈ Z ∧ g · x0 = x}. Now we check that [X0]EG is the set of unicity of B along
X0 × G; namely,

[X0]EG = {x ∈ X | ∃!(x0, g) ∈ X0 × G((x0, g, x) ∈ B)}.

The inclusion from right to left is straightforward. To prove that the other inclusion
holds, suppose that x ∈ [X0]EG . Then there exist x0 ∈ X and g ∈ G such that
x = g · x0. Let h ∈ G be in the same (left) coset of Gx0 as g and such that
(x0, h) ∈ Z . It follows that h−1g ∈ Gx0 , which in turn implies h−1g · x0 = x0, thus

h · x0 = g · x0 = x. (2.2.21.1)

It remains to prove that (x0, h) is the unique pair in Z satisfying the double equal-
ity (2.2.21.1). If (x′0, h

′) satisfies (2.2.21.1), then x0 EG x′0, which implies that
x0 = x′0 because X0 is a partial transversal for EG. So we have h · x0 = x = h

′

· x0,
which in turn yields that h ∈ h′Gx0 . It follows that h = h′ as Zx0 has exactly one
element for each (left) coset of Gx0 . �

Corollary 2.2.22. Let XL be the standard Borel space of countable L-structure.
If X0 ⊆ XL is a partial transversal for �L and the map X0 → Subg(S∞) : x0 7→

Aut(x0) is Borel, then [X0]�L is Borel.

Remark 2.2.23. When G y X , requiring that the map X → Subg(G) : x 7→ Gx is
Borel is equivalent to assuming that EX

G is Borel (see Theorem 2.1.1). Nevertheless,
the hypothesis of Proposition 2.2.20 does not imply that EG � X0 is Borel, because
G does not act on X0 a priori, as X0 may not be EG-invariant.

Next theorem was proved in [CamMarMot] and it provides a sufficient condition
for invariant universality.

Theorem 2.2.24 ([CamMarMot]). Suppose that Q is a Σ11 quasi-order on a stan-
dard Borel space X and let E ⊆ Q be a Σ11 equivalence relation on X . Then, (Q, E)
is invariantly universal provided that the following conditions hold.

(I) there is a Borel map f : X→ X such that

(a) f : vX ≤B Q;

(b) f : =X ≤B E;
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(II) There are a Π1
1 E-invariant f (X) ⊆ Z ⊆ X , a Polish group G, a standard

Borel G-space Y , and a Borel reduction h : Z → Y of E � Z to EY
G such that

the map
h( f (X)) → Subg(G) : h( f (T )) 7→ Gh( f (T ))

is Borel.

Proof. Condition (I) is the conjunction of (i) and (ii) (a) of Theorem 2.2.18. Thus
it suffices to prove that condition (II) implies (ii)(b) of Theorem 2.2.18. We can
assume that Z is Borel without losing generality by possibly applying the separation
theorem for analytic E-invariant sets (see [Gao]). Then, condition (I) (b) implies
that h( f (X)) is a Borel partial transversal for EY

G. So, we apply Proposition 2.2.20
to conclude that [h( f (X))]YEG

is Borel. It follows that [ f (X)]E = h−1([h( f (X))]YEG
)

is Borel by condition (II). �

Remark 2.2.25. In the proof of Theorem 2.2.24 we obtain that Y ′ = [h( f (X))]EY
G
is

Borel, thus we have that E � Z reduces to EY
G � Y ′, which is a Borel equivalence

relation by Theorem 2.1.1. Then, condition (II) of Theorem 2.2.24 is equivalent to
the following.

(II’) There are aΠ1
1 E-invariant f (X) ⊆ Z ⊆ X , a Polish group G, a standard Borel

G-space Y ′ such that EY ′
G is Borel, and a Borel reduction h : Z → Y ′ of E � Z

to EY ′
G .

Next theorem is a variant of Theorem 2.2.24. We relax condition (II) to obtain a
more general statement. However, it is worth pointing out that we are not going to
use Theorem 2.2.26 in the rest of the thesis, and we do not known any case in which
we need to apply Theorem 2.2.26 instead of the weaker Theorem 2.2.24.

Theorem 2.2.26. Suppose that Q is a Σ11 quasi-order on a standard Borel space
X and let E ⊆ Q be a Σ11 equivalence relation on X . Then, (Q, E) is invariantly
universal provided that the following conditions hold.

(I) there is a Borel map f : X→ X such that

(a) f : vX ≤B Q;

(b) f : =X ≤B E;

(II) There is a Borel E-invariant f (X) ⊆ Z ⊆ X such that E � Z is Borel.
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Proof. Condition (I) is the conjunction of (i) and (ii) (a) of Theorem 2.2.18. Thus
it suffices to prove that condition (II) implies (ii)(b) of Theorem 2.2.18. Condi-
tion (I) (b) implies that f (X) is a Borel partial transversal for E. Since E is a Borel
equivalence relation, Fact 2.2.19 implies that [ f (X)]E is Borel. �

Remark 2.2.27. Notice that condition (II) of Theorem 2.2.26 can be replaced by the
following equivalent condition.

(II*) There are a Π1
1 E-invariant f (X) ⊆ Z ⊆ X , a standard Borel space Y , a Borel

equivalence relation D on Y and a Borel reduction h : Z → Y of E � Z to D.

Strongly invariant universality
We conclude this section by discussing a natural strengthening of the notion of
invariant universality.

Let P and Q be quasi-orders on X and Y , respectively. Notice that f : X → Y is a
reduction from P to Q if and only if the map

f∗ : X/EP → X/EQ : [x]EP 7→ [ f (x)]EQ

is well-defined and is an embedding between the quasi-orders induced by P and Q

on the quotient spaces X/EP and Y/EQ. A map g : X/E → Y/F is called Borel if
admits a Borel lifting, i.e., a Borel map f : X → Y such that g([x]E ) = [ f (x)]F .
In the situation described above, it is clear that f is a Borel lifting of the induced
map f∗. It follows that P ∼B Q if and only if the quasi-orders induced by P and Q,
respectively, on the quotient spaces X/EP and Y/EQ are one embeddable into each
other via Borel maps. However, such quasi-orders need not be isomorphic.

Definition 2.2.28. We say that P and Q are class-wise isomorphic (in symbols,
P 'B Q) if there is a Borel isomorphism f : X/EP → X/EQ between the partial or-
ders induced by P andQ on the respective quotient space, (i.e., an order isomorphism
f such that both f and f −1 admit Borel lifting).

Definition 2.2.29. Let Q be an analytic quasi-order on X and E be an analytic
equivalence subrelation of Q. We say that (Q, E) is strongly invariantly universal if
for every analytic equivalence relation P there exists an E-invariant Borel set A ⊆ X

such that P 'B Q � A.

The definition of strongly invariant universality was introduced in [Mot13] in the
framework of generalized descriptive set theory for the bi-embeddability relation.
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When X is the space of countable L-structure for a fixed countable language L,
one obtains the following definition of strongly invariant universality in view of
López-Escobar theorem.

Whenever L is a countable relational language and ϕ a Lω1ω-sentence, we shall
denote by Xϕ the standard Borel space of countable models of ϕ (with domain N).
Moreover we shall denote by the symbols �ϕ, vϕ, and ≡ϕ the isomorphism, embed-
dability, and bi-embeddability relations on Xϕ, respectively.

Definition 2.2.30. Let L be a countable relational language andϕ anLω1ω-sentence.
The embeddability relation vϕ is strongly invariantly universal if for every analytic
quasi-order Q there exists an Lω1ω-sentence ψ such that ψ ⇒ ϕ and Q 'B vϕ� Xψ.

Similarly, the bi-embeddability relation ≡ϕ is strongly invariantly universal if for
every analytic equivalence relation E there exists an Lω1ω-sentence ψ such that
ψ ⇒ ϕ and E 'B ≡ϕ� Xψ.

Clearly, if vϕ is a strongly invariantly universal quasi-order, then ≡ϕ is a strongly
invariantly universal equivalence relation.

Remark 2.2.31. Whenever we apply Theorem 2.2.18 we obtain a result of strongly
invariant universality. In fact, the proof of Theorem 2.2.18 produces a Borel A ⊆ X

such that the map f∗ : X/≡X → A/EQ, induced by f on the quotient spaces, is an
isomorphism between the induced quasi-orders as it has Borel inverse. Therefore,
we have vX 'B (Q � A).
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C h a p t e r 3

THE BI-EMBEDDABILITY RELATION ON
COUNTABLE GROUPS

The material of this Section 3.1 and Section 3.2 is joint work with Luca Motto Ros
and has been published in [CalMot]. While the material contained in Section 3.3 is
join work with Simon Thomas ([CalTho]).

3.1 The bi-embeddability relation on countable groups
In this section we analyze the bi-embeddability relation on countable groups. We
strengthen a result of Jay Williams [Wil14] by showing the following.

Theorem 3.1.1 (C., and Motto Ros). The embeddability relation vGp between
countable groups is a (strongly) invariantly universal Σ11 quasi-order. Thus, the
bi-embeddability relation ≡Gp between countable groups is a (strongly) invariantly
universal Σ11 equivalence relation.

Let XGp be the set of groups whose underlying set is N. Every such group can be
identified with the (characteristic function of the) graph of its multiplication. Hence
XGp can be viewed as a Gδ subset of 2N

3 , and thus is a Polish space. Let vGp be
the embeddability relation on XGp. Clearly vGp is a Σ11 quasi-order and generates
the bi-embeddability equivalence relation on XGp, which is denoted by ≡Gp. Jay
Williams showed in [Wil14] that vGr Borel reduces to vGp, which combined with
Theorem 2.2.4 yields the following result.

Theorem 3.1.2 ([Wil14]). The embeddability relation vGp on countable groups is
a complete Σ11 quasi-order. Then, the bi-embeddability relation ≡Gp is a complete
Σ11 equivalence relation.

The Borel reduction used in [Wil14] maps each graph T ∈ XGr to the group
HT = 〈v0, v1, . . . | RT 〉 generated by the vertices of T , that we denote by {vi | i ∈ N},
and the following set of relators RT encoding the edges of T : for every T ∈ XGr,
RT is the smallest subset of the free group on {vi | i ∈ N} which is symmetrized
(i.e., closed under inverses and cyclic permutations, and such that all its elements
are cyclically reduced) and contains the following words:
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• v7i ;

• (viv j )11, if (vi, v j ) ∈ T ;

• (viv j )13, if (vi, v j ) < T .

A piece for the group presented by 〈V | R〉 is a maximal common initial segment of
two distinct r1, r2 ∈ R. It is immediate that, the set RT satisfies the following small
cancellation condition, for every T ∈ XGr:

if u is a piece and u is a subword of some r ∈ R, then |u| <
1
6
|r |. (C′

(
1
6

)
)

Groups 〈V | R〉 whose set of relators R is symmetrized and satisfies the C′
(
1
6

)
condition are called sixth groups.

Theorem 3.1.3 ([LynSch]). Let H = 〈V | R〉 be a sixth group. If w represents an
element of finite order in H , then there is some r ∈ R of the form r = vn such that
w is conjugate to a power of v. Thus, if w is cyclically reduced, then w is a cyclic
permutation of some power of v with vn ∈ R, for some n ∈ N.

Next lemma is implicit in the proof of Theorem 3.1.2. It is a consequence of
Theorem 3.1.3, and shows that all automorphisms of the group HT are canonically
induced up to inverses and conjugacy by the automorphisms of the graph T . Such
result will be crucial in the sequel to analyze the automorphism group of every HT .

Lemma 3.1.4. Let T ∈ XGr and θ : HT → HT . Then, θ ∈ Aut(HT ) if and only if
the following two conditions hold:

(i) θ(ww′) = θ(w)θ(w′) for all w,w′ ∈ HT ;

(ii) there are ρ ∈ Aut(T ), t ∈ HT , and ε ∈ {−1, 1} such that

θ(vi) = tvερ(i)t
−1 for all i ∈ N. (3.1.4.1)

Clearly, the ρ, t and ε in condition (ii) are unique. When θ ∈ Aut(HT ), we say that
θ is positive if it satisfies (ii) of Lemma 3.1.4 for ε = 1. Otherwise, we say that θ is
negative.

Proof of Lemma 3.1.4. First assume that θ ∈ Aut(HT ). Condition (i) is clearly
satisfied, thus it suffices to prove that θ satisfies condition (ii) too.



33

Claim 3.1.4.1. Let θ ∈ Aut(HT ) and ı̄ ∈ N. Suppose that θ(vı̄) = uv k̄
̄ u
−1 for some

u ∈ HT , k̄ ∈ Z with | k̄ | < 7, and ̄ ∈ N. Then k̄ ∈ {−1, 1} and there are a map
ρ : N→ N and m ∈ Z with |m | < 7 such that ρ(ı̄) = ̄ and for all i ∈ N

θ(vi) = uvm
ρ(ı̄)v

k̄
ρ(i)v

−m
ρ(ı̄)u

−1. (3.1.4.2)

Proof of the claim. Set ρ(ı̄) = ̄ so that the equality (3.1.4.2) is verified for i = ı̄.
Denote by θu be the inner automorphism g 7→ u−1gu. Clearly, θu ◦ θ ∈ Aut(HT )
and (θu ◦ θ)(vı̄) = v k̄

ρ(ı̄). For every i ∈ N \ {ı̄} the element (θu ◦ θ)(vi) has order 7 in
HT , thus by Theorem 7.1.4 there are some ρ(i) ∈ N, a reduced w ∈ HT , and ` ∈ Z
with |` | < 7 such that (θu ◦ θ)(vi) = wv`

ρ(i)w
−1. The word w possibly starts with

some power of vρ(ı̄). We want to rule out this case to have (θu ◦ θ)(vı̄vi) reduced.
So, if this is the case, we adjust the value of (θu ◦ θ) on vi by applying an inner
automorphism ψi so that (ψi ◦ θu ◦ θ)(vi) does not start with vρ(ı̄). This task can
easily be accomplished by setting for every g ∈ HT

ψi (g) = v−m
ρ(ı̄)gv

m
ρ(ı̄) (3.1.4.3)

for m ∈ N maximal such that w = vm
ρ(ı̄)w

′. Then (ψi ◦ θu ◦ θ)(vi) = zv`
ρ(i) z−1, for

some reduced word z which does not start with a power of vρ(ı̄). Now we have that
(ψi ◦ θu ◦ θ)(vı̄vi) = v k̄

ρ(ı̄) zv`
ρ(i) z−1 has finite order (either 11 or 13 depending on

whether (vı̄, vi) ∈ T or not), and it is cyclically reduced. Therefore, by Theorem 7.1.4
the element v k̄

ρ(ı̄) zv`
ρ(i) z−1 must be a cyclic permutation of some power of vnvm, for

some n,m ∈ N. It follows that z is the identity of HT . So we have (ψi ◦θu◦θ)(vı̄vi) =
v k̄
ρ(ı̄)v

`
ρ(i), and since the order of that element is either 11 or 13, it follows that

ρ(ı̄) , ρ(i), because otherwise v k̄
ρ(ı̄)v

`
ρ(i) would have order 7. Moreover, the only

possible values for k̄ and ` are k̄ = ` ∈ {−1, 1} because otherwise v k̄
ρ(ı̄)v

`
ρ(i) would

have infinite order.

To sum up, we proved that k̄ ∈ {−1, 1} and that there are a function ρ : N→ N, and
an inner automorphism ψi, for every i ∈ N \ {ı̄}, such that ρ(i) , ρ(ı̄) and

(ψi ◦ θu ◦ θ)(vi) = v k̄
ρ(i) . (3.1.4.4)

We now claim that for all i, j ∈ N \ {ı̄} we have ψi ◦ θu ◦ θ = ψ j ◦ θu ◦ θ . Clearly, it
suffices to show that ψi ◦ θu ◦ θ and ψ j ◦ θu ◦ θ agree on the generators. First observe
that they agree on vı̄. In fact, for any i ∈ N \ {ı̄}, we have

(ψi ◦ θu ◦ θ)(vı̄) = ψi (v k̄
ρ(ı̄)) = vm

ρ(ı̄)v
k̄
ρ(ı̄)v

−m
ρ(ı̄) = v k̄

ρ(ı̄) . (3.1.4.5)
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Next consider any i, j ∈ N \ {ı̄}. We have

(ψi ◦ θu ◦ θ)(v j ) = (ψi ◦ ψ
−1
j ◦ ψ j ◦ θu ◦ θ)(v j ) = (ψi ◦ ψ

−1
j )(v k̄

ρ( j)),

hence the equations (3.1.4.4) and (3.1.4.3) yield that

(ψi ◦ θu ◦ θ)(viv j ) = v k̄
ρ(i)v

p
ρ(ı̄)v

k̄
ρ( j)v

−p
ρ(ı̄),

for some p ∈ Z. If such p , 0, then v k̄
ρ(i)v

p
ρ(ı̄)v

k̄
ρ( j)v

−p
ρ(ı̄) would have infinite order

because ρ(i) , ρ(ı̄) and ρ( j) , ρ(ı̄). However, since the order of viv j is finite and
ψi ◦ θu ◦ θ ∈ Aut(HT ), this cannot be the case. It follows that p = 0 and

(ψi ◦ θu ◦ θ)(v j ) = v k̄
ρ( j) = (ψ j ◦ θu ◦ θ)(v j ).

Since all the ψi are the same, there is a fixed m ∈ Z such that (θu ◦ θ)(vi) =
vm
ρ(ı̄)v

k̄
ρ(i)v

−m
ρ(ı̄), which implies that

θ(vi) = uvm
ρ(ı̄)v

k̄
ρ(i)v

−m
ρ(ı̄)u

−1, (3.1.4.6)

for every i ∈ N \ {ı̄}. �

Now consider θ(v0), which has order 7 in HT . Theorem 3.1.3 implies that there are
some n ∈ N and w ∈ HT such that θ(v0) = wv k̄

nw
−1 with k̄ ∈ Z such that | k̄ | < 7.

We apply Claim 3.1.4.1 with ı̄ = 0, ̄ = n, and u = w to get a map ρ such that
condition (ii) of the lemma is verified for ε = k̄ and t = uvm

ρ(0). It remains to prove
that ρ ∈ Aut(T ).

In particular, viv j and vρ(i)vρ( j) have the same order. It follows that ρ is injective
because if ρ(i) = ρ( j), then vρ(i)vρ( j) and viv j have order 7, and thus i = j by
definition of RT . Moreover

(i, j) ∈ T ⇐⇒ viv j has order 11 in HT

⇐⇒ vρ(i)vρ( j) has order 11 in HT

⇐⇒ (ρ(i), ρ( j)) ∈ T .

Finally, it remains to prove that ρ is surjective. Now fix an arbitrary n ∈ N. Since
θ−1(vn) has order 7, by Theorem 3.1.3 there are i ∈ N, u ∈ GT , and k′ ∈ Z

such that θ−1(vn) = uvk ′
i u−1, whence vn = θ(u)θ(vi)k ′θ(u)−1. On the other hand,

θ(vi) = tvε
ρ(i)t

−1 by Claim 3.1.4.1, and substituting this value of θ(vi) in the previous
equationwe have see that vn is conjugate to the (εk′)-th power of vρ(i), thus it remains



35

to prove the general fact that if vn is conjugate to a power of vm, then n = m. Indeed,
if vn = uvk

mu−1 for some u ∈ HT and k ∈ Z, then vmvn = vmuvk
mu−1. It follows that

u is a power of vm, because otherwise vmuvk
mu−1 would have infinite order, which

contradicts the fact that vmvn has finite order in HT , so vmvn = vmuvk
mu−1 = vmv

k
m

and k , −1, 6 because vmvn is not the identity. Since vmv
k
m has order 7, we conclude

that n = m as desired.

For the converse implication of Lemma 5.2.5, assume that θ satisfies (i) and (ii).
Since (i) states that θ is a group homomorphism, it remains to prove that θ is a
bijection. Consider the inner automorphism θt , where t is as in (ii), sending g to
t−1gt, so that (θt ◦ θ)(vi) = vε

ρ(i) for every i ∈ N. It suffices to prove that θt ◦ θ is a
bijection. For every nontrivial w = vi0 . . . vin ∈ GT we have

(θt ◦ θ)(vε
ρ−1(i0) . . . v

ε
ρ−1(in )) = w,

therefore θt ◦ θ is surjective. For injectivity, recall from the proof of [Wil14] that
since ρ is an automorphism of T , then the map θ′ induced by vi 7→ vρ(i) is an
injection from HT into itself. Thus if ε = 1 we are done because θt ◦ θ = θ′;
if instead ε = −1, then θt ◦ θ is the composition of θ′ with the map induced by
vi 7→ v−1i , which is clearly injective. �

Remark 3.1.5. Let T,U ∈ XGr. If ρ : T → U is an isomorphism, t ∈ GU , and
ε ∈ {−1, 1}, then the natural extension to the whole HT of the map

θ(vi) = tvερ(i)t
−1. (3.1.5.1)

is an isomorphism between HT and HU . Conversely, the proof of Lemma 5.2.5
can be straightforwardly adapted to show that every isomorphism θ : HT → HU is
canonically induced by some isomorphism ρ : T → U as above, i.e. that there are
t ∈ HU and ε ∈ {−1, 1} such that θ satisfies (3.1.5.1). In particular, this shows that
T � U ⇐⇒ HT � HU .

The strategy to prove Theorem 3.1.1 is to use Theorem 2.2.24. To fit the setup of
that result, each group HT must be coded as an element HT of XGp (the space of
groups on N) via some bijection φT : HT

1–1
−−−→
onto

N. In general, the specific coding
is irrelevant: the only requirement is that the map H sending T to HT , i.e., to the
group isomorphic to HT via φT , is a Borel map from XGr to XGp. For our proof it is
convenient to require that for every T ∈ XGr, all generators of HT and their inverses
are sent by φT to some fixed natural numbers (independently ofT), and that for every
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reduced word w, all its subwords are sent by φT to numbers smaller than φT (w) (this
technical conditions will be used in the proof of Proposition 3.1.6). Thus for every
T ∈ XGr we fix a bijection φT : HT → N such that

• φT (1HT ) = 0;

• φT (vi) = 3i + 1;

• φT (v−1i ) = 3i + 2;

• for every n ∈ N and for all subword w of φ−1T (n), φT (w) < n.

(Notice that words different from the identity, the generators and their inverses are
sent to numbers of the form 3i + 3.)

Let ?T : N × N → N be the binary operation on N such that HT = (N,?T ) is
isomorphic to HT via φT , that is: n?T m B φT (φ−1T (n)φ−1T (m)), for every n,m ∈ N.
Recall that <N(N) is the set of all injective t ∈ <NN, where <NN is the set of finite
sequences of natural numbers. Given t ∈ <N(N), let Nt = {g ∈ S∞ | g ⊇ t}. Recall
that the set {Nt | t ∈ <N(N)} is a basis for S∞. Consider the maps

σ : XGr → Subg(S∞), T 7→ Aut(T )

and
Σ : XGr → Subg(S∞), T 7→ Aut(HT ).

In order to apply Theorem 2.2.24 we want to show that the map Σ � X is Borel.

Proposition 3.1.6. Let T ∈ XGr and s ∈ <N(N). Then Σ(T ) ∩ Ns , ∅ if and only if
the following conditions hold:

(1) For every n,m ∈ dom(s), if n?T m ∈ dom(s) then s(n?T m) = s(n) ?T s(m).

(2) There is r : {i | 3i + 1 ∈ dom(s)} → N such that:

(a) σ(T ) ∩ Nr , ∅;

(b) there are k, k′ ∈ N and l ∈ {0, 1} such that k′ is the inverse of k with
respect to ?T (i.e. k ?T k′ = 0) and

∀i ∈ N (3i + 1 ∈ dom(s) → s(3i + 1) = k ?T (3r (i) + 1 + l) ?T k′).
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Proof. First assume that there is some h ∈ Aut(HT ) such that h ⊇ s. Since h is a
homomorphism, if n,m ∈ dom(s) are such that n?T m ∈ dom(s) then

s(n?T m) = h(n?T m) = h(n) ?T h(m) = s(n) ?T s(m),

which proves (1). To prove (2), set θ B φ−1T ◦ h ◦ φT . Since θ ∈ Aut(HT ), by
Lemma 5.2.5 there are ρ ∈ Aut(T ), t ∈ HT , and ε ∈ {−1, 1} such that for every i ∈ N

θ(vi) = tvερ(i)t
−1.

Setting r = ρ � {i ∈ N | 3i + 1 ∈ dom(s)}, one clearly has ρ ∈ σ(T ) ∩ Nr , so that
σ(T ) ∩ Nr , ∅. Moreover, setting l B − ε−12 , for every i such that 3i + 1 ∈ s

s(3i + 1) = (φT ◦ θ)(vi) = φT (tvερ(i)t
−1) = k ?T (3r (i) + 1 + l) ?T k′,

where k = φT (t) and k′ = φT (t−1).

Conversely, assume that both conditions (1) and (2) hold. By (2)(a) there is ρ ∈
Aut(T ) such that ρ ⊇ r . Define

h(0) = 0,

h(3i + 1) = k ?T (3ρ(i) + 1 + l) ?T k′,

h(3i + 2) = k ?T (3ρ(i) + 2 − l) ?T k′,

and then extend h to the whole N via the operation ?T , i.e. if n = φT (vε0i0
. . . vεcic

)
with ε0, . . . , ε c ∈ {−1, 1}, set h(n) = h(φT (vε0i0

))?T . . . ?T h(φT (vεcic
)). By (2)(b) of

condition, the maps h and s agree on the codes for generators. Moreover, the way
φT was defined ensures that if n = φT (vε0i0

. . . vεcic
) belongs to dom(s), which implies

that all of φT (vε0i0
), . . ., φT (vεcic

) belongs to dom(s), and thus h ⊇ s by condition (1).
Then it is immediate that θ B φ−1T ◦ h ◦ φT satisfies (i)–(ii) of Lemma 5.2.5 with
the chosen ρ, t = φ−1T (k), and ε = 1 − 2l. Therefore θ ∈ Aut(HT ) and h is an
automorphism ofHT witnessing that Σ(T ) ∩ Ns , ∅. �

Corollary 3.1.7. Let A ⊆ XGr be a Borel set. If the restriction map σ � A is Borel,
then Σ � A is Borel too.

Proof. For s ∈ <N(N), consider the generator of the standard Borel structure of
Us = Subg(S∞)

{G ∈ Subg(S∞) | G ∩ Ns , ∅}.

The preimage of Us under of Σ � A is the set {T ∈ A | Σ(T ) ∩ Ns , ∅}. By
Proposition 3.1.6, this is the set of graphs T ∈ B satisfying conditions (1)–(2) of
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Proposition 3.1.6, which are all Borel. In fact, to ensure that (2)(a) is Borel, we use
the fact that σ � A is a Borel map. �

Now we are finally ready prove the main result of this section.

Proof of Theorem 3.1.1. Since HT and HT are isomorphic for every T ∈ XGr, the
map f : X → XGp, T 7→ HT reduces vX to vGp by Theorem 3.1.2 and thus condi-
tion (I)(a) of Theorem 2.2.24 is verified. Condition (I)(b) follows from the fact that
=X and �X coincide and from Remark 3.1.5, which still holds after replacing GT

withHT .

So, according to Theorem 2.2.24 it suffices to prove that the map from f (X) →
Subg(S∞) : HT 7→ HT is Borel. Note that this is equivalent as proving that the map
Σ � X is Borel. Since every T ∈ X is rigid, the map σ � X : X → Subg(S∞), T 7→

Aut(T ) is constant, hence Borel. Therefore, the map Σ � X is Borel by Corol-
lary 3.1.7. It follows that the map takingHT to Aut(HT ) is Borel as desired. �

3.2 Topological bi-embeddability on Polish groups
In this section we build on the results presented in Section 3.1 to prove that the
topological bi-embeddability on Polish groups is invariantly universal.

We denote by XPGp the standard Borel space of all Polish groups. It is well known
that there are Polish groups W which are universal, i.e., such that all Polish groups
topologically embed intoW . For the sake of definiteness, letW be the Polish group
Homeo([0, 1]N) of all homeomorphisms of the Hilbert cube (see e.g. [Kec]) so that
we identify XPGp with the standard Borel space

Subg(Homeo([0, 1]N)).

Given two Polish groups H and H′, we write H vPGp H′ when H topologically
embeds into H′, i.e., when H is (continuously) isomorphic to a Polish subgroup of
H′. Ferenczi, Louveau, and Rosendal derived in [FerLouRos] the following.

Theorem 3.2.1 ([FerLouRos]). Topological isomorphism between (abelian) Polish
groups is complete Σ11 equivalence relation, and topological embeddability between
(abelian) Polish groups is a complete Σ11 quasi-order.

In the rest of this section, we build on Theorem 3.1.1 to prove the following.
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Theorem 3.2.2 (C., and Motto Ros). The topological embeddability relation vPGp
between Polish groups is a invariantly universal quasi-order (when paired with the
relation of topological isomorphism �PGp). Thus, the topological bi-embeddability
relation≡PGp between Polish groups is a (strongly) invariantly universal equivalence
relation.

To explain our argument, it is convenient to encode the groups HT in a different
standard Borel space.

The countable random graph Rω (see [Rad64]) is a countable graph such that for
any two finite sets A, B of vertices, there is a vertex x such that

∀y ∈ A (x Rω y) ∧ ∀z ∈ B ¬(x Rω z).

An explicit definition of Rω (up to isomorphism) is the following: fix an enumeration
of all prime numbers {pn | n ∈ N} and stipulate that, for every m, n ∈ N r {0, 1},

m Rω n ⇔ pm | n ∨ pn | m.

Notice that each T ∈ XGr can be embedded into Rω in such a way that the map
XGr → 2Rω : T 7→ T ′ taking every T to an isomorphic subgraph T ′ of Rω is
continuous. (This can be done due to the property which defines Rω.)

GivenT ∈ XGr, let HT be the group associated toT defined as in the previous section
(see the praragraph after Theorem 3.1.2). Let SG(HRω ) be set of all subgroups of
HRω . We identify each group of HRω with the characteristic function. Since every
S ∈ SG(HRω ), is not a subgroup if and only if

1 < S or ∃x, y ∈ S (x, y ∈ S ∧ xy < S),

we have that SG(GRω ) is a closed subspace of 2GRω , thus it is a Polish space with
the relative topology inherited from 2GRω .

Consider the variant of H

H̃ : XGr → SG(HRω ), T 7→ H̃T,

where H̃T is the subgroup of HRω (isomorphic to HT ) whose generators are those
appearing in T ⊆ Rω. Notice that the map H̃ is Borel as well. In the following, we
turn HRω and every subgroup H of HRω into the topological groups HRω and H by
endowing them with the discrete topology. In particular, we obtain H̃T by endowing
H̃T with the discrete topology.
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First we show how to make use of Theorem 3.1.2 to reprove Theorem 3.2.1, namely,
that topological embeddability between Polish groups is a complete Σ11 quasi-order.

Theorem 3.2.3. vPGp is a complete Σ11 quasi-order.

Proof. ByTheorem2.2.4, it suffices to show thatvGr ≤B vPGp. SinceHomeo([0, 1]N)
is universal, there is a topological embedding ϕ : HRω → Homeo([0, 1]N). Consider
the map

f : XGr → XPGp, T 7→ ϕ[H̃T ]. (3.2.3.1)

First we prove that f is Borel. Since H̃ is Borel, it remains to show that the function
SG(HRω ) → Subg(W ) mapping H to ϕ[H] is Borel, namely, that given a nonempty
open set U ⊆ W , the preimage of BU = {F ∈ Subg(W ) | F ∩ U , ∅} is a Borel
subset of SG(HRω ). This is easily checked as for every H ∈ SG(HRω ), we have
ϕ[H] ∈ BU if and only if there exists h ∈ H such that ϕ(h) ∈ U.

Next, since every function between discrete Polish groups is continuous and H̃T is
isomorphic to HT , we have

S vGr T ⇐⇒ H̃S vGp H̃T ⇐⇒ H̃ S vPGp H̃T ⇐⇒ f (S) vPGp f (T ).

It follows that f reduces vGr to vPGp. �

Notice that our proof of Theorem3.2.3 uses non-Abelian groups, while [FerLouRos]
further shows that the topological embeddability between Abelian Polish groups is
complete. Thus, the statement of Theorem3.2.3 is weaker than the one of Theo-
rem 3.2.1. However, it will be clear in the next section that we can get the result
of Ferenczi, Louveau, and Rosendal by arguing exactly as in Theorem 3.2.3 and
redefining the map f in (3.2.3.1) as f : XGr → XPGp,T 7→ ϕ[JA(GT )], where A(GT )
is the abelian group defined as in the forthcoming Definition 3.3.1 endowed with
the discrete topology.

Proof. Set g = f � X, where f is as in (3.2.3.1). It follows by Theorem 3.2.3 that
that g reduces vX to vPGp. We also observe that g reduces =X to �PGp. In fact,
since =X ≤B �Gp by Remark 3.1.5 and each HT is isomorphic to H̃T , we have

S =X T ⇐⇒ H̃S �Gp H̃T ⇐⇒ H̃ S �PGp H̃T ⇐⇒ g(S) �PGp g(T ),

where the second equivalence holds because every function between discrete Polish
groups is continuous.
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So it suffices to prove that (II) of Theorem 2.2.24 holds. Let (ψk )k∈N be a se-
quence of Borel selectors for XPGp, i.e. each ψk is a function from XPGp =

Subg(Homeo([0, 1]N)) to Homeo([0, 1]N) such that ψk (H ) ∈ H for every H ∈

Subg(Homeo([0, 1]N)), and for every such H the set {ψk (H ) | k ∈ N} is dense in
H . Recall that we may assume that ψk (H ) , ψk ′ (H ) for all k , k′ whenever H is
infinite. Fix {Un | n ∈ N}, a countable basis for the topology of Homeo([0, 1]N).
Define

Z = {H ∈ XPGp | ∀k∀k′ (k , k′ → ψk (H ) , ψk ′ (H ))

∧ ∃n (1H ∈ Un ∧ ∀k (ψk (H ) ∈ Un → ψk (H ) = 1H ))}, (3.2.3.2)

where 1H is the identity of H .

Claim. H ∈ Z if and only if it is infinite and discrete.

Proof of the Claim. Notice that every H ∈ Z is necessarily infinite because all its
elements of the form ψk (H ) are distinct. Now we prove that if H ∈ Z , the group
element 1H is an isolated point. Suppose not towards a contradiction. For every
n ∈ N, if 1H ∈ Un, there is x , 1H such that x ∈ Un. Since H is Hausdorff, we find
some open neighborhood V of x such that 1H < V . Since then the open set V ∩Un

is nonempty, there is some ψk (H ) ∈ V ∩ Un, which is distinct from 1H because
1H < V . It follows that ψk (H ) ∈ V ∩ Un ⊆ Un and ψk (H ) , 1H . Since n was
arbitrary, this is contradictory with the definition of Z . Since a topological group is
discrete if and only if its unity is an isolated point, the Claim is proved. �

Therefore Z is clearly �PGp-invariant, and, by the definition given in (3.2.3.2), it is
immediate that Z is a Borel subset of XPGp.

Now let h be the forgetful map Z → XGp associating to each H ∈ Z the group
h(H ) = (N,?H ) with underlying set N and multiplication ?H defined by setting

k ?H m = n ⇐⇒ ψk (H )ψm(H ) = ψn(H ).

Next, we modify h by imposing that h(g(T )) = HT for every T ∈ X, i.e., set
h(H ) B Hg−1(H ) for every H ∈ g(X). The map h is Borel because g(X) is a Borel
subset of Z , since g is a Borel injective map. Now consider the logic action of
S∞ on XGp. The stabilizer of h(g(T )) with respect to this action is Aut(h(g(T )),
which equals Aut(HT ). Therefore the mapHT 7→ Aut(HT ) is Borel by the proof of
Theorem 2.2.24. �



42

3.3 Thebi-embeddability relation on countable torsion-free abelian
groups

In this section we address the problem of determining the Borel complexity of the
bi-embeddability relation on countable torsion-free abelian groups. Let XTFA be the
Polish space of torsion-free abelian groups and denote by vTFA the embeddability
relation XTFA. We adapt a construction of Downey and Montalbán ([DowMon])
to build a torsion-free abelian group A(G) from a rooted combinatorial tree G in
such a way that the map taking any T ∈ T (2 × ω) to A(GT ), where GT is defined
as in Definition 2.2.10) will provide a reduction from ≤max to vTFA. Therefore we
obtain that the embeddability relation on countable torsion-free abelian group is a
complete analytic quasi-order.

We fix {pn | n < ω} an increasing sequence of prime numbers. For each t vertex of
GT , we call the height of t, denoted by |t |, the length of the shortest path connecting
the root ∅ to t. When T ∈ T (2 × ω), we easily compute the degree of each vertex
v ∈ GT : each vertex s ∈ ω<ω has infinite degree; each vertex (u, s, 02θ(u)+2), for
(u, s) ∈ T , has degree 3; and all other vertices have degree 2.

Definition 3.3.1. Let G be a rooted tree such that every vertex has degree 2, 3 or
ω and let E be the edge relation on G. Then A(G) is the additive subgroup of⊕

v∈G Qv, the vector space over Q with basis G, generated by the elements of the
following form:

• t/pn
4|t | for n ∈ N and t ∈ G of degree ω;

• t/pn
4|t |+1 for n ∈ N and t ∈ G of degree 2;

• t/pn
4|t |+2 for n ∈ N and t ∈ G of degree 3;

• (t + u)/pn
4|t |+3 for n ∈ N, and t = u− in G.

In the rest of this section we prove that the map T 7→ A(GT ) is a Borel reduction
from ≤max to vTFA, hence we obtain the following result.

Theorem 3.3.2 (C., and Thomas). The embeddability relation vTFA on countable
torsion-free abelian groups is a complete Σ11 quasi-order. Thus, the bi-embeddability
relation ≡TFA on countable torsion-free abelian groups is a complete Σ11 equivalence
relation.
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Let T,U ∈ T (2 × ω). First suppose that T ≤max U. Then, by Lemma 2.2.9, there
is an injective Lipschitz map f : ω<ω → ω<ω such that T (s) ⊆ U ( f (s)) for every
s ∈ ω<ω. Now, following the proof of [LouRos], we extend f to amap φ : GT → GU

as follows. First for each s ∈ ω<ω, let φ(s) = f (s) and φ(s∗) = f (s)∗. Next, if
(u, s) ∈ T , we have (u, f (s)) ∈ U . So define φ(u, s, x) = (u, f (s), x). It is easily
checked that φ : GT → GU is an embedding preserving degree, and it follows that φ
extends to an embedding from A(GT ) into A(GU ) sending each t ∈ GT to φ(t) and
extended by linearity to the whole A(GT ).

Next suppose that φ : A(GT ) → A(GU ) is an embedding. For every element
v =

∑
t∈GU

qtt of A(GU ), let supp(v) = {t ∈ GU | qt , 0}.

Definition 3.3.3. • For each vertex t ∈ GT , let St = supp(φ(t)).

• For each edge e = {t, u} of GT , let Ee = supp(φ(t + u)).

The next two lemmas are straightforward variants of Lemma 2.3 and Lemma 2.4 of
[DowMon].

Lemma 3.3.4. If t ∈ GT , then St ⊆ {r ∈ GU | |r | = |t | and deg(r) = deg(t)}. In
particular, it follows that S∅ = {∅}.

Lemma 3.3.5. Let e = {t, u} be an edge of GT with t = u−.

(a) Ee = St ∪ Su.

(b) For all r ∈ St , there is s ∈ Su such that {r, s} is an edge of GU .

Lemma 3.3.6. There exists a function f : GT → GU such that:

• f (t) ∈ St;

• if {t, u} is an edge of GT , then { f (t), f (u)} is an edge of GU .

Proof. We define f (t) by induction on |t |. First we set f (∅) = ∅. Next suppose that
f (t) has been defined and that f (t) ∈ St and e = {t, u} is an edge of GT with t = u−.
Then, applying Lemma 3.3.5, there exists s ∈ SU such that ( f (t), s) is an edge of
GU , thus we set f (u) = s. �

Remark 3.3.7. Note that in Lemma 3.3.6 the map f is not required to be one-to-one.
In particular we do not obtain that GT embeds into GU .
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Let f : GT → GU be the function given by Lemma 3.3.6. Since f (t) ∈ St for every
t ∈ GT , it follows that f is level-preserving and degree-preserving. Consequently,
we have that f (ωω) ⊆ ωω. Now we claim that f � ωω witnesses that T ≤max U . To
see that it is a Lipschitz map, suppose that r ∈ ωω and that s = r _n for some n ∈ ω.
Then f (s∗) is an immediate successor of f (r) and an immediate predecessor of
f (s) ∈ ωω. It follows easily that there exists m ∈ ω such that f (s) = f (r) _ m. We
are left to prove that T (s) ⊆ U ( f (s)) for all s ∈ ω<ω. So suppose that (u, s) ∈ T .
Then in GT , the vertex s ∈ ωω is below the vertex (u, s, 02θ(u)+2), which is of degree
3 and height |s | + 2θ(u) + 3. It follows that the vertex f (s) ∈ ωω is below a vertex
v ∈ GU of degree 3 and height

|s | + 2θ(u) + 3 = | f (s) | + 2θ(u) + 3,

and the only possibility is that v = (u, f (s), 02θ(u)+2). Therefore, by the definition of
GU , we have (u, f (s)) ∈ U , as required. This completes the proof of Theorem 3.3.2.
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C h a p t e r 4

THE BI-EMBEDDABILITY RELATION ON
TORSION GROUPS

The results presented in this chapter are joint work with Simon Thomas and were
derived in [CalTho].

In this chapter we will analyze the bi-embeddability relation on countable abelian
p-groups and countable torsion abelian groups.

First, we shall state some notions and classical results about abelian group theory.
Suppose that A is an abelian group. We say that A is torsion if every element of A

has finite order. Let p be any prime number. We define the p-primary component
of A as the subgroup A(p) of elements of A whose order is a power of p.

Next classical theorem states that every torsion abelian group can be decomposed
into the direct sum of its p-primary components. To see the proof we refer the reader
to the classical references [Kap] and [Fuc70].

Let P ⊆ N be the set of prime numbers.

Theorem 4.0.1. If A is a torsion abelian group then A �
⊕

p∈P A(p). Each p-
primary component A(p) of A is uniquely determined.

A group is divisible if for every a ∈ A and n ∈ N+ , there exists b ∈ A such that
a = nb.

Proposition 4.0.2 ([Fuc70]). Every abelian group has a unique maximal divisible
subgroup, which is also a direct summand.

Proof. Let A be an abelian group. The subset of all elements of A satisfying the
divisibility property is a subgroup, and is clearly the unique maximal divisible
subgroup. Since divisible groups are injective, this is in fact a direct summand. �

A torsion abelian group is said reduced if it has no divisible subgroup other than 0.
Proposition 4.0.2 implies that every torsion abelian group A decomposes into the
direct sum of its maximal divisible subgroup and its maximal reduced group.
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Let p be a fixed prime and H (p) be the additive group of those rational numbers
whose denominators are powers of p. The Prüfer p-group, denoted by Z(p∞), is the
factor group H (p)/Z. Thus the elements of Z(p∞) are{ r

q
∈ Q | r < q and q = pn for some n ∈ ω+

}
,

and the group operation of Z(p∞) is the addition modulo 1. Next theorem is a
particular case of a classical result about divisible groups, which states that every
divisible abelian group is the direct sum of copies of Q and Prüfer p-groups for
different primes p (see [Kap]).

Theorem 4.0.3. Any torsion divisible abelian group is uniquely a direct sum of
copies Z(p∞), for various primes p. Thus, if A is a divisible p-group, A � Z(p∞)(κ),
for κ ≤ |A|.

Remark 4.0.4. The well-known divisible group Q/Z is not avoided in the statement
of Theorem 4.0.3, because it is

⊕
p∈P Z/p∞.

Given Theorem 4.0.1, we shall restrict our attention to p-groups, for a fixed prime
p. Let Xp be the standard Borel space of countable abelian p-groups. Let �p be the
isomorphism relation on Xp and let ≡p be the bi-embeddability relation on Xp.

In view of Theorem 4.0.2 and Theorem 4.0.3 we might as well be wandering to
restrict to the subspace of Xp consisting of reduced p-groups, but we will see that
such subspace is not standard Borel (cf. Theorem 4.0.5 below). To see this we recall
a useful tree presentation approach to countable abelian p- groups, which was first
introduced in [CraHal]. Let T (ω) be the standard Borel space of infinite trees on
ω For each T ∈ T (ω) let Gp(T ) be the abelian group generated by the elements
{gt | t ∈ T } subject to the relations




pgt = gt− if |t | > 0;

gt = 0 if t = ∅.

Then Gp(T ) is a p-group, and we can identify each Gp(T ) with a corresponding
element AT ∈ Xp in such a way that the map T 7→ AT is Borel. Next Theorem is
essentially derived by Feferman1.

1In fact, Feferman only proves the equivalence for the case when p = 2 in [Fef], but his argument
works for any arbitrary prime p.
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Theorem 4.0.5. The set R ⊆ Xp consisting of reduced p-groups is a complete Π1
1

set.

Proof. Consider the map T 7→ Gp(T ). We have

Gp(T ) is reduced ⇐⇒ T is well-founded.

�

4.1 Ulm theory
In this section we shall recall the basic definitions of the Ulm theory for (reduced)
p-groups. We will stress on the nature of Ulm invariants and we will argue why
they cannot be computed in a Borel way.

We begin by recalling the Ulm analysis ([Ulm]) of the isomorphism relation for
countable abelian p-groups. The Ulm theory is usually presented for countable
reduced p-groups. Here we follow the exposition by [BarEkl] and present it for
reduced p-groups in general. Our approach is motivated by Theorem 4.0.5 – we
cannot focus on only reduced p-groups as they do not form a standard Borel space.

Suppose that A is an arbitrary (not necessarily countable) abelian p-group. Then
the α-th Ulm subgroup Aα is defined inductively as follows:

• A0 = A;

• Aα+1 =
⋂

n<ω pn Aα;

• Aδ =
⋂
α<δ Aα, if δ is a limit ordinal.

We notice that for cardinality reasons there exists an ordinal τ < |A|+ such that
Aτ = Aτ+1 and the Ulm length τ(A) of A is defined to be the least such ordinal τ.
Then it is easily checked that Aτ(A) is the divisible part of A, namely, the maximal
divisible subgroup of A. It it follows by Theorem 4.0.3 that Aτ(A) is isomorphic to
a direct sum of κ copies of group Z(p∞) for some cardinal 0 ≤ κ ≤ |A|. We define
κ to be the rank of Aτ(A) and we write rk(Aτ(A)) = κ. Clearly, if A is a countable
abelian p-group, then τ(A) is a countable ordinal and 0 ≤ rk(Aτ(A)) ≤ ω. Further,
observe that an abelian p-group A is reduced if and only if Aτ(A) = 0.

For every α < τ(A), the α-th Ulm factor of A is the factor group Aα = Aα/Aα+1.
Recall that A can be expressed as the direct sum A = Aτ(A) ⊕ C of its maximal
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divisible subgroup Aτ(A) and a reduced subgroup C (cf. Theorem 4.0.2). It is
immediate that τ(A) = τ(C) and that the Ulm factors Aα, Cα are isomorphic for all
α < τ(A) = τ(C).

Next theorem is the classical result by Ulm which states that the Ulm length, the
rank of the divisible part, and the Ulm factors are complete invariants for the relation
of isomorphism between countable abelian p-groups.

Theorem 4.1.1 ([Ulm]). If A and B are countable abelian p-groups, then A is
isomorphic to B if and only if the following conditions are satisfied:

(i) τ(A) = τ(B);

(ii) rk(Aτ(A)) = rk(Bτ(B));

(iii) for every α < τ(A) = τ(B), the Ulm factors Aα and Bα are isomorphic.

As discussed in [Fuc73], each Ulm factor Aα is a Σ-cyclic p-group, that is, a direct
sum of cyclic p-groups. We will next consider the question of which sequences of
Σ-cyclic p-groups can be realized as the Ulm factors of a countable abelian p-group.
Recall that a Σ-cyclic p-group H is said to be bounded if there exists an integer
n ≥ 0 such that pnh = 0 for all h ∈ H . It is well-known that if A is a countable
abelian p-group, then each Ulm factor Aα must be unbounded, except possibly for
Aτ(A)−1, when exists. (For example, see [Fuc70]. In fact, this is the only restriction
on the possible Ulm factors of countable abelian p-groups.

Theorem 4.1.2 ([Zip]). Suppose that 0 < τ < ω1 is a nonzero countable ordinal
and that (Cα | α < τ) is a sequence of nontrivial countable (possibly finite) Σ-cyclic
p-groups. Then the following statements are equivalent:

(i) There exists a countable reduced abelian p-group A with τ(A) = τ such that
Aα � Cα for all α < τ.

(ii) Cα is unbounded for each α such that α + 1 < τ.

It is worth to point out that Fuchs andKulikov extended Zippin’s Theorem in [Fuc53]
and [Kul52] by giving necessary and sufficient conditions for a sequence (Cα | α <

τ) of abelian p-groups to be realizable as the Ulm sequence of a reduced abelian
p-group of cardinality κ, when κ and τ are not assumed to be countable. A special
case of the Fuchs-Kulikov Theorem that we shall use later in this chapter is the
following.
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Theorem 4.1.3 ([Fuc73]). Suppose that ω1 ≤ τ < ω2 and that (Cα | α < τ) is a
sequence of nontrivial countable (possibly finite) Σ-cyclic p-groups such that Cα is
unbounded for each α such that α + 1 < τ. Then there exists a reduced abelian
p-group A of cardinality ω1 with τ(A) = τ such that Aα � Cα for all α < τ.

We will conclude this subsection discussing how Ulm invariants can be represented
in a standard Borel space and why the procedure to assign the corresponding Ulm
invariant to any countable abelian p-group cannot be performed by any Borel map.

Each countable (possibly finite) Σ-cyclic p-group has the form G =
⊕

n≥1 Csn
p ,

where each sn ∈ ω ∪ {ω}; and clearly G is determined up to isomorphism by the
sequence tG = (sn |n ∈ ω+). Thus, each countable abelian p-group A is determined
up to isomorphism by the complete invariant

τ(A) _ (t Aα | α < τ(A)) _ rk(Aτ(A)). (4.1.3.1)

In particular, we obtain the same set of complete invariants (4.1.3.1), independently
of our choice of the prime p.

Let L(ω+1) be the standard Borel space of countable (possibly finite) linear orders
onω+1; namely, each x ∈ L consists of a linear ordering <x of dom(x) ∈ ω∪ {ω}.
Let Z be the standard Borel space of sequences

c = x _ (t` | ` ∈ dom(x)) _ d, (4.1.3.2)

where x ∈ L(ω + 1), d ∈ ω ∪ {ω}, and each t` : ω+ → ω ∪ {ω}. Let C ⊆ Z be the
Π1

1 subset consisting of the sequences as in (4.1.3.2) such that:

• <x is a well-ordering of dom(x);

• for each ` ∈ dom(x), there exists n ∈ ω+ such that t` (n) , 0;

• if ` is not <x-maximal, then t` (n) , 0 for infinitely many n ∈ ω+.

Then each sequence c ∈ C naturally codes a corresponding complete invariant
(4.1.3.1), which we will denote by [c]. Here we observe that the protocol to
assign the corresponding Ulm invariant to any countable abelian p-group cannot be
performed in a Borel manner.
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Remark 4.1.4. Consider the map

θp : Xp → Z, A 7→ c,

where c is such that [c] equals (4.1.3.1). The image of θp is C, which is a Π1
1 set of

Z , and the map taking each c = x _ (t` | ` ∈ dom(x)) _ d in C to the order type of
<x is a Π1

1-rank. Thus, if θp was Borel, it follows by the Boundedness Theorem for
Π1

1 ranks (cf. [Kec]) that countable abelian p-groups are bounded in Ulm length by
some α < ω1, which is contradictory with Zippin’s Theorem (cf. Theorem 4.3).

4.2 Bi-embeddability of countable abelian p-groups
In this section, we shall consider the bi-embeddability relation ≡p on the space Xp

of countable abelian p-groups. In [BarEkl], Barwise and Eklof found a complete
set of invariants for the bi-embeddability relation ≡p. We shall rephrase Barwise
and Eklof’s theorem and derive the following result.

Theorem 4.2.1 (C., and Thomas). The bi-embeddability and isomorphism relations
on countable abelian p-groups, ≡p and �p, are incomparable with respect to Borel
reducibility.

First we introduce some concepts which play an important role in the work of
[BarEkl]. Suppose that A is a (not necessarily countable) abelian group. Then a set
X of non-zero elements of A is said to be independent if whenever x1, . . . , xk are
distinct elements of X and n1, . . . , nk are integers such that n1x1 + . . . + nk xk = 0,
then ni xi = 0 for 1 ≤ i ≤ k. By [Fuc70], if X,Y ⊆ A are maximal independent
sets, then |X | = |Y |; and so we can define the rank of A, denoted by rk(A), to be
the cardinality |X | of any maximal independent subset X ⊆ A. This terminology is
consistent with our use of the notation rk(Aτ(A)) in the previous section. Then for
each ordinal α < ω1, we define the subgroup pαA inductively by:

• p0A = A;

• pα+1A = p(pαA);

• pδ =
⋂
α<δ pαA, if δ is a limit ordinal.

When A is countable, there exists a countable ordinal α such that pαA = pα+1A; and
we define the length `(A) to be the least such ordinal α. The relationship between
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the length `(A) and the Ulm length τ(A) of a countable abelian p-group A is easily
described. Let `(A) = ωβ + n, where n ∈ ω. Then

τ(A) =



β, if n = 0;

β + 1, if n > 0.

Theorem 4.2.2 ([BarEkl]). If A and B are countable abelian p-groups, then the
following statements are equivalent:

(I) A and B are bi-embeddable;

(II) rk(pαA) = rk(pαB)) for all countable ordinals α < ω1.

The following result restates Theorem 4.2.2 in terms of Ulm factors.

Theorem 4.2.3 (C., and Thomas). Let A, B be countable abelian p-groups. We have
that A and B are bi-embeddable if and only if either:

(a) rk(Aτ(A)) = rk(Bτ(B)) = ω; or

(b) rk(Aτ(A)) = rk(Bτ(B)) < ω and the following conditions are satisfied:

(i) τ(A) = τ(B);

(ii) if τ(A) = τ(B) is a successor ordinal β + 1, then the Ulm factors Aβ and
Bβ are bi-embeddable.

Proof. We need to show that statement 4.2.2(II) is equivalent to the disjunction of
statements 4.2.3(a) and 4.2.3(b).

To see this, first note that if α ≥ `(A), then pαA = Aτ(A) and so rk(pαA) =
rk(Aτ (A)). It follows that rk(Aτ(A)) = ω if and only if rk(pαA) = ω for all α < ω1.
Thus we can suppose that there exists an integer d ≥ 0 such that rk(Aτ(A)) =
rk(Bτ(B)) = d. Write A = Aτ(A) ⊕ C and B = Bτ(B) ⊕ D, where C, D are reduced
abelian p-groups. Then τ(A) = τ(C) and we have that:

• rk(pαA) = rk(pαC) + d for all α < ω1;

• the Ulm factors Aβ and Cβ are isomorphic for all β < τ(A) = τ(C).
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and the corresponding statements also hold for B, D. Hence, in order to simplify
notation, we can suppose that Aτ(A) = Bτ(B) = 0, namely, that A and B are reduced
abelian p-groups. First suppose that (II) holds, namely, that rk(pαA) = rk(pαB) for
all α < ω1. Then there exists an ordinal ` < ω1 such that `(A) = `(B) = `. Let
` = ωβ + n, where n ∈ ω. We distinguish three cases

Case 1: Suppose that n = 0 and that β is a limit ordinal. Then τ(A) = τ(B) = β

and statement 4.2.3(b) clearly holds.

Case 2: Suppose that n = 0 and that β = α + 1 is a successor ordinal. Then it
follows that:

• τ(A) = τ(β) = α + 1;

• pωαA = Aα � Aα;

• pωαB = Bα � Bα.

In particular, since pωαA is isomorphic to the Ulm factor Aα, it follows that
pωαA is aΣ-cyclic p-group. Furthermore, since rk(pn(pωαA)) = rk(pωα+n A) >
0 for all n ∈ ω, it follows that pωαA is unbounded. Similarly, we see that
pωαB is an unbounded Σ-cyclic p-group. Consequently, since the Ulm factors
Aα and Bα are both countable unbounded Σ-cyclic p-groups, it follows that
Aα and Bα are bi- embeddable. Thus statement 4.2.3(b) holds.

Case 3: Suppose that n > 0. Then τ(A) = τ(B) = β + 1. Furthermore, arguing as
in Case 2, we see that the Ulm factors Aβ and Bβ are both countable Σ-cyclic
p-groups such that:

• pn Aβ = pnBβ = 0;

• rk(pm Aβ) = rk(pmBβ) > 0, for all 0 ≤ m < n.

It follows easily Aβ and Bβ are bi-embeddable. Thus statement 4.2.3(b) holds.

Finally, suppose that A and B are countable reduced abelian p-groups such that:

(i) τ(A) = τ(B);

(ii) τ(A) = τ(B) is a successor ordinal β + 1, then the Ulm factors Aβ and Bβ are
bi-embeddable.
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Before continuing the proof we recall the following result from [BarEkl].

Lemma 4.2.4. Let G be a countable abelian p-group and suppose that `(G) =
ωγ + n, where n ∈ ω. Then rk(pαG) = ω for all α < ωγ.

Case 1: Suppose that τ(A) = τ(B) is a limit ordinal τ. Then `(A) = `(B) = ωτ.
In particular, if ωτ ≤ α < ω1, then rk(pαA) = rk(pαB) = 0. Furthermore,
applying Lemma 4.2.4, we see that if α < ωτ, then rk(pαA) = rk(pαB) = ω.
Thus rk(pαA) = rk(pαB) for all α < ω1.

Case 2: Suppose that τ(A) = τ(B) is a successor ordinal β + 1 and that the
Ulm factors Aβ and Bβ are bi-embeddable. Since Aβ, Bβ are Σ-cyclic and
bi-embeddable, it follows that `(Aβ) = `(Bβ) ≤ ω and that rk(pm Aβ) =
rk(pm Aβ) for all 0 ≤ m < ω. Note that pωβA = Aβ � Aβ and pωβB = B β �

Bβ. By Lemma 4.2.4,

rk(pαA) = rk(pαB) = ω

for all 0 ≤ α < ωβ. Also for each 0 ≤max< ω,

rk(pωβ+m A) = rk(pm Aβ) = rk(pmB β) = rk(pωβ+mB).

Finally, rk(pαA) = rk(pαB) = 0 for all ω(β + 1) ≤ α < ω1. Thus rk(pαA) =
rk(pαB) for all α < ω1. This completes the proof. �

Remark 4.2.5. Suppose that G =
⊕

n≥1 C (sn )
pn and H =

⊕
n≥1 C (tn )

pn are Σ-cyclic
p-groups, where each sn, tn ∈ ω ∪ {ω}. Then G and H are bi-embeddable if and
only if one of the following mutually exclusive statements holds.

(i) G and H are isomorphic finite p-groups.

(ii) G and H are both infinite bounded Σ-cyclic p-groups and

• mG = max{n | sn = ω} = max{n | tn = ω} = mH ;

• sn = tn for all n ≥ mG = mH .

(iii) G and H are both unbounded.

Notice that, if statement (ii) holds, then there are only finitely many n ≥ mG = mH

such that sn = tn > 0. In particular, there are only countably many countable (possi-
bly finite) Σ-cyclic p-groups up to bi-embeddability, thus as a crucial consequence of
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Remark 4.2.5 and Theorem 4.2.3 we get that there are exactly ω1 countable abelian
p-groups up to bi-embeddability.

Theorem 4.2.6 (C., and Thomas). �p is not Borel reducible to ≡p.

Proof. Suppose that �p is Borel reducible to ≡p. We can suppose that 2ω > ω1

by Theorem A.0.1. But then we immediately reach a contradiction, since there are
continuum many �p-classes but only ω1 ≡p-classes. �

Reasoning as in Theorem A.0.1 we see that the bi-embeddability relation ≡p is
also non-Borel, because every Borel equivalence relation has to satisfy Silver’s
dichotomy (cf. Theorem 2.1.4).

Theorem 4.2.7 (C., and Thomas). ≡p is not Borel reducible to �TA. Thus, ≡p is not
Borel reducible to �p.

Proof. By Theorem 4.2.3 every countable abelian p-group embeds into the infinite
rank divisible p-group Z(p∞)(ω). Thus D∞ = {A ∈ Xp | rk(Aτ(A)) = ω} forms
a single ≡p-class. Since by Theorem 2.1.2 every �TA-class is Borel, it suffices to
prove the following claim, then the result will follow.

Claim. D∞ is a complete analytic subset of Xp.

Proof. Proof of the Claim In order to see this, it suffices to to proof that the set of
not well-founded trees Borel reduces to D∞. Recall that, by Feferman [Fef], we
have

Gp(T ) is reduced ⇐⇒ T is well-founded.

Next consider the Borel map T 7→ Gp(T )(ω) taking each tree T ∈ T (ω) to the direct
sum of ω copies of Gp(T ). Then we have

Gp(T )(ω) ∈ D∞ ⇐⇒ T is not well-founded,

hence D∞ is a complete analytic subset of Xp as desired. �

�

Theorem 4.2.6 and Theorem 4.2.7 imply Theorem 4.2.1.
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4.3 Bi-embeddability of countable torsion abelian groups
In this subsection we move to analyze the Borel complexity of bi-embeddability
on torsion abelian groups. Clearly Theorem 4.2.7 implies that ≡TA is not Borel
reducible to �TA. We shall prove that �TA is not Borel reducible to ≡TA. In fact, we
will prove the following stronger result.

Theorem 4.3.1 (C., and Thomas). The isomorphism relation �p on countable
abelian p-groups is not Borel reducible to the bi-embeddability relation ≡TA on
countable torsion abelian groups.

First it is necessary to recall some of the basic theory of pinned names. The notion
of pinned names was first abstracted by Kanovei and Reeken in [KanRee] from an
argument by Hjorth in [Hjo99]. Then, in recent years, Zapletal [Zap] has developed
an extensive theory which has revealed unexpected connections between the theory
of analytic equivalence relations and other areas of set theory such as combinatorics
and the Singular Cardinal Hypothesis.

Until further notice, we will fix a notion of forcing P and an analytic equivalence
relation E on a Polish space X . Also, suppose that σ is a P-name for an element
of X , namely, that 
 σ ∈ XVP . Then let σleft be σright be the P × P-names such
that when G × H ⊆ P × P is a generic filter we have σleft[G × H] = σ[G] and
σright[G × H] = σ[H].

Definition 4.3.2. If σ is a P-name for an element of X , then σ is E-pinned if


P×P σleft E σright.

Let X (P, E) be the proper class of all E-pinned P-names. We can regard X as a
subset of X (P, E) by identifying each x ∈ X with the canonical P-name x̌ such that
x̌[G] = x for every generic filter G ⊆ P; and we can extend E to an equivalence
relation on X (P, E) by declaring

σ E σ′ ⇐⇒ 
P×P σleft E σ′right.

Definition 4.3.3. λP(E) is the number of E-pinned P-names up to E-equivalence.

Notice that the cardinal λP(E) always exists, indeed, it is bounded by the number of
nice names for subsets of X .
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Theorem 4.3.4 (C., and Thomas). If E, F are analytic equivalence relations and E

is Borel reducible to F, then λP(E) ≤ λP(F).

Proof. Suppose that E, F are analytic equivalence relations on the Polish spaces
X,Y and that θ : X → Y is a Borel reduction from E to F; say, R is a Borel relation
such that forall x ∈ X and y ∈ Y ,

θ(x) = y ⇐⇒ R(x, y).

Applying Theorem A.0.1, if σ is a P-name such that 
P σ ∈ X , then


P (∃y ∈ Y )R(σ, y);

and hence there exists a P-name τσ such that


P τσ ∈ Y ∧ R(σ, τσ).

Furthermore, Theorem A.0.1 implies that if σ ∈ X (P, E) is an E-pinned P-name,
then τσ is an F-pinned P-name; and that if σ, σ′ ∈ X (P, E), then

σ E σ′ ⇐⇒ τσ F τσ′

The result follows. �

For the remainder of this section let P = Col(ω,ω1), namely, the notion of forcing of
all finite injective partial function p : ω → ω1. Recall that forcing with P collapses
ω1 to ω: if G ⊆ P is a generic filter then

⋃
G ∈ VP is a bijection from ω into ωV

1 .

Proposition 4.3.5. λP(�p) = 2ω1 .

Proof. By counting nice P-names, it follows that λP(�p) ≤ 2ω1 . To see that
λP(�p) ≥ 2ω1 , for each sequence ξ ∈ 2ω1 , let A(ξ) be a reduced abelian p-group
of cardinality ω1 with τ(A) = ω1 such that for all α < ω1,

A(ξ)α =



⊕
n∈ω+ Cp2n if ξ (α) = 0;⊕
n∈ω+ Cp2n+1 if ξ (α) = 1;

(The existence of such groups follows from Theorem 4.1.3.) Then we can suppose
that each A(ξ) has the form 〈ω1,+ξ〉 for some group operation +ξ on the ω1.
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Let σξ be a P-name such that if G ⊆ P is a generic filter and g =
⋃

G, then
σξ[G] = 〈ω, ⊕ξ〉 ∈ (Xp)VP , where

a ⊕ξ b = c ⇐⇒ g(a) +ξ g(b) = g(c).

By the Ulm Theorem (cf. Theorem 4.1.1), we see that each σξ is �p-pinned; and
also that if ξ , ξ′, then σξ , σξ ′ are �p-inequivalent. �

For the remainder of this chapter, let (Rp,m | m ∈ ω) be a sequence listing a set of
representatives of the countably many bi-embeddability classes of nontrivial count-
able (possibly finite) Σ-cyclic p-groups. We can choose so that Rp,0 =

⊕
n≥1 C (ω)

pn is
the representative of the class of unbounded groups. In fact, wemight as well choose
every Rp,m to be an element of the “largest” �p-class contained in its ≡p-class, in
the sense that if Rp,m =

⊕
n≥1 C (sn )

pn , H =
⊕

n≥1 C (tn )
pn and H ≡p Rp,m, then tn ≤ sn

for all n ≥ 1.

Proposition 4.3.6. λP(≡p) = ω2.

Proof. Let (Rp,m | m ∈ ω) be our fixed sequence of representatives of the countably
many bi-embeddability classes of nontrivial countable (possibly finite) Σ-cyclic p-
groups. We choose Rp,m so that Rp,0 =

⊕
n≥1 C (ω)

pn is the representative of the class
of unbounded groups. Let I be the collection of all triples (α,m, d) with α < ω2

and m, d ∈ ω such that:

• if α = 0, then m = d = 0;

• if α is a limit ordinal, then m = 0.

For each (α,m, d) ∈ I, let A(α,m, d) be an abelian p-group satisfying the following
properties.

• A(0, 0, 0) = Z(p∞)(∞) is the divisible abelian p-group of rank ω.

• If α = β + 1 is a limit ordinal, then A(α, 0, 0) is a reduced abelian p-group of
cardinality |α | such that for each γ < α, theUlm factor A(α, 0, 0)γ is unbounded
and isomorphic to Rp,0.

• If α = β+1 is a successor ordinal, then A(α,m, 0) is a reduced abelian p-group
of cardinality |α | + ω such that for each γ < β, the Ulm factor A(α, n, 0)γ is
isomorphic to Rp,0 and such that the final Ulm factor A(α, n, 0)β is isomorphic
to Rp,m.
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• If α,m , 0, then A(α,m, d) � A(α,m, 0) ⊕ Z(p∞)(d).

(The existence of such groups follows from Theorems and 4.1.3.) In addition, we
choose A(α,m, d) so that:

• if α < ω1, then A(α,m, d) ∈ Xp;

• ω1 ≤ α < ω2, then A(α,m, d) has the form 〈ω1,+(α,m,d)〉 for some group
operation +(α,m,d) on the set ω1.

If α < ω1, let σ(α,m,d) be the canonical P-name Ǎ(α,m, d) of A(α,m, d) ∈ Xp; and
for ω1 ≤ α < ω2, let σ(α,m,d) be the P-name such that if G ⊆ P is a generic filter
and g =

⋃
G, then σ(α,m,d)[G] = 〈ω, ⊕(ω,m,d)〉 ∈ XVP

p , where

a ⊕(α,m,d) b = c ⇐⇒ g(a) +(α,m,d) g(b) = g(c).

By the Ulm Theorem, we see that each σ(α,m,d) is �p-pinned and hence is also
≡p-pinned. Applying Theorem 4.2.3, we also see that if (α,m, d) , (α′,m, d),
then σ(α,m,d), σ(α′,m′,d ′) are ≡p-inequivalent. Finally, by a second application of
Theorem 4.2.3, since ωVP

1 = ωV
2 , it follows that if G ⊆ P is a generic filter and

A ∈ XVP
p , then there exists (α,m, d) ∈ I such that σ(α,m,d)[G] ≡p A; and this

implies that if σ is any ≡-pinned P-name, then there exists (α,m, d) ∈ I such that
σ(α,m, d) ≡p σ. It follows that λP(≡p) = ω2. �

Proposition 4.3.7. λP(≡TA) = ωω2 .

Proof. Suppose that σ is an ≡TA-pinned P-name; and for each prime p, let σp be a
P-name such that whenever G ⊆ P is a generic filter, then σp[G] is the p-primary
component of σ[G]. Then each σp is an ≡p-pinned P-name. Furthermore, if σ′

is a second ≡TA-pinned P-name and σ′p is the corresponding ≡p-pinned P-name for
each prime p, then

σ ≡TA σ
′ ⇐⇒ σp ≡p σ

′

p for every prime p.

Thus the result follows from Proposition 4.3.6. �

Proof of Theorem 4.3.1. We have λP(≡TA) = ωω2 while λP(≡TA) = 2ω1 . Thus the
result follows from Theorem 4.3.4. �
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4.4 ∆12-reducibility
In this section we shall work beyond Borel reducibility and we consider ∆12-
reductions.

A closer look at theUlm invariantsmay lead to think that Theorem 4.2.6 is intuitively
wrong. In fact, within each ≡p-class we can find (the Ulm invariant of) a group
which is maximal for embeddability.

In this sectionwe prove the following result which suggests that the bi-embeddability
on torsion abelian groups is simpler than isomorphism.

Theorem 4.4.1 (C-.Thomas). Suppose that a Ramsey cardinal exists. Then, the
isomorphism relation �TA on countable torsion abelian groups is strictly more
complex with respect ∆12-reducibility than the bi-embeddability relation ≡TA.

We start with the following lemmas. The terminology we use is the one of Sec-
tion 4.1.

Lemma 4.4.2. For each prime p, the map θp : Xp → Z such that

[θp(A)] = τ(A) _ (t Aα | α < τ(A)) _ rk(Aτ(A))

is ∆12.

Lemma 4.4.3. For each prime p, there exists a ∆12 map ϕp : C → Xp such that if
c ∈ C and A = φp(c), then

[c] = τ(A) _ (t Aα | α < τ(A)) _ rk(Aτ(A)).

Proof. The binary relation I (c, A) ⊆ Z × Xp , defined by

[c] = τ(A) _ (t Aα |α < τ(A)) _ rk(Aτ(A)),

is Σ12 and then apply the Kondo uniformization [Kec]. We get a∆1
2
map ϕp : C → Xp

as desired. �

Theorem 4.4.4 (C., and Thomas). If p , q are distinct primes, then �p and �q are
∆12 bireducible.

Proof. If p , q are different prime numbers, consider the composition map ϕp ◦ θp.
It is immediate that such map is a ∆12-reduction from �p to �q. �
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Definition 4.4.5. Suppose that E ⊆ F are analytic equivalence relations on the
Polish space X . If θ : X → X is a homomorphism from F to E such that θ(x) F x

for all x ∈ X , then we say that θ selects an E-class within each F-class. (Of course,
this implies that θ is a reduction from E to F .)

Theorem 4.4.6 (C., and Thomas). There exists a ∆12 function ψp : Xp → Xp such
that θ selects an �p-class within each ≡p-class.

Proof. Applying Lemma 4.4.2, let θp : Xp → Z be a ∆12 map such that, letting

θp : A 7→ c = x _ (t` | ` ∈ dom(x)) _ d ∈ C,

we have that
[c] = τ(A) _ (t Aα | α < τ(A)) _ rk(Aτ(A)).

For each c = x _ (t` | ` ∈ dom(x)) _ d ∈ Z , let c′ = x _ (t′
`
| ` ∈ dom(x)) _ d ∈ Z

be defined as follows.

• If ` ∈ dom(x) is not <x-maximal, then t′
`
(n) = ω for all n ∈ ω+.

• If ` ∈ dom(x) is <x-maximal, let Hc =
⊕

n≥1 C (t` (n))
pn and let m ∈ ω be

such that Rp,m ≡p Hc. (Here (Rp,m | m ∈ ω) is our fixed sequence of
representatives of the countably many bi-embeddability classes of nontrivial
countable (possibly finite) Σ-cyclic p-groups.) Then t′

`
is the function such that

Rp,m =
⊕

n≥1 C
(t ′` (n))
pn .

Clearly the map c 7→ c′ is Borel; and if c ∈ C, then c′ ∈ C. Finally, applying
Lemma 4.4.3, let ϕp : Z → Xp be the ∆12 map such that if c′ ∈ C and A′ = ϕp(c′),
then [c′] = τ(A′) _ (t A′α | α < τ(A′)) _ rk((A′)τ(A′)). Then the composition map,
A 7→ c 7→ c 7→ A′, satisfies our requirements. �

Theorem 4.4.7. There exists a ∆12 function which selects an �TA-class within each
≡TA -class.

Proof. Let P be the set of prime numbers. Recall that if A is a countable torsion
abelian group, then A =

⊕
p∈P Ap decomposes as the direct sum of its (possibly

finite) p-primary components A(p) = {a ∈ A | (∃n ≥ 0)pna = 0}. Furthermore, if
B =

⊕
p∈P B(p) is a second countable torsion abelian group, then it is clear that:
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• A and B are isomorphic if and only if for every prime p, the (possibly finite)
countable abelian p-groups A(p) and B(p) are isomorphic.

• A and B are bi-embeddable if and only if for every prime p, the (possibly finite)
countable abelian p-groups A(p) and B(p) are bi-embeddable.

Applying Theorem 4.4.6, for each prime p, let ψp : Xp → Xp be a ∆12 function
which selects an �p-class within each ≡p-class. Then A 7→

⊕
p∈P ψp(A(p)) is a ∆12

function which selects a �TA-class within each ≡TA-class. �

The notion of ∆12-reduction is not absolute: a ∆12-reduction may not be a reduc-
tion in some generic extension. However when a Ramsey cardinal exists we can
apply Solovay-Martin’s absoluteness theorem (cf. Theorem A.0.2) to avoid such
inconvenience.

Theorem 4.4.8 (C-.Thomas). Suppose that κ is a Ramsey cardinal and that |P| < κ.
If E, F areΣ11 equivalence relations and E is∆12 reducible to F, then λP(E) ≤ λP(F).

Proof. We argue exactly as in Theorem 4.3.4. �

In the sequel we will point out when the existence of a Ramsey cardinal is used.

Theorem 4.4.9 (C-.Thomas). Suppose that a Ramsey cardinal exists. Then �p is
not ∆12 reducible to ≡TA.

Proof. The result follows from Proposition 4.3.6, Proposition 4.3.7, and Theo-
rem 4.4.8 �



62

C h a p t e r 5

THE BI-EMBEDDABILITY RELATION ON OTHER
SPACES OF ALGEBRAIC STRUCTURES

The material presented in this chapter is joint work with A. Brooke-Taylor and S.
Miller and contained in [BroCalMil]. In this chapter we study the bi-embeddability
relation on several countable structures.

5.1 Fields
In this section we focus on the bi-embeddability relation on countable fields of
fixed characteristic p. We observe that Theorem 2.2.24 straightforward applies to a
categorical construction of Fried and Kóllar, thus we prove the following theorem.

Theorem 5.1.1 (Brooke-Taylor,C., and Miller). For any characteristic p different
from 2, the embeddability relation vFld, p on countable fields of characteristic p is
a (strongly) invariantly universal quasi-order. Thus, the bi-embeddability relation
vFld, p on countable fields of characteristic p is a (strongly) invariantly universal
equivalence relation.

We denote by XFld, p the standard Borel space of fields of fixed characteristic p. Let
vFld, p be the embeddability quasi-order on XFld, p. Since any field has only trivial
ideals, every field homomorphism is one-to-one, and thus the notions of embed-
dability and homomorphism coincide. Therefore we adopt the usual terminology
from algebra that if f : F → L is a homomorphism of fields we say that F is a
subfield of L, or that L is a field extension of F.

If F is a field and S is a set of algebraically independent elements over F, we denote
by F (S) the purely transcendental extension of F by S. If S = {s}, we shall write
F (s) instead of F ({s}). Following the notation of [FriKol], for any prime p, any
field F, and any set S of algebraically independent elements over F, we denote by
F (S)(S, p) the smallest field extension of F (S) containing {s(n) | s ∈ S, n < ω},
where

• s(0) = s,
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• s(n + 1) is such that (s(n + 1))p = s(n).

Notice that this uniquely determines F (S)(S, p) up to isomorphism. We use the
convention F (s)(s, p) = F ({s})({s}, p).

We now recall the construction of Fried and Kollár [FriKol] that, given a combina-
torial tree T of infinite cardinality, produces a field KT , and respects embeddings.
For expositional clarity we denote by V = {v0, v1, . . .} the set of vertices of the
graphs in XCT .

Definition 5.1.2 ([FriKol]). Fix a characteristic p equal to 0 or an odd prime number,
fix F a countable field of characteristic p, and an increasing sequence of odd prime
numbers {pn | n ∈ N} not containing p. For any T in XCT , we define KT as the union
of an increasing chain of fields Kn(T ). These fields Kn(T ) are defined recursively.
First define

K0(T ) B F (V )(V, p0) and H0(T ) B {u + v | (u, v) ∈ T }.

Next suppose that Kn(T ) and Hn(T ) have already been defined. Fix a transcendental
element tn over Kn(T ), and let Ln be the field Kn(T )(tn)({tn}, pn+1). Now we define
Kn+1(T ) as the splitting field over Ln of the set of polynomials

Pn = {x2 − (tn − a) | a ∈ Hn(T )}.

Further, we define Hn+1(T ) to be a set containing exactly one root of each of the
polynomials in Pn. Given any element a of Hn(T ), we denote by ra the root of
x2 − (tn − a) belonging to Hn+1(T ).

The fact that the map sending any T of XCT to KT is a reduction from vCT to
vFld, p was proven by Fried and Kollár. We repeat those results of Fried and Kollár
necessary for our proof.

Lemma 5.1.3 ([FriKol]). Suppose that t is transcendental over a field K of charac-
teristic different from 2. Moreover let ϑi, for i = 1, . . . , n, be such that (ϑi)2 = Ui, for
somemutually-prime non-constant polynomialsUi, . . . ,Un inK[t], eachwith nomul-
tiple factors. Call F0 the transcendental extension K (t), and Fi be K (t, ϑ1, . . . , ϑi)
for every i ∈ {1, . . . , n}. Then the following statements hold for each 1 ≤ i ≤ n:

(a) ϑi < Fi−1;
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(b) if η ∈ Fi is such that η2 ∈ F0, then there is an element k of F0 and a subset J

of {1, . . . , i} such that η = k
∏

j∈J ϑ j;

(c) if η is algebraic over K and belongs to Fi, then η is in K .

A consequence of Lemma 5.1.3 is the following important corollary.

Corollary 5.1.4 ([FriKol]). For every k in KT , if k is algebraic over Kn(T ) then k

belongs Kn(T ).

Lemma 5.1.5. If there is a graph embedding from S to T , then KS is a subfield of
KT .

Proof. For any graph embedding f : S → T , we shall define φ B
⋃

n∈N φn, where
each φn is a field homomorphism from Kn(S) to Kn(T ). The maps φn are defined
inductively. First notice that there is a unique way to define a map φ0 : K0(S) →
K0(T ) that is a homomorphism and agrees with f on V . Next suppose that φn

is already defined such that φn(t j ) = t j for j < n and φn(Hn(S)) ⊆ Hn(T ). We
define φn+1 extending φn by setting φn+1(tn) = tn and φn+1(ra) = rφn (a), for every
a in Hn(S). Since the range of φn is contained in Hn(T ), the function φn+1 is
well-defined. To ensure that φn+1 injective we need to check that for every a in
Hn(S), the root ra is not contained in Ln({rb | b ∈ Hn \ {a}}). For this we argue
by contradiction. Suppose that ra is an element of that field, then there are finitely
many a1, . . . , am in Hn(S) such that ba is in Ln(ra1, . . . , ram ). For every i with
1 ≤ i ≤ m, pick a root ϑi of the polynomial x2 − (tn − a) in Ln(ra1, . . . , ram ). Let
t be an element of Ln such that ra ∈ Kn(S)(t, ϑ1, . . . , ϑm) and tpı̄ = tn for some
integer ı̄. For each i with 1 ≤ i ≤ m, let Ui be the polynomial tpı̄ − a in Kn(S)[t].
Since the sequence of Ui’s satisfies the hypothesis of Lemma 5.1.3, for K = Kn(S),
it follows from Lemma 5.1.3(c) that ra belongs to Kn(S), a contradiction. �

To show the converse, we will prove that the restriction of an embedding KS → KT

to V is an embedding S → T . First, we introduce the crucial concept of p-highness
and recall some other technical results of Fried and Kollár, which wewill summarize
in Lemma 5.1.7.

Definition 5.1.6. Let K be a field and p a fixed prime number. We say that k in
K \ {0} is p-high if for every integer n, the equation xpn = k has a solution in K .
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Lemma 5.1.7 ([FriKol]). Let p be an odd prime number, and k a p-high element
of KT .

(a) If p = p0, then either k or −k is a product of elements of the form vm/p` , where
v ∈ V , m ∈ Z and ` ∈ N.

(b) If p = pn+1, then either k or −k is of the form tm/p`
n , for some m ∈ Z and ` ∈ N.

(c) Suppose k is an element of KT satisfying the equation

k2 = e(tr
n − a),

where e2 = 1, a ∈ Kn(T ) \ {0}, and r = m/p`n+1 for some m ∈ Z \ {0} and
` ∈ N. Then we have e = r = 1 and a ∈ Hn(T ).

Now we can argue that if KS is a subfield of KT then S is embeddable into T . First
we use Lemma 5.1.7 prove that a field homomorphism between KS and KT maps
each subfield Kn(S) of KS into Kn(T ).

Lemma 5.1.8. If φ : KS → KT is a field homomorphism, then φ(Kn(S)) ⊆ Kn(T )
for every n in N.

Proof. First notice that φ(K0(S)) is included in K0(T ). In fact, we have that φ(u) is
p0-high in KT for every u in V . By Lemma 5.1.7 (a) it follows that φ(u) ∈ K0(T ).
Thus for every k ∈ K0(S), we have that φ(k) is algebraic over K0(T ), which implies
that φ(k) belongs to K0(T ) by Corollary 5.1.4.

Next suppose that φ(Kn(S)) ⊆ Kn(T ). Since φ(tn) is a pn+1-high element of KT ,
thus we have that φ(tn) belongs to Kn(T ) by (b) of Lemma 5.1.7. Every k ∈ Kn+1(S)
is algebraic over Kn(tn), thus φ(k) is algebraic over Kn+1(T ) and consequently φ(k)
belongs to Kn+1(T ) by Corollary 5.1.4. �

Lemma 5.1.9. Every homomorphism φ : KS → KT maps Hn(S) into Hn(T ), for
every n in N. In particular, we have φ(H0(S)) ⊆ H0(T ).

Proof. For every n in N, notice that φ(tn) is a pn+1-high element of KT and thus
φ(tn) = etr

n where e2 = 1 and r = m/p`n+1, for some m ∈ Z \ {0} and ` ∈ N. Now
pick any k in Hn(S). There exists some c ∈ Kn+1(S) such that c2 = tn− k. Therefore
φ(c) belongs to Kn+1(T ) by Lemma 5.1.8 and, since e = ±1, we get the equality

φ(c)2 = e(tr
n − φ(ek)).
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Lemma 5.1.8 implies that φ(ek) belongs to Kn(T ). Therefore, it follows by (c) of
Lemma 5.1.7 that e = r = 1, which yields that φ(k) = φ(ek) belongs to Hn(T ). �

Lemma 5.1.10. Suppose that φ : KS → KT is a homomorphism, and let u be a
vertex of S. If u is not isolated and (u, v) is an edge in S, then φ(u) is in V and
(φ(u), φ(v)) is an edge in T .

Proof. If u and v are adjacent in S, then u+v is an element of H0(S). Consequently,
φ(u) + φ(v) is in H0(T ) by Lemma 5.1.9. Hence there is an edge (u′, v′) in T such
that

φ(u) + φ(v) = u′ + v′. (5.1.10.1)

Both φ(u) and φ(v) are p0-high in KT , thus either φ(u) or −φ(u) is a product of
elements of the formwm/p`0 , and the same holds for φ(v). Then the equality (5.1.10.1)
yields that {φ(u), φ(v)} = {u′, v′} because all the elements of V are algebraically
independent. This concludes the proof because u′ and v′ were taken adjacent in
T . �

Theorem 5.1.11 (essentially [FriKol]). For every p equal to 0 or any odd prime
number, the quasi-order vCT Borel reduces to vFld, p. Thus vFld, p is a complete Σ11
quasi-order.

Proof. The map taking each T ∈ XCT to KT can be realized as a Borel map from
XCT to XFld, p. If S is embeddable into T , then KT is a field extension of KS by
Lemma 5.1.5. Now suppose that ρ : KS → KT is a homomorphism. We claim that
f defined as the restriction map ρ � V is a graph embedding from S to T . Since S is
a combinatorial tree, it has no isolated vertices and therefore Lemma 5.1.10 ensures
that every edge (u, v) in S is preserved by f . For the converse, when u and v are not
adjacent in S, we have a sequence of vertices u = v0, . . . , vn = v which is a path in
S, namely, such that (vi, vi+1) is in S, for every i < n. Since f preserves edges and
is one-to-one, the vertices f (v0), . . . , f (vn) are all distinct and ( f (vi), f (vi+1)) is an
edge in T , for every i < n. As a result, we have that f (u) and f (v) are not adjacent
in T because T has no cycles. �

The following corollary is immediate.

Corollary 5.1.12. The groups Aut(KT ) and Aut(T ) are isomorphic via the map
sending any automorphism φ of KT to the restriction of φ to V .
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We now use Theorem 5.1.11 and Corollary 5.1.12 to prove our result.

Proof of Theorem 5.1.1. It suffices to check that vFld, p and �Fld satisfy conditions
(I)–(II) of Theorem 2.2.24. Let f : X → XFld, p be the map sending T to KT .
Theorem 5.1.11 states that f : vX ≤B vFld, p. Further, notice that if φ : KS → KT

is an isomorphism then φ � V is an isomorphism from S to T as (φ � V )−1 =
φ−1 � V , hence condition (I) holds. Condition (II) is immediate as the map T 7→

Aut(KT ) is the constant map T 7→ {id} because every T ∈ X is rigid and because of
Corollary 5.1.12. �

5.2 Quandles and related structures
In this section we use a construction of Brooke Taylor, and S. Miller from [BroMil]
to prove the following result.

Theorem 5.2.1 (Brooke-Taylor, C., and S. Miller). The embeddability relation vQdl
on countable quandles is a (strongly) invariantly universal Σ11 quasi-order. Thus,
the bi-embeddability relation ≡Qdl on countable quandles is a (strongly) invariantly
universal equivalence relation.

Recall that a set Q with a binary operation ∗ is a quandle if:

(a) ∀x, y, z ∈ Q(x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z));

(b) ∀x, z ∈ Q∃!y ∈ Q(x ∗ y = z);

(c) ∀x ∈ Q(x ∗ x = x).

An introduction to the theory of quandles, see for example [ElhNel].

We now recall the reduction appearing in [BroMil]. For any T in XGr, let QT be
the quandle with underlying set N × {0, 1} and the binary operation ∗T defined as
follows:

(u, i) ∗T (v, j) =



(v, j) if u = v or (u, v) ∈ T,

(v, j − 1) otherwise.
(∗)

It is straightforward to check that (QT, ∗T ) satisfies (a)–(c). In the sequel, we denote
the space of quandles with domain N by XQdl, which is a Gδ subset of 2N3 and
thus a Polish space. For every graph T in XGr, the quandle QT can be easily
coded as an isomorphic structure QT with domain N, for example use the bijection
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N × 2 → N, (n, i) 7→ 2n + i. Clearly the map is Borel, since the definition of QT is
explicit.

In [BroMil] the authors proved that the isomorphism relation �Qdl on the space of
countable quandles is S∞-complete. The proof shows that themap XGr → XQdl,T →

QT is a Borel reduction from �Gr to �Qdl. We give a simplified proof by considering
only combinatorial trees with no complete vertices. In fact, by the proof of [FriSta]
it is implicit that �CTt is S∞-complete thus it suffices to show that �CTt Borel
reduces to �Qdl. Recall that XCTt is the standard Borel space of combinatorial trees
with no complete vertices.

Theorem 5.2.2 ([BroMil]). For all graphs S,T in XCTt , we have

S �CTt T ⇐⇒ QS �Qdl QT .

Thus, the isomorphism relation on the space of countable quandles is an S∞-complete
equivalence relation.

Proof. Assume that f : S → T is a graph isomorphism, then consider the function
θ : QS → QT such that (v, i) 7→ ( f (v), i). Injectivity and surjectivity of θ are
immediate. Moreover, for all (u, i) and (v, j) in QS,

θ((u, i) ∗S (v, j)) = θ(u, i) ∗T θ(v, j).

In fact, by applying the definitions of θ and ∗S, we have

θ((u, i) ∗S (v, j)) =



( f (v), j) if u = v or (u, v) ∈ T,

( f (v), j − 1) otherwise;

and the first condition is equivalent to f (u) = f (v) or ( f (u), f (v)) ∈ T because f

preserves adjacency. Therefore, θ witnesses that QS is isomorphic to QT .

Now let us prove the converse. We assume that ρ : QS → QT is a quandle isomor-
phism and we are going to define a graph isomorphism h : S → T .

For expositional clarity, let us denote by ρV (v, i) and ρI (v, i) the first and the second
components of ρ(v, i), respectively.

Claim 5.2.2.1. For every T in XCTt and every vertex v of T ,

ρV (v, 0) = ρV (v, 1).
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Proof of the Claim. Since T is in XCTt , for every vertex v of T there is another
vertex v+ such that v and v+ are not adjacent in T . Then, by applying ρ to both sides
of

(v+, 0) ∗T (v, 0) = (v, 1)

we get ρ(v+, 0) ∗S ρ(v, 0) = ρ(v, 1), which implies that ρV (v, 0) = ρV (v, 1) by
definition (see (∗)). �

To complete the proof of Theorem 5.2.3 we define

h : S → T, v 7→ ρV (v, 0) = ρV (v, 1).

It is easily checked that h is surjective. Now we show that h is one-to-one. The
equality h(v) = h(w) implies that

ρV (v, 0) = ρV (v, 1) = ρV (w, 0) = ρV (w, 1),

which implies in turn that ρ(v, 0) = ρ(w, i) for either i = 0 or i = 1. By injectivity
of ρ, we get i = 0 and v = w. It remains to show that h preserves both edges and
non-edges. Pick any two adjacent vertices u and v in S. Notice that u and v are
necessarily distinct and ρ(u, 0) ∗T ρ(v, 0) = ρ(v, 0). So either ρV (u, 0) = ρV (v, 0)
or (ρV (u, 0), ρV (v, 0)) ∈ T . By injectivity of ρ, the first cannot hold because it
implies that either ρ(v, 0) or ρ(v, 1) equals ρ(u, 0). It follows that that

(h(u), h(v)) = (ρV (u, 0), ρV (v, 0)) ∈ T .

On the other hand, if (u, v) < S then (v, j) ∗S (u, 0) = (u, 1). By applying ρ to both
terms, we get ρ(v, j) ∗T ρ(u, 0) = ρ(u, 1). By Claim 5.2.2.1, we have that ρV (u, 0)
equals ρV (u, 1), so necessarily ρI (u, 0) , ρI (u, 1) because ρ is injective. Then, by
definition of ∗T we have

(h(u), h(v)) = (ρV (u, 0), ρV (v, j)) < T .

�

Arguing exactly as in the proof of Theorem 5.2.2 we have the following result.

Theorem 5.2.3 ([BroCalMil]). For all graphs S,T in XCTt , we have

S vCTt T ⇐⇒ QS vQdl QT .

Thus, the embeddability relation vQdl on the space of countable quandles is a
complete Σ11 quasi-order.
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Before proving the main result of this section we study the group Aut(QT ).

Lemma 5.2.4 ([BroMil]). For every T in XCTt and every A ⊆ N , the function
IA : QT → QT defined by

IA(v, j) =



(v, j) if v ∈ A

(v, 1 − j) otherwise

is an automorphism of QT . Indeed, it is an involution.

Lemma 5.2.5. Every ρ in Aut(QT ) is obtained from some graph automorphism h

in Aut(T ) in the following manner: there is an h in Aut(T ) and some A ⊆ N such
that

ρ(v, j) = IA(h(v), j).

Proof. Every automorphism ofQT is in particular an isomorphism fromQT to itself,
so we can recover an isomorphism from T to T . Then we argue as in the second part
of the proof of Theorem 5.2.1. �

Now we prove the main theorem of this section.

Proof of Theorem 5.2.1. By Theorem 2.2.24 it suffices to prove that vQdl and �Qdl

together satisfies (I)–(II). Let f be the map from X to XQdl taking T to QT , the
quandle isomorphic to QT with domanin N. By Theorem 5.2.3 f Borel reduces vX
to vQdl, and by Theorem 5.2.2 we know that �X Borel reduces to �Qdl via the same
map, hence condition (I) holds.

By Lemma 5.2.5, whenever ρ is in Aut(QT ) there exist some h in Aut(T ) and some
A ⊆ N such that ρ(v, j) = IA(h(v), j). Further, since each T in X is rigid, we have
h = id and consequently ρ = IA for some A ⊆ N. Thus for every T in X, the map g

is an automorphism of QT if and only if there is some A ⊆ N such that for i ∈ {0, 1}

g(2v + i) =



2v + i v ∈ A

2v + 1 − i otherwise.

To see that the T 7→ Aut(QT ) is Borel it suffices to show that the preimage of every
basic open set is Borel. For every fixed s in (N)<N, the preimage of

{G ∈ Subg(S∞) | G ∩ Ns , ∅}
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through the map T 7→ Aut(QT ) is the set

{T ∈ X | Aut(QT ) ∩ Ns , ∅} =




X if every n in dom s is either sent to
itself or, if not, swapped with its suc-
cessor if n is even and predecessor if
n is odd,

∅ otherwise,

which is a Borel set. �

In the remainder of this section we consider other quandle-like structures for which
we can prove that the embeddability relation is a (strongly) invariantly universal
quasi-order. Recall that quandle is a kei if and only if it satisfies

∀x∀y(x ∗ (x ∗ y) = y).

It is easy to check that for everyT in XGr, the quandleQT is a kei. Therefore, arguing
as in Theorem 5.2.1 one can prove the following.

Theorem 5.2.6. The embeddability and the bi-embeddability relation between
countable kei are (strongly) invariantly universal (with respect to isomorphism).

Definition 5.2.7. An LD-monoid, is a structure over the language {∗, ◦} consisting
of two binary operational symbols satisfying for all a, b, c the following identities

∀x, y, z(x ◦ y ◦ z) = (x ◦ y) ◦ z),

∀x, y, z((x ◦ y) ∗ z = z ∗ (y ∗ z)),

∀x, y, z(x ∗ (y ◦ z) = (x ∗ y) ◦ (x ∗ z)),

∀x, y, z((x ∗ y) ◦ x = x ◦ y).

Notice that if (M, ◦M ) is a group and ∗M is the conjugation operation on M , that is,

a ∗M b = a ◦M b ◦M a−1,

then (M, ◦M, ∗M ) is an LD-monoid.

In [BroMil] the authors observed that the equivalence relation of isomorphism
between LD-monoids is S∞-complete.

Theorem 5.2.8 (Brooke-Taylor, C., and S. Miller). The embeddability and the bi-
embeddability relation between countable LD-monoids are (strongly) invariantly
universal (with respect to isomorphism).
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Proof. Consider the map h : T 7→ HT defined as in Section 3 which is a reduction
from vGr to vGp. Then in the proof of Theorem 3.1.1 we showed that

• h � X is a Borel reduction from =X to �Gp, and

• the map X→ Subg(S∞) sending T to Aut(S∞) is Borel.

Let MT = (N, ◦, ∗) be the LD-monoid overN such that (N, ◦T ) is a group isomorphic
to HT and ∗T is interpreted as the conjugation operation in (N, ◦T ). It is immediate
that a permutation g in S∞ is an automorphism of HT if and only if it is an automor-
phism of MT . Therefore, if f is the map sending T to MT , then conditions (I)–(II)
of Theorem 2.2.24 are satisfied. �



Part II

Generalized descriptive set theory
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C h a p t e r 6

PRELIMINARIES

In this section we introduce some basic notions of generalized descriptive set theory.
The terminologywe use in this thesis follows the one of [Mot13;AndMot]. A subset
of a topological space is κ-Borel if it is in the smallest κ-algebra containing the open
sets. Given two spaces X,Y , we say that a function f : X → Y is κ-Borel if it is κ-
Borel measurable. Two spaces X,Y are said κ-Borel isomorphic if there is a κ-Borel
bijection X → Y whose inverse is κ-Borel too. When κ = ℵ1 these notions coincide
with the ones of Borel sets, Borel functions, Borel isomorphism (cf. Section 2.1).

Let κ be an infinite cardinal. A topological space X is a κ-space if it admits a basis
of size ≤ κ. We denote by κκ the generalized Baire space; i.e., the set of functions
from κ to itself, {x | x : κ → κ}.

Notation. The notation in this part of the thesis does not coincide with the one
adopted in the first part, where we denoted the Baire space byNN. In fact, throughout
this and the coming sections, the Cantor spacewill be denoted ωN. This is a common
practice in generalized descriptive set theory where people prefer to write ω on the
left, in order to avoid any possible mistake between the Baire space and the cardinal
exponentiation ωω.

Unless otherwise specified, κκ is endowed with the bounded topology τb, i.e., the
topology generated by the basic open sets

Ns = {x ∈ κκ | x ⊇ s},

where s ∈ <κκ. First, observe that when κ = ω, the bounded topology on ωω is the
topology typically considered on the Baire space, which coincide with the product
topology. Second, notice that whenever κ is uncountable, the topology τb is strictly
finer than the product topology. Following [FriHytKul; Mot13], we assume the
hypothesis

κ<κ = κ, (6.0.0.1)

under which κκ is a κ-space, and the bounded topology τb and the product topology
on κκ generate the same κ+-Borel structure. Moreover, (6.0.0.1) implies that κ is
regular.
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A κ-space is standard Borel if it is κ+-Borel isomorphic to a κ+-Borel subset of κκ.
Then, if X is a standard Borel κ-space, we say that A ⊆ X is κ-analytic (or Σ11) if it
is a continuous image of a closed subset of κκ. The set of κ-analytic subsets of X is
usually denoted by Σ11(X ).

Proposition 6.0.1. Let X be a standard Borel κ-space and A ⊆ X nonempty. Then,
the following are equivalent:

(i) A is κ-analytic;

(ii) A is a continuous image of some κ+-Borel B ⊆ κκ;

(iii) A is a κ+-Borel image of some κ+-Borel B ⊆ κκ;

(iv) A is the projection p(F) = {x ∈ X | ∃y ∈ κκ((x, y) ∈ F)} of some closed
subset F ⊆ X × κκ.

To see the proof of Proposition 6.0.1 we refer the reader to [Mot13]. It is specially
worth to note that, in view of (iv), we are allowed to use a generalization of the
celebrated Tarski-Kuratowski algorithm. That is, a set A ⊆ κκ is κ-analytic if it is
defined by an expression involving only κ-Borel sets, connectives, ∃α,∀α (where α
varies over a set of cardinality ≤ κ), and existential quantification over a standard
Borel κ-space.

In Chapter 7, we will consider Σ11 quasi-orders (i.e., reflexive and transitive binary
relations) defined over standard Borel κ-spaces, and the following notion of Borel
reducibility, which was first consider in [Mot13] and is the analogue of the one
studied in classical descriptive set theory (see 2.2.1).

Definition 6.0.2. Let P,Q be Σ11 quasi-orders on the standard Borel κ-spaces X and
Y , respectively. We say that P Borel reduces to Q if there is a κ+-Borel function
f : X → Y such that ∀x0x1 ∈ X (x0 P x1 ⇔ f (x0) Q f (x1)).

As we discussed in the Introduction, a motivation of generalized descriptive set the-
ory is the possibility of studying classification problems for structure of uncountable
size. In fact, we can define the standard Borel κ-spaces of uncountable structures of
size κ and use Borel reducibility to compare different equivalence relations defined
on those spaces.

The generalized Cantor space κ2 B {x ∈ κκ | x : κ → 2} is a closed subset of κκ
and therefore it is standard Borel with the relative topology.
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Fact 6.0.3. If A is a set of size κ, then any bijection f : κ → A induces a bijection
from κκ to Aκ, so that the bounded topology can be copied on Aκ. A basis for such
topologies is given by

{N A
s | ∃α < κ( f ′′α = dom s)},

where N A
s = {x ∈

Aκ | s ⊆ x}.

We now recall two immediate applications of Fact 6.0.3.

(a) If G is a group of cardinality κ then, we define the κ-space of subgroups of G

by identifying each subgroup of G with its characteristic function and setting

SG(G) = {H ∈ G2 | 1G ∈ H ∧ ∀x, y ∈ G(x, y ∈ H → xy−1 ∈ H)},

which is a closed subset of G2 and therefore is standard Borel.

(b) Fix a language consisting of finitary relational symbols L = {Ri | i ∈ I},
with |I | ≤ κ, and let ni be the arity of Ri. We denote by X κ

L the κ-space of
L-structures with domain κ. Every A ∈ X κ

L is a pair (κ, {RAi | i ∈ I}) where
each RAi is an ni-ary relation on κ, so it can be identified with an element of∏

i∈I
(ni κ)2 in the obvious way. It follows that X κ

L can be endowed with the
product of the bounded topologies on its factors (ni κ)2.

For an infinite cardinal κ, we consider the infinitary logic Lκ+κ. In such logic
formulas are defined inductively with the usual formation rules for terms, atomic
formulas, negations, disjunctions and conjunctions of size ≤ κ, and quantifications
over less than κ many variables.

Definition 6.0.4. Given an infinite cardinal κ and an Lκ+κ-sentence φ, we define the
κ-space of κ-sized models of φ by

X κ
ϕ B {A ∈ X κ

L | A |= φ}.

The following theorem is a generalization of a classical result by López-Escobar for
spaces of uncountable structures.

Theorem 6.0.5 (κ<κ = κ). A set B ⊆ X κ
L is κ+Borel and closed under isomorphism

if and only if there is an Lκ+κ-sentence φ such that B = X κ
ϕ.
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To see a proof of Theorem 6.0.5 we refer the reader to [FriHytKul] or [AndMot].
A straightforward consequence of it is that the space defined in Definition 6.0.4 is
standard Borel.

Let L be a fixed language such that |L | ≤ κ. Given A,B ∈ X κ
L, we say that A

is embeddable into B (in symbols, A vκL B) if there is x ∈ κκ which realizes an
isomorphism between A and B � Im(x). That is,

A vL B ⇐⇒ ∃x ∈ κ (κ) ∀i ∈ I ∀〈a1, . . . , ani 〉 ∈
ni κ

[〈a1, . . . , ani 〉 ∈ RAi ⇐⇒ 〈x(a1), . . . , x(ani )〉 ∈ RBi ],

where κ (κ) denotes the closed subset of κκ consisting of all injective functions. This
directly shows that vκL is the projection on X κ

L×X κ
L of a closed subset of X κ

L×X κ
L×

κκ,
therefore the quasi-order vκL of embeddability between κ-sized L-structures is Σ11.
We denote by the symbols vκϕ, and ≡κϕ the embeddability and bi-embeddability
relations on X κ

ϕ, respectively.

Definition 6.0.6. We say that Q is a complete Σ11 quasi-order if Q is analytic and,
whenever P is a Σ11 quasi-order on a standard Borel κ-space, P Borel reduces to Q.

Similarly, we say that F is a complete Σ11 equivalence relation if F is analytic and,
whenever E is a Σ11 equivalence on a standard Borel κ-space, E Borel reduces to F.

As in the classical framework it can be easily verified that ifQ is a completeΣ11 quasi-
order then the equivalence relation generated by Q, denoted by EQ, is a complete
Σ11 equivalence relation.

When a complete Σ11 quasi-order Q is of the form vκϕ, the notion of completeness
can be naturally strengthened to the following.

Definition 6.0.7 (Definition 6.5 in [Mot13]). Let κ be an infinite cardinal satis-
fying (6.0.0.1), L be a countable relational language, and ϕ be an Lκ+κ-sentence.
The embeddability relation vκϕ is called invariantly universal if whenever Q is a Σ11
quasi-order, there is an Lκ+κ-sentence ψ such that X κ

ψ ⊆ X κ
ϕ (i.e., such that ψ ⇒ ϕ)

and R ∼B v
κ
ψ.

Invariant universality of≡κϕ is defined in a similarway by replacing the embeddability
quasi-order vκϕ with the bi-embeddability equivalence relation ≡κϕ.
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Notice that if vκϕ is invariantly universal, the equivalence relation ≡κϕ is invariantly
universal too, and both relations are clearly complete.

As in the classical framework (see Definition 2.2.30), we introduce a strengthening
of the notion of invariant universality. First recall the following definition.

Definition 6.0.8 (Definition 6.6 in [Mot13]). Let P andQ be analytic quasi-orders on
the standard Borel space X ,Y , respectively. We say that P andQ are class-wise Borel
isomorphic (in symbols P 'B Q) if there is an isomorphism f : X/EP → Y/EQ

between the quotient orders of P andQ such that both f and f −1 admit Borel liftings.

ReplacingBorel bi-reducibilitywith class-wiseBorel isomorphism inDefinition 6.0.7
we get the following notion.

Definition 6.0.9 (Definition 6.7 in [Mot13]). Let κ, Lκ+κ and ϕ be as in Def-
inition 6.0.7. Then the embeddability relation vκϕ is called strongly invariantly
universal if for every analytic quasi-order Q there is an Lκ+κ-sentence ψ such that
X κ
ψ ⊆ X κ

ϕ and Q 'B v
κ
ψ.

Strongly invariant universality of ≡κϕ is defined in the obvious similar way.

As for invariant universality, we have that whenever ϕ is such that vκϕ is strongly
invariantly universal, so is ≡κϕ.

The following theorem provide an example of strongly universal quasi-order and
equivalence relation.

Theorem 6.0.10 (Mildenberger, and Motto Ros [MilMot]). Let κ be any uncount-
able cardinal such that κ<κ = κ. Then the embeddability relation vκGRAPH and the
bi-embeddability relation ≡κGRAPH are both strongly invariantly universal.

It improved the result obtained in [Mot13] for κ weakly compact. We stress that
the only requirement on κ in Theorem 6.0.10 is the cardinal hypothesis κ<κ = κ, in
particular no large cardinal hypothesis is assumed.

We will use Theorem 6.0.10 as a black box in the following chapter.
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C h a p t e r 7

THE BI-EMBEDDABILITY RELATION BETWEEN
UNCOUNTABLE GROUPS

The results presented in Section 7.1 are joint work with L. Motto Ros and are
contained in [MilMot]. Section 7.2 is based on [Cal].

7.1 The bi-embeddability relation between uncountable groups
is invariantly universal

In this section we analyze the complexity of the bi-embeddability relation between
groups of size κ, for a fixed infinite κ = κ<κ. We derive the following theoremwhich
a general version of Theorem 3.1.1.

Theorem 7.1.1 (C., and Motto Ros). Let κ be any uncountable cardinal such that
κ<κ = κ. Thus, the embeddability relation vκGROUPS and the bi-embeddability
relation ≡κGROUPS are both strongly invariantly universal.

Let vκGROUPS be the embeddability quasi-order on the space of κ-sized groups.

Theorem 7.1.2 (essentially [Wil14]). For every infinite cardinal κ, the quasi-order
vκGRAPHS Borel reduces to vκGROUPS.

As reported in Section 3.1 (cf. Theorem 3.1.2), Theorem 7.1.2 was proved by
Williams for κ = ω but the same argument works for uncountable cardinalities.
Recall that the proof produces a map sending each graph G of cardinality κ with set
of vertices V = {vα | α < κ} to the group H (G) presented by

〈V | RG〉,

where RG is the smallest set which is symmetrized and contains the following words

• v7α for every α < κ;

• (vαvβ)11 for every (vα, vβ) ∈ G;

• (vαvβ)13 for every (vα, vβ) < G.
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When G is in the space of graphs on κ, we can identify H (G) with a corresponding
element in the space of groups on κ in such a way that the map G 7→ H (G) is Borel.

In view of Theorem 6.0.10, the following result is immediate.

Corollary 7.1.3. If κ is a cardinal such that κ<κ = κ, then the relation vκGROUPS is
complete for analytic quasi-order.

In this section we strengthen Corollary 7.1.3 by proving the analogue of Theo-
rem 3.1.1 for uncountable groups.

We recall a property satisfied by all H (G). Recall that a piece for the group presented
by 〈V | R〉 is amaximal common initial segment of two distinct r1, r2 ∈ R. It is easily
checked that for every graph G, the set RG satisfies the following small cancellation
condition:

if u is a piece and u is a subword of some r ∈ R, then |u| <
1
6
|r |. C′

(
1
6

)
Groups 〈V | R〉 whose set of relators R is symmetrized and satisfies the C′

(
1
6

)
condition are called sixth groups. The only fact that we shall use about sixth groups
is the following theorem.

Theorem 7.1.4 ([LynSch]). Let H = 〈V | R〉 be a sixth group. If w represents an
element of finite order in H , then there is some r ∈ R of the form r = vn such that w
is conjugate to a power of v.

In the next proposition we use the same terminology as the one of [HodgesModel]
on interpretations of structures. Recall the following definition.

Definition 7.1.5. If A and B are two structures over the languages K and L,
respectively, an interpretation Γ of A into B is given by

(I) a L-formula ∂Γ(x);

(II) aL-formula φΓ(x0, . . . , xn) for each unnested atomicK -formula φ(x0, . . . , xn);
and

(III) a surjective map fΓ : ∂Γ(B) → A;

such that for all unnested atomic K -formulæ φ(x0, . . . , xn) and all b̄ = b0, . . . , bn ∈

∂Γ(B), we have

A |= φ[ fΓ(b0), . . . , fΓ(bn)] ⇐⇒ B |= φΓ[b0, . . . , bn].
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Fix an infinite cardinal κ. We now show that every graph G of cardinality κ can be
interpreted into the group H (G) in a strong sense. It may be worth pointing out that
this fact is true for any infinite cardinal κ.

Consider the following Lκ+κ-formulæ in the language of groups (where 1 is the
constant symbol for the unit of the group).

n−1∧
k=1

xk , 1 ∧ xn = 1. (Ordn(x))

Remark 7.1.6. If H (G) |= Ord7[a], then a has order 7 and Theorem 7.1.4 yields
that a = uv±k

α u−1 for some u ∈ H (G) and |k | < 7. Similarly, if H (G) |= Ordn[a]
for n ∈ {11, 13}, then a has order n and by Theorem 7.1.4 there are two distinct
α, β < κ such that the group element vαvβ has order n and a = u(vαvβ)±ku−1 for
some u ∈ H (G) and |k | < n.

Let Same(x, y) be the Lκ+κ-formula

Ord7(x) ∧ Ord7(y) ∧
[(

Ord11(x · y) ∧ Ord11(y · x)
)
∨(

Ord13(x · y) ∧ Ord13(y · x)
)]
. (Same(x, y))

If G(H) |= Same[a, b], we say that a and b are of the same type. Notice also that
the formula Same(x, y) is symmetric, i.e. for every group H of size κ and every
a, b ∈ H , we have H |= Same[a, b] if and only if H |= Same[b, a].

Lemma 7.1.7. If two distinct a, b are of the same type in G(H), then there exist
w ∈ G(H), k ∈ {−1, 1}, and two distinct α, β < κ such that a = wvk

αw
−1 and

b = wvk
βw
−1.

Proof. Since the group elements a and b have order 7, it follows from Theorem 7.1.4
that a = uvk

αu−1 and b = zv`βz−1 for some integer k, ` such that |k |, |` | < 7. Then,
the product a · b equals

uvk
αu−1zv`βz−1 (7.1.7.1)

and has order 11 or 13. By possibly applying an inner automorphism by some
w ∈ H (G), we can assume that z = 1 and that u does not start with any power
of vβ (which in particular implies that u−1 does not end with any power of vβ).
Therefore the product in (7.1.7.1) is cyclically reduced and equals to uvk

αu−1v`β. So,
by Theorem 7.1.4, it follows that (7.1.7.1) is the power of vγvδ for some γ, δ < κ.
Since no such words contain a generator and its inverse, we obtain that u = z = 1. So
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the product in (7.1.7.1) equals vk
αv

`
β. Then, it follows that α , β because otherwise

the order of this element would be 7 and not 11 or 13. Moreover, the only possibility
for k and ` is that they have the same value equal to 1 or −1 because otherwise the
order would be infinite. �

Let now gen(x) be the Lκ+κ-formula

∃y(Same(x, y)) (gen(x))

Remark 7.1.8. Notice that Lemma 7.1.7 implies that, whenever H (G) |= gen[a],
there are α < κ, k = ±1, and w ∈ H (G) such that a = wvk

αw
−1. Viceversa,

H (G) |= gen[wvk
αw
−1] for each α, k, and w as above.

Proposition 7.1.9. Let K = {R} be the graph language consisting of one binary
relational symbol R. Then there exist three formulæ ∂(x), (x = y)Γ, (R(x, y))Γ
in the language of groups such that for each graph G on κ, there is a function
fG : ∂(H (G)) → G so that the triple consisting of

(I) ∂(x),

(II) {(x = y)Γ, (R(x, y))Γ}, and

(III) fG,

is an interpretation Γ of G into the group H (G).

Proof. First let ∂(x) be gen(x), and for any graph G on κ let fG be the map sending
each element of H (G) of the formwvk

αw
−1 –with α < κ, k ∈ {−1, 1}, andw ∈ H (G)

– to the vertex α of G. Notice that by Remark 7.1.8 the elements of H (G) satisfying
∂(x) are exactly all the elements of such form, so fG is a surjection from ∂(H (G))
onto G.

Now consider the following formula in the language of groups:

∃z(Ord7(x · z · y · z−1) ∨ Ord7(x−1 · z · y · z−1)) ((x = y)Γ)

Claim 1. For every graph G on κ and every a, b ∈ ∂(H (G)),

G |= fG (a) = fG (b) ⇐⇒ H (G) |= (a = b)Γ.

�
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Proof of Claim 1. Let α, β < κ, k, ` ∈ {−1, 1}, and w, z ∈ H (G) be such that
a = wvk

αw
−1 and b = zv`βz−1, so that fG (a) = α and fG (b) = β.

The forward implication is obvious, because G |= fG (a) = fG (b) implies α = β.

For the backward implication, assume that H (G) |= (a = b)Γ and let c ∈ H (G)
be any element witnessing this. For the sake of definiteness, suppose that the first
disjunct is satisfied, so that

wvk
αw
−1czv`βz−1c−1

has order 7 in H (G). By possibly applying an inner automorphism, we can assume
that this element is cyclically reduced, and thus we can argue as in the proof of
Lemma 7.1.7 to obtain that α = β and k = `. Then fG (a) = α = fG (b), which
implies that the formula fG (a) = fG (b) is true in G. �

Then, consider the following formula in the language of groups:

¬(x = y)Γ ∧ ∃z
[
Same(x, z) ∧ (z = y)Γ ∧ Ord11(x · z)

]
((R(x, y))Γ)

Claim 2. For every graph G on κ and every a, b ∈ ∂(H (G))

G |= R[ fG (a), fG (b)] ⇐⇒ H (G) |= (R[a, b])Γ.

�

Proof of Claim 2. Let α, β < κ, k, ` ∈ {−1, 1}, and w, z ∈ H (G) be so that a =

wvk
αw
−1 and b = zv`βz−1.

Assume first that G |= R[ fG (a), fG (b)]. Since fG (a) = α and fG (b) = β and the
graph relation is irreflexive, we have α , β. By Claim 1, this implies in particular
that H (G) |= ¬(a = b)Γ. Let c = wvk

βw
−1, so that fG (c) = β = fG (b). Then

H (G) |= Same[a, c] ∧ (c = b)Γ, and clearly H (G) |= Ord11[a, c] by construction
of H (G) (here we use again the fact that G |= R[α, β]). Therefore c witnesses the
existential statement in (R[a, b])Γ, hence H (G) |= (R[a, b])Γ.

Suppose now that G 6 |= R[ fG (a), fG (b)]. By the definition of H (G), it follows that
the group element vα · vβ has order 13 in H (G). Consequently, for any c ∈ H (G)
of the same type of a such that H (G) |= [c = b]Γ, we have that a · c cannot have
order 11, hence that H (G) 6 |= (R[a, b])Γ. �



84

This concludes the proof. �

Corollary 7.1.10. For every formula φ( x̄) in the language of graphs there is a
formula φΓ( x̄) in the language of groups such that for every graph G on κ

G |= φ[ fG (ā)] ⇐⇒ H (G) |= φΓ[ā].

Proof. By induction on the complexity of φ( x̄). �

For the sake of brevity, we will call a group H of size κ a Williams’ group if it
is isomorphic to H (G) for some graph G of size κ. We are now going to show
that when κ is an infinite cardinal, there is an Lκ+κ-sentence ΦWil axiomatizing the
Williams’ groups of size κ. The sentence ΦWil will be the conjunction of some
sentences considered below.

Let ϕ0 be the Lκ+κ-sentence

∀x1, x2, x3, x4 *
,

x1 , x4 ∧
∧
1≤i≤3

Same(xi, xi+1) ∧
∧
1≤i≤2

Same(xi, xi+2)

→ Same(x1, x4)+
-

(ϕ0)

andϕ1 be the Lκ+κ-sentence

∃x, x′

Same(x, x′) ∧ ∀y



ω∨
N=1
∃x1, . . . , xN *

,

N∧
i=1

(Same(x, xi) ∧ Same(x′, xi))∧

∧
1≤i< j≤N

Same(xi, x j ) ∧ y = x1 . . . xN ∧
∧

1≤i≤ j≤N

xi · · · x j , 1+/
-




(ϕ1)

Let G be a κ-sized graph. Although the relation defined by Same(x, y) on H (G) is
not transitive,1 it is not hard to check that H (G) |= ϕ0. Moreover, if we let x = v0

and x′ = v1, it is straightforward to check that H (G) |= ϕ1.

Remark 7.1.11. If H is a group of cardinality κ and satisfies ϕ0 ∧ ϕ1, then there is
a set W ⊆ H such that W generates H , and all elements of W are pairwise of the
same type. Such a W can be obtained by fixing any two witnesses a, b ∈ H to the
existential quantifier at the beginning of ϕ1, and then letting

W = {a, b} ∪ {c ∈ H | H |= Same[a, c] ∧ Same[b, c]}.
1Given distinct α, β, γ < κ, let a = vα , b = vβ , and c = vβvγv

−1
β . Then it is easily observed that

H (G) |= Same[a, b]∧Same[b, c], but H (G) 6 |= Same[a, c] because a · c has infinite order in H (G).
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Since the cardinality of H is κ, the set W has size κ because it has to generate the
whole H by H |= ϕ1. The sentence ϕ0 takes care of the fact that distinct elements
in W are of the same type: if c, d are distinct elements of W \ {a, b}, then all of
(c, a), (c, b),(a, b), (a, d) and (b, d) are pairs of elements of the same type, and
thus H |= Same[c, d] because H satisfies ϕ0. Moreover, notice that, by the way
Same(x, y) was defined, a group element c and its inverse are never of the same type
because their product does not have order 11 or 13. So the basic fact that when c has
order 7 the inverse c−1 equals c6, plays a crucial role to argue that such W is a set of
generators. Finally, notice that when H = H (G) for some graph G of size κ, the set
W defined as above will be of the form W = {wvk

αw
−1 | α < κ}, where w ∈ H (G)

and k ∈ {−1, 1} only depend on the initial choice of a and b (see Lemma 7.1.7).

Recall that the relators of the group H (G), for any graph G, are of three possible
length: 7, 22, or 26. Define the following Lκ+κ-formulæ.

6∧
i=1

xi = xi+1. (Rel7(x1, . . . , x7))

Ord11(x1 · x2) ∧
10∧
i=1

(x2i−1 = x2i+1 ∧ x2i = x2i+2). (Rel22(x1, . . . , x22))

Ord13(x1 · x2) ∧
12∧
i=1

(x2i−1 = x2i+1 ∧ x2i = x2i+2). (Rel26(x1, . . . , x26))

Let now ϕ2 be the Lκ+κ-sentence

ω∧
N=1
∀x1, . . . , xN


x1 · · · xN = 1 ∧

N∧
i=1

gen(xi) ∧
N−1∧
i=1

xi · xi+1 , 1 ∧ x1 · xN , 1 →

(Rel7(x1, . . . , x7) ∨ Rel22(x1, . . . , x22) ∨ Rel26(x1, . . . , x26))

, (ϕ2)

where for each n ∈ {7, 22, 26}, we stipulate that Reln(x1, . . . , xn) is a contradiction
if N < n. It is not difficult to see that H (G) |= ϕ2 for every graph G of size κ.

Lemma 7.1.12. Let H be a group such that H |= ϕ2, and let a1 · · · aN be a product
of elements of H (for some 1 ≤ N < ω) such that H |= gen[ai] for every 1 ≤ i ≤ N

and a1 · · · aN = 1. Then a1 · · · aN belongs to the normal closure ncl(R) of the set
R = R(a1, . . . , aN ) consisting of the elements
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(i) a7
i for every 1 ≤ i ≤ N;

(ii) (ai · a j )11 for every 1 ≤ i < j ≤ N such that H |= Ord11[ai · a j];

(iii) (ai · a j )13 for every 1 ≤ i < j ≤ N such that H |= Ord13[ai · a j].

Proof. Suppose towards a contradiction that the statement is false, and let N be
smallest such that there is a product a1 · · · aN satisfying the hypothesis of the
lemma, but such that a1 · · · aN < ncl(R), where R = R(a1, . . . , aN ) is as above. By
minimality of N , we also have that ai · ai+1 , 1 for every 1 ≤ i < N , and that
a1 , a−1N . Since H |= ϕ2 and the premise of the implication is satisfied when setting
xi = ai for every 1 ≤ i ≤ N , then there is n ∈ {7, 22, 26} such that the product of the
first n factors is

(i) a7
1 if n = 7, or

(ii) (a1 · a2)11 with H |= Ord11[a1 · a2] if n = 11, or

(iii) (a1 · a2)13 with H |= Ord13[a1 · a2] if n = 13.

In each of the three cases, it follows that the product of the first n factors equals 1.
Consequently, the product

an+1 · · · aN

still satisfies the hypothesis of the lemma, and thus an+1 · · · aN ∈ ncl(R(an+1, . . . , aN ))
by minimality on N . Since R(an+1, . . . , aN ) ⊆ R(a1, . . . , aN ), we obtain that
a1 · · · aN ∈ ncl(R(a1, . . . aN )), a contradiction. �

Finally, let ϕgp the first-order sentence axiomatizing groups. Then ΦWil is the
Lκ+κ-sentence

ϕgp ∧ ϕ0 ∧ ϕ1 ∧ ϕ2. (ΦWil)

Remark 7.1.13. Notice that H (G) |= ΦWil for every κ-sized graph G.

Lemma 7.1.14. Let H be a group of size κ. If H |= ΦWil, then H is a Williams’
group, i.e., H � H (G) for some graph G of size κ.
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Proof. Given H such that H |= ΦWil, let W be a set of generators for H as in
Remark 7.1.11, and let (wα)α<κ be an enumeration without repetitions of W . By the
universal property of the free group we have H � F (W )/N , where F (W ) denotes
the free group on W and N is some normal subgroup of F (W ). Denote by RH the
smallest symmetrized subset of F (W ) containing the words

• w7
α for every wα ∈ W ;

• (wα · wβ)11 if H |= Ord11[wα · wβ];

• (wα · wβ)13 if H |= Ord13[wα · wβ].

For the way RH is defined, the normal closure ncl(RH ) of RH which is a (necessarily
normal) subgroup ofF (W ), is contained in N . Nowwe shall show that N ⊆ ncl(RH ).
Suppose that w ∈ N , namely, that the group element w · N is the unity 1 · N of H .
Say w = wα1 · · ·wαn for wα1, . . . ,wαn ∈ W . We can suppose that wαi+1 , w−1αi

for
every i < n. It follows by Lemma 7.1.12 that w is contained in the normal closure
of R(wα1, . . . ,wαn ), which is included in ncl(RH ) by definition of RH .

By the discussion above, it follows that N = ncl(RH ), therefore H � 〈W | RH〉. We
define a binary relation RG on κ by declaring for α, β < κ

α RG β ⇐⇒ wα · wβ has order 11 in H .

The relation RG is irreflexive because for every α < κ we have H |= gen[wα], so
wα has order 7 in H and thus wα · wα cannot have order 11 in H . Moreover, RG is
symmetric because for any two distinct α, β < κ, the group elements wα and wβ are
of the same type, and thus the order of wα ·wβ equals the order of wβ ·wα. It follows
that the resulting structure G = (κ, RG) is a graph on κ, and it is easily verified that
H � H (G) via the isomorphism wα 7→ vα. �

Remark 7.1.15. The construction given in the proof of Lemma 7.1.14 actually yields
a Borel map H 7→ GH from the space of groups on κ satisfyingΦWil to the space of
graphs on κ such that H � H (GH ) for each H |= ΦWil.

Now we have all the ingredients to prove the main theorem of this section, namely
Theorem 7.1.1. Indeed, it immediately follows from Theorem 6.0.10 and the fol-
lowing proposition.

Proposition 7.1.16. For every sentence ϕ in the language of graphs there is a
sentence φ in the language of groups such that vκϕ 'B v

κ
φ
.
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Proof. Given any sentence ϕ in the language of graphs, let φ be the sentence

ϕΓ ∧ΦWil,

where ϕΓ is as in Corollary 7.1.10. Let f be the quotient map of the Borel function

h : Modκϕ → Modκ
φ
, G 7→ H (G)

with respect to the bi-embeddability relation (on both sides). The range of h is
contained in Modκ

φ
by Corollary 7.1.10 and Remark 7.1.13, and its quotient map f

is well-defined because h witnesses Theorem 7.1.2. Moreover, by Lemma 7.1.14
and Corollary 7.1.10, for every κ-sized group H we have that H ∈ Modκ

φ
if and

only if there is G ∈ Modκϕ such that H � H (G). Notice that by Remark 7.1.15
such G = GH can be recovered in a Borel way. It follows that f is an isomorphism
between the relevant quotient spaces, and that the restriction of the map H 7→ HG to
Modκ

φ
is a Borel lifting of f −1. Therefore the map f witnesses that vκϕ 'B v

κ
φ
. �

7.2 The bi-embeddability relation between uncountable torsion-
free abelian groups

In this section we address the problem of determining the Borel complexity of the bi-
embeddability relation between κ-sized torsion-free abelian groups. Unfortunately,
the technique introduced in 3.3 to build countable torsion-free abelian groups cannot
be generalized to the uncountable cardinalities. So, we need to come up with a
differentmethods. At about the same timewhen JayWilliams proved Theorem 3.1.2,
Adam Przeździecki [Prz14] proved that the category of graph Graphs almost fully
embeds into the category of abelian groups Ab. That is, there exists a functor
G : Graphs → Ab such that for every two graphs T,V ∈ Graphs there is a natural
isomorphism

Z[Hom(T,V )] � Hom(GT,GV ),

where Z[S] denotes the free abelian group generated by the set S.

The functor G does not provide a Borel reduction from the bi-embeddability rela-
tion between countable graphs to bi-embeddability between countable torsion-free
abelian groups (in the classical framework) because it maps countable graphs to
groups of size the continuum.

A closer look at G reveals that it takes value on torsion-free abelian groups, and in
this section we modify it to produce a Borel reduction from the bi-embeddability
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relation on κ-sized graph to the bi-embeddability relation on κ-sized torsion-free
abelian groups. Such result together with Theorem 6.0.10 will give a proof of the
following theorem.

Theorem 7.2.1 (C.). For every uncountable κ such that κ<κ = κ, the embeddability
relation vκTFA between κ-sized torsion-free abelian groups is a complete Σ11 quasi-
order. Thus, the bi-embeddability relation≡κTFA between κ-sized torsion-free abelian
groups is a complete Σ11 equivalence relation.

Existence of abelian groups with prescribed endomorphism ring
The aim of this subsection is to state a variation of Corner’s realization theorem
for endomorphism rings ([Cor63]) that was pointed out by Przeździecki in [Prz14].
First we introduce the basic definitions on the natural completions of reduced torsion-
free abelian groups.

Until further notification let A = (A,+, 0) be an abelian group in additive notation.
We consider A with the natural (Z-adic) topology, i.e., the one defined by taking
{nA | n ∈ N r {0}}, as a basis of neighborhood of 0.

We also assume that A is torsion-free and reduced. Recall that A is reduced if its
only divisible subgroup is {0}. When A is torsion-free, A is reduced if and only if⋂

n∈N nA = 0. Thus, we have the following fact.

Fact 7.2.2. If A is reduced and torsion-free, then A is Hausdorff in its natural
topology.

Whenever A is Hausdorff, we can consider the natural completion Â of A, which ca
be defined as follows. Given n,m ∈ N, we write m � n if there is t ∈ N such that
n = mt. Then we set

Â B lim
←−−
n∈N

A/nA,

the inverse limit of inverse system of groups ({A/nA}n∈N, {πn
m}m�n), where

πn
m : A/nA→ A/mA, A + nA 7→ A + mA.

Lemma 7.2.3. If A is torsion-free, that Â is torsion-free too.

Now suppose that A is a ring whose underlying group is reduced and torsion free.
Thus, the natural topology on A is Hausdorff and it is easily checked that the
multiplication of A is continuos so that A is a topological ring. We can give
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Â a topological ring structure by extending the multiplication of A to its natural
completion.

We will consider the canonical map

ηA : A→ Â, a 7→ (a + nM | n ∈ N),

which is an injective2 ring homomorphism, thus ηA(A) ⊆ Â is a ring isomorphic to
A.

Theorem 7.2.4 (Przeździecki [Prz14]). Let A be a ring of cardinality at most 2ℵ0

such that its additive group is free. Then, there is a torsion-free abelian group
M ⊆ Â such that

(i) A ⊆ M as a left A-modules,

(ii) End(M) � A,

(iii) |A| = |M |.

A few comments on Theorem 7.2.4 may be of some help.

Remark 7.2.5. We stress on the fact that M is torsion-free as in the original result
stated by Corner. In fact, M is defined as a subgroup of Â, which is torsion-free by
Lemma 7.2.3.

Remark 7.2.6. For a better understanding of item (i) of Theorem 7.2.4, notice that
by construction M inherits the natural A-module structure from Â. The scalar
multiplication is defined by setting

a ∗ ā = ηA(a)ā, (7.2.6.1)

for every a ∈ A and ā = (an + nA | n ∈ N) ∈ Â. Moreover, condition (ii) of
Theorem 7.2.4 is proved by showing that for every h ∈ End(M), there exists a ∈ A

such that
h : M → M, m 7→ a ∗ m.

2It is injective because the ring is reduced.
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Proof of Theorem 7.2.1
In this section give the proof of Theorem 7.2.1. To this purpose we adapt the
embedding from the category of graphs into the category of abelian groups defined
in [Prz14] to show that the embeddability relation between κ-sized graphs Borel
reduced to bi-embeddability between κ-sized torsion-free abelian groups. Hence,
the statement of Theorem 7.2.1 will follow by Theorem 6.0.10.

Notation. We introduce some terminology we will adopt throughout this section

• Let Γ be a skeleton of the category of countable graphs; i.e., a full subcategory of
the category of countable graphs with exactly one object for every isomorphism
class. Without loss of generality, assume that every object in Γ is a graph over
a subset of ω.

• Let Wκ be a κ-sized universal graph, i.e., a graph of cardinality κ, which
contains all graphs of cardinality κ as induced subgraphs. Such graph exists
because we work under the hypothesis κ<κ = κ.

• Denote by [Wκ]κ the subspace of induced subgraphs of Wκ of cardinality κ.
We can identify [Wκ]κ with the κ+-Borel space of subsets of Wκ of cardinality
κ.

• For every graph T and every infinite cardinal λ, we denote by [T]<λ the set of
induced subgraphs of T of cardinality < λ.

• For every S ∈ [Wκ]<ω1 , we fix an isomorphism θS : S → σ(S), where σ(S)
denotes the unique graph in Γ which is isomorphic to S.

We stress on the fact that for technical reason it is convenient to regard [Wκ]κ, which
is a κ+-Borel space3, as the space of κ-sized graphs.

Now define
A B Z

[
Arw(Γ) ∪ {1} ∪ P f in(ω)

]
. (7.2.6.2)

That is, the free abelian group generated by the arrows in Γ, a distinguished element
1, and the finite subsets of ω. We endow A with a ring structure by multiplying the
elements of the basis as follows, and then extending the multiplication to the whole

3its topology is inherited from 2Wκ .
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A by linearity. For every a, b ∈ Arw(Γ) ∪ P f in(ω) let

ab =




a ◦ b if



a, b ∈ Arw(Γ)

a and b are composable

a′′b if



b ⊆ dom a

a � b is an isomorphism

0 otherwise

(7.2.6.3)

a1 = 1a = a. (7.2.6.4)

Remark 7.2.7. The definition of A in (7.2.6.2) differs from the one of [Prz14] for
including P f in(ω) in the generating set. These elements will play the crucial role
of “embeddability detectors” in Lemma 7.2.13.

Now observe that the ring A has cardinality 2ℵ0 and its additive group is free. So
let M be a group having endomorphism ring isomorphic to A as in Theorem 7.2.4.
Notice that the elements of A act on M on the left as in (7.2.6.1).

Definition 7.2.8. For every C ∈ Γ, let

GC B idC ∗ M .

Notice that if C, D ∈ Γ and γ : C → D, then γ ∈ A and thus induces a group
homomorphism Gγ from GC to GD by left-multiplication

Gγ : GC → GD idC ∗ m 7→ γ ∗ (idC ∗ m). (7.2.8.1)

Wemake sure that suchmap iswell defined as γ ∗ (idC ∗ m) = idD ∗ (γ ∗ (idC ∗ m)),
which is clearly an element of GD.

Now fix any T ∈ [Wκ]κ. For every S, S′ ∈ [T]<ω1 such that S ⊆ S′, the inclusion
map iS

S′ : S → S′ induces a map γS
S′ from σ(S) to σ(S′), the one that makes the

diagram below commute.

S S′

σ(S) σ(S′)

iS
S′

θS θS′

γS
S′
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The map γS
S′ is in Γ and thus it induces functorially a group homomorphism GγS

S′

as described in (7.2.8.1). For all S, S′ ∈ [T]<ω1 such that S ⊆ S′, let τS
S′ = GγS

S′.
We claim that ({Gσ(S)}, {τ

S
S′}S⊆S′

)
S,S′∈[T]<ω1 is a direct system of torsion-free abelian

groups indexed by [T]<ω1 , which is ordered by inclusion.

Definition 7.2.9. For every T ∈ [Wκ]κ, let

GT B lim
−−→

S∈[T]<ω1

Gσ(S) . (7.2.9.1)

For the sake of definiteness, every element of the direct limit in (7.2.9.1) is
regarded as the equivalence class [(m, S)] of an element of the disjoint union⊔

S∈[T]<ω1 Gσ(S) factored out by the equivalence relation ∼T , which is defined by set-
ting (m, S) ∼T (m′, S′) provided that there is S′′ ⊇ S, S′ such that τS

S′′ (m) = τS′
S′′ (m

′).
Such characterization for (7.2.9.1) holds because the poset of indexes is directed
(see [Rot]).

Notice that for every T ∈ [Wκ]κ, the group GT is abelian by definition, and it
is torsion-free as torsion-freeness is preserved by taking subgroups and colimits.
Moreover, we claim that GT has cardinality κ. It is clear that |GT | is bounded by
|
⊔
κ M | = κ, and each GT has at least κ distinct elements. To see the latter, consider

idC0 , where C0 stands for the unique graph with one vertex and no edges in Γ. For
sake of definiteness, suppose that C0 is the graph with no edges whose unique vertex
is 0. For every α < κ, let {α} denote the subgraph of T with the only vertex α.
It is clear that idC0 ∈ Gσ({α}). Moreover, for any distinct α, β ∈ κ, we have that
idC0 ∈ Gσ({α}) and idC0 ∈ Gσ({β}) represent two distinct elements of GT . For, if
S ⊇ {α}, {β}, then one has

τ{α}S (idC0 ) = γ
{α}
S idC0 = (0 7→ θS (α))

τ
{β}
A (idC0 ) = γ

{β}
S idC0 = (0 7→ θS (β)),

which are not equal as θS is bijective.

Next lemma basically states that G can be defined in a κ+-Borel way.

Lemma 7.2.10. There is a κ+-Borel map

[Wκ]κ → X κ
TFA T 7→ GT

such that, for every T ∈ [Wκ]κ, the group GT is isomorphic to GT .
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Proof. Let � be a well-ordering of B =
⊔

S∈[Wκ ]<ω1 Gσ(S). First consider the map

f : [Wκ]κ → 2B, T 7→
⊔

S∈[T]<ω1

Gσ(S) .

To see that f is κ+-Borel consider the basis of 2B given by the sets {x : B → 2 |
x((m, S)) = 1} and {x : B → 2 | x((m, S)) = 0}, for every (m, S) ∈ B. For any fixed
(m0, S0) ∈ B, one has

f −1({x : B → 2 | x((m0, S0)) = 1}) = {T ∈ [Wκ]κ | S ⊆ T }

which is κ+-Borel.

Then let g : Im f → 2B be the map defined by mapping f (T ) to the subset of
f (T ) which is obtained by deleting all of the (m, S) that are ∼T -equivalent (i.e.,
equivalent in the relation used to define the direct limit indexed by [T]<ω1) to some
point appearing before in the well-ordering �. One has

g( f (T ))((m, S)) = 1 ⇐⇒ S ⊆ T ∧ ∀(m′, S′) ≺ (m, S)((m′, S′) /T (m, S))

where (m′, S′) /T (m, S) is a shorthand for

@S′′ ⊇ S, S′′(τS
S′′ (m) = τS′

S′′ (m
′)).

Then, for every T , we define a group GT with underlying set κ and operation ?T

by setting α ?T β = γ if and only if the product of the α-th element and the β-th
element in g( f (T )) according to � is ∼T -equivalent to the γ-th element in g( f (T )).
Notice that there is a unique element in g( f (T )) which is ∼T -equivalent to such
product, thus the map T 7→ GT is well defined and is κ+-Borel. �

Next lemma is derived essentially as [Prz14].

Lemma 7.2.11. If T,V ∈ X κ
GRAPHS and T vκGRAPHS V , then GT vκTFA GV .

Proof. We first claim that if C, D ∈ Γ and γ : C → D is an embedding then
Gγ : GC → GD is one-to-one. Notice that by (i) of Theorem 7.2.4 and the definition
of GC one obtains

Z[ΓC ∪ P f in(C)] ⊆ GC ⊆

∧
Z[ΓC ∪ P f in(C)].
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Acting by left-multiplication, γ induces the injective map

〈γ〉 : Z[ΓC ∪ P f in(C)]→ Z[ΓD ∪ P f in(D)], a 7→ γa,

which in turn induces the injective map on the Z-adic completions

〈̂γ〉 :

∧
Z[ΓC ∪ P f in(C)]→

∧
Z[ΓD ∪ P f in(D)], ā 7→ γ ∗ ā. (7.2.11.1)

Comparing (7.2.11.1) with (7.2.8.1) it follows that Gγ is indeed the restriction of
〈̂γ〉 on GC , which implies that Gγ is injective because so is 〈̂γ〉.

Now let φ : T → V be a graph embedding. Then there exists a group homomorphism

Gφ : GT → GV, [(g, S)] 7→ [(GγS
φ′′S (g), φ′′S)],

where φ′′S is the point-wise image of S through φ and γS
φ′′S : σ(S) → σ(φ′′S) is the

map induced by φ � S, which is clearly a graph embedding. It remains to prove that
Gφ is one-to-one. So fix any [(g, S)], [(g′, S′)] ∈ GT such that [(g, S)] , [(g′, S′)].
Since [T]<ω1 is directed we can assume that S = S′ without any loss of generality.
One has

Gφ([(g, S)]) = [(GγS
φ′′S (g), φ′′S)],

Gφ([(g′, S)]) = [(GγS
φ′′S (g′), φ′′S)],

which are different elements of GV because GγS
φ′′S is injective. �

Now we are left to prove that GT vκTFA GV implies that T vκGRAPHS V . Let us first
point out that G is almost-full; that property is crucial in our argument. Given any
linear combination

∑
kiφi, ki ∈ Z and φi ∈ Hom(T,V ), one can define a group

homomorphism Ψ(
∑

kiφi) : GT → GV as follows. For any φi and S ∈ [T]<ω1 , let
δS

i be the function such that the diagram commutes

S φ′′i S

σ(S) σ(φ′′i S)

φi � S

θS θφ′′i S

δS
i
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Since δS
i is an arrow in Γ, it induces a group homomorphism

GδS
i : Gσ(S) → Gσ(φ′′i S) m 7→ δS

i ∗ m.

as observed in (7.2.8.1). Then we define

Ψ
(∑

kiφi
)
: GT → GV [(m, S)] 7→

∑
ki[(GδS

i (m), φ′′i S)].

Next theorem states thatG is an almost-full embedding according to the terminology
of [Prz14; GobPrz], and it can be proved arguing as in [Prz14].

Theorem 7.2.12 (Przeździecki [Prz14]). There is a natural isomorphism

Ψ : Z[Hom(T,V )]
�
−→ Hom(GT,GV ).

Nowwe come to the point where ourmodification becomes crucial. Since A contains
the finite subsets ofω, we use them and the property of almost-fullness ofG to detect
an embedding among φ0, . . . , φn when Ψ(

∑
i≤n kiφi) is one-to-one.

Lemma 7.2.13. For every two graphs T and V in X κ
GRAPHS, if GT vκGROUPS GV

holds then T vκGRAPHS V .

Proof. Let T,V be as in the hypothesis and h : GT → GV a group embedding. By
Theorem 7.2.12 we have

h = Ψ *
,

∑
i∈I

kiφi+
-
,

for some linear combination of graph homomorphisms φi ∈ Hom(T,V ). We claim
that there must be some i ∈ I such that φi is a graph embedding from T into V .
Suppose that it is not true, aiming for a contradiction. Since [T]<ω1 is direct, there
is some finite S ∈ [T]<ω such that, for every i ∈ I, the restriction map φi � S is not
one-to-one or does not preserve non-edges. Call d the vertex set of σ(S). Such d is
a finite subset ofω and is an element of Gσ(S) because d = idσ(S) ∗ d. Now consider
[(d, S)], the element of GT represented by d ∈ Gσ(S). Then [(d, S)] is a nontrivial
element and

h([(d, S)]) =
∑

ki[(GδS
i (d), φ′′i S)] =

=
∑

ki[(δS
i ∗ d, φ′′i S)] = 0

because if φi � S is not an embedding then neither so is the induced map δS
i . This

contradicts the fact that h is one-to-one. �
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Summing up the results of this section we have the following proposition.

Proposition 7.2.14. There is a κ+-Borel reduction from vκGRAPHS to vκTFA.

Proof of Theorem 7.2.1. Combining Proposition 7.2.14 with Theorem 6.0.10, it
follows that vκTFA is a complete Σ11 quasi-order provided that κ

<κ = κ holds. �
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A p p e n d i x A

REDUCTIONS AND ABSOLUTENESS

Let V be a fixed base universe of set theory and let P be a notion of forcing. Then
we will write VP for the corresponding generic extension when we do not wish to
specify the generic filter G ⊆ P. If R is a projective relation on the Polish space
X , then XVP , RVP will denote the sets obtained by applying the definitions of X, R

within VP. In particular, suppose that E is an analytic equivalence relation on the
Polish space X . Then the Shoenfield Absoluteness Theorem [Jec] implies that
XVP ∩V = X and EVP ∩V = E, that EVP is an analytic equivalence relation on XVP

, and that the following result holds.

TheoremA.0.1. If E, F are analytic equivalence relations on the Polish spaces X,Y

and θ : X → Y is a Borel reduction from E to F, then θVP is a Borel reduction from
E to F.

Next suppose that θ : X → Y is a ∆12 reduction from E to F;say,

θ(x) = y ⇐⇒ R(x, y) ⇐⇒ S(x, y),

for all x ∈ X and y ∈ Y ,where R is Σ12 and S is Π1
2 . Then, without further

assumptions on V and P, it is possible that RVP * SVP , that RVP only defines a
partial function from X to Y , and that S does not define a function. However,
it is easily checked that all of the relevant properties of R, S can be expressed by
Π1

3 statements. Thus the following result is a consequence of the Martin-Solovay
Absoluteness Theorem.

Theorem A.0.2 ([MarSol]). Suppose that κ is a Ramsey cardinal and that |P | < κ.
If E, F are analytic equivalence relations on the Polish spaces X,Y and θ : X → Y

is a ∆12 reduction from E to F, then θVP is a ∆12 reduction from E to F.
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