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Overview and main results

In theoretical particle physics and in the context of fundamental interactions
the leading role is played by Quantum Field Theories (QFTs), which have been
consistently harmonized in a gauge theory dubbed Standard Model. The mathe-
matical building blocks, i.e. the fields, are organized in a Lagrangian formalism
and associated to fundamental particles, providing an excellent agreement with
the experimental results involving electromagnetic, weak and strong nuclear in-
teractions. In this framework non-abelian gauge theories still represent one of
the most challenging puzzle. Indeed their high energy behavior is under control
thanks to the mechanism of asymptotic freedom, which means that the strength of
the interaction goes to zero for large energies. By contrast, their behavior at low
energies is far more difficult to treat: experimental evidences show that interac-
tions become strong enough to prevent complete separation of the quarks bound
in a hadron (mechanism of confinement), but the full theoretical understanding of
this phenomenon has remained elusive.

When interactions are weak, their effects can be approximated through the
perturbation theory, systematically developed using the Lagrangian formulation.
However, the calculation of higher order effects in the perturbation theory is rather
cumbersome and a number of additional effects cannot be seen within perturba-
tion theory. Understanding the strong coupling behavior of gauge theories appears
a hopeless task from this point of view, since it would require a complete resum-
mation of both perturbative and non-perturbative contributions. Therefore, new
techniques and different theories need to be introduced.
Some progress has recently been made on this issue: a way to deepen our knowl-
edge about non-perturbative methods in QFTs is by applying new constraints com-
ing from additional symmetries.

The main example of this procedure is the introduction of supersymmetry
(SUSY), which organizes bosons and fermions in supermultiplets, associating a
"superpartner" to each particle. Supersymmetry is not realized in nature at acces-
sible energies but it represents a powerful tool to drastically simplify computation
in field theories: it implies that quantum corrections from bosonic degrees of free-

vii



viii Overview and main results

dom partially cancel against similar contributions from fermionic ones, leading to
systems sufficiently constrained to give some exact results. A powerful example
of this mechanism is supersymmetric localization, which is able to reduce the path
integral to a finite dimensional integral.

Another effective method to obtain highly constrained results in QFTs by
means of the implementation of further symmetries is conformal symmetry. Its
physical relevance derives from enabling QFTs to enjoy scale invariance promoted
also at the quantum level. Conformal invariance has emerged in many contexts of
high energy physics, as a signal of asymptotic freedom of QCD, or in its extremely
powerful two-dimensional version, where it enjoys an infinite number of symme-
try generators. Recently Conformal Field Theories (CFTs) have led to remarkable
achievements also in case of the insertion of conformal defects, which are intrin-
sically interesting for phenomenological interests, but also can act as probes to
explore topological sectors of special theories.

The natural playground where to explore non-perturbative effects and where
to apply the just outlined symmetries is represented by String Theory, where it is
possible to realize gauge theories through the insertion of D-branes, as well as to
build consistent quantum field theories including the gravitational interaction, re-
alizing a proper quantum gravity theory. Within this framework, one of the most
important results in recent theoretical physics was born, namely the AdS/CFT
correspondence [4–6]. It relates a ten-dimensional supergravity (SUGRA) theory
on a AdS5 × S 5 space and a four-dimensional gauge theory endowed with both
conformal symmetry an extended supersymmetry (N = 4) degree, in the limit of
large value of the rank of the gauge group.

The correspondence has passed many convincing tests, and one of the most
important observables in this context is represented by the Wilson loop [7]. The
Wilson loop operator was introduced in gauge theories in order to study the con-
finement mechanism of quarks. Indeed it represents a gauge invariant object,
whose vacuum expectation value (vev) measures the interaction potential between
a qq̄ pair. As a physical operator it represents the phase factor picked up by the
quarks moving along a closed loop C, so it is an example of non-local operator. In
the AdS/CFT context the Wilson loop vev has a well established dual object: the
vev 〈W(C)〉 corresponds to the partition function for a string moving in AdS5 ×

S 5 with boundary on C [8]. The precise match between the Wilson loop vev com-
puted using field theory techniques in aN = 4 SYM theory at the strong coupling
limit and the string partition function in the classical supergravity approximation
represents one of the best examples of the validity of AdS/CFT duality.

Precisely the Wilson loop operator plays a major role also in the present thesis,
thanks to its capacity to relate many aspects of theoretical physics, even beyond
the AdS/CFT correspondence. In supersymmetric theories with extended SUSY,
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the Wilson loop vacuum expectation value has been computed exactly using su-
persymmetric localization, reducing the partition function to a finite dimensional
matrix model on a four sphere [9]. Such achievement has opened the doors to sev-
eral examples of exact results in supersymmetric theories, especially those with
a Lagrangian formulation, where the power of localization enables to obtain in-
formation about field theoretical observables. On the other hand, in the context
of CFTs, the Wilson loop represents the simplest example of non-local operator,
which behaves as a conformal defect. Therefore it represents the reference object
also for many applications of defect conformal symmetry to generic (also non-
Lagrangian) theories, for example inside the conformal bootstrap program.

From these observations the main goal of the present work follows: consider-
ing a N = 2 Lagrangian theory which is conformal at the quantum level (namely
the beta function coefficient vanishes for all the perturbative orders), we want
to exploit the interplay between the extended supersymmetry achievements, es-
pecially regarding exact results thanks to localization techniques, and the defect
conformal theory results. In particular, after the insertion of an extended probe
(the Wilson loop) which explicitly affects the vacuum of the theory, we study the
residual symmetry pattern and we constrain special classes of observables using
DCFT techniques. Then we exploit the localization approach and derive matrix
model techniques to perform explicit computations on the field theory side.

The fruitful combination of the these two general techniques will be clearer
throughout this dissertation.

Outline of the thesis
This thesis is based on the original work presented in the following papers [1–3]:

• M. Billò, F. G., P. Gregori and A. Lerda,
“Correlators between Wilson loop and chiral operators inN = 2 conformal
gauge theories,” JHEP 1803 (2018) 193, [arXiv:1802.09813 [hep-th]].

• M. Billò, F. G., and A. Lerda,
“BPS Wilson loops in generic conformal N = 2 SU(N) SYM theories,”
JHEP 1908 (2019) 108, [arXiv:1906.07085 [hep-th]].

• L. Bianchi, M. Billò, F. G., and A. Lerda,
“Emitted radiation and geometry,” JHEP 01 (2020) 075, [arXiv:1910.06332
[hep-th]].

The thesis introduces and describes the content of these papers without a pure
chronological order, but rather trying to follow the conceptual path across the
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publications. The main original contributions can be found in Chapters 3, 5 and
6.

Part I is devoted to a collection of introductory material and to the computa-
tion of the vacuum expectation value of a 1/2 BPS Wilson loop in a genericN = 2
superconformal theory with gauge group SU(N).
In particular, Chapter 1 contains a fast introduction to the physical set up. The
additional symmetries with respect to a generic QFT, supersymmetry and confor-
mal invariance, are described with the goal of introducing some concepts which
are needed in the following. Next, we give the notion of Wilson loop operator in
a gauge theory and its supersymmetric extension.
In Chapter 2 we provide additional (and more specific) tools. We describe all
the tools for perturbative computations, namely the Lagrangians and the Feynman
rules for extended SUSY theories, using the N = 1 superspace formalism. We
reserve a specific attention to the description of the “difference theory” between
N = 2 and N = 4. Afterwards, we review the methods to place a N = 2 theory
with rigid supersymmetry on a curved space: this is useful both to place N = 2
Lagrangian theories on four-dimensional spheres and ellipsoids and to derive the
matrix model which comes out the localization computation. All these ingredients
are the main building blocks for the computations of the following Chapters.
Chapter 3 contains the explicit computation of the Wilson loop vev in a N = 2
theory with SU(N) gauge group, both at finite N and in the large-N limit, using
the interacting matrix model provided by localization results. We single out some
families of theories for which the Wilson loop vev approaches the N = 4 result
in the large-N limit, in agreement with the fact that they possess a simple holo-
graphic dual. At finite N and in the generic case, we explicitly compare the matrix
model result with the field-theory perturbative expansion up to a four-loop order,
finding perfect agreement. Organizing the Feynman diagrams as suggested by the
structure of the matrix model turns out to be very convenient for this computation.

Part II is devoted to the computation of specific classes of observables in-
side the vacuum affected by the presence of this extended probe, following the
approach of Defect Conformal Field Theories, combined with the localization
achievements.
Chapter 4 is a collection of background material for study correlation functions
in presence of conformal defect. After reviewing the explicit symmetry breaking
pattern and the restricted conformal group, we construct and list the correlation
functions of bulk and defect operators, concentrating on classes of correlators
whose kinematics is completely fixed by the residual conformal invariance. We
study energy-momentum conservation in presence of the external probe, in par-
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ticular for a one-dimensional defect, which corresponds to the case in analysis in
this thesis.
In Chapter 5 we study the first example of correlation function in presence of a
Wilson loop, namely correlators of chiral primary operators. The residual con-
formal symmetry fixes the kinematic factor of the one-point functions, while the
presence of supersymmetry still allows to exploit the localized matrix model to
compute the one-point coefficient in terms of the coupling dependence. The com-
parison between the S 4 matrix model and the flat space perturbative computations
is performed, up to a disentangling procedure from the sphere to the plane.
Chapter 6 contains a roadmap of the results in four dimensional superconformal
theories for the emitted energy from a charged particle in an accelerated motion,
represented by the Wilson loop. The Bremsstrahlung radiation can be related to
the one-point function of the stress-energy tensor in presence of the Wilson loop.
In N = 4 this observable is related to the chiral one-point function, so perfectly
captured by supersymmetric localization on the four sphere, producing an exact
result which links many observables of the theory. We analyze the same compu-
tation in the less symmetric N = 2 SCFT case, and we prove that a stress tensor
supermultiplet insertion is related to a small variation of the sphere geometry,
which becomes an ellipsoid. Therefore, using general properties of the geometric
background and of residual conformal symmetry, we provide an exact formula for
the Bremsstrahlung radiation in terms of a matrix model on a squashed sphere,
and we derive a perturbative structure of the result, which can be organized in a
transcendentality expansion.

Finally Part III contains all the technical material collected in three Appen-
dices.
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Wilson loops in supersymmetric
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Chapter 1

Introduction

In this Chapter we provide an introduction to the real core of the thesis, with
the special goal of outlining the general philosophy, namely the study of Quantum
Field Theories endowed with additional symmetries: this top-down approach is
an ideal way to compute observables of general interest for theoretical physics,
and in general it represents a functional playground to understand the behavior of
more realistic theories.

The plan of the Chapter is the following. In Section 1.1 we give a brief in-
troduction to supersymmetric theories, and in particular we concentrate on the
extended SUSY case, whose field content and some specific features are outlined.
Section 1.2 is an introduction on conformal symmetry. In this case also we simply
point out the main concepts we will need in the following; a special Subsection
is devoted to the embedding formalism, which we will strongly use to constrain
DCFT correlators. In Section 1.3 we describe superconformal algebra and a spe-
cial class of operators belonging to superconformal representations, namely the
chiral primaries. Finally in Section 1.4 we describe the role of Wilson loops in
gauge theories, also in their supersymmetric extension.

1.1 Supersymmetry

Supersymmetry relates the two classes of elementary particles, namely of in-
teger spin (bosons) with particles of half-integer spin (fermions). For a detailed
introduction to this broad topic see for example [10–12]. Historically the intro-
duction of SUSY invariance has represented a way out of the Coleman-Mandula
no-go theorem [13], which states that the only possible continuous symmetries of
a consistent QFT are Poincarè × Internal Symmetries G. The Poincarè algebra

3



4 1. Introduction

reads:

[Pµ, Pν] = 0 , (1.1.1a)
[Mµν,Mρσ] = i(ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ) , (1.1.1b)

[Mµν, Pρ] = i(ηρνPµ − ηρµPν) , (1.1.1c)

while internal global symmetry algebra generated by Ta and with structure con-
stants fabc is given by:

[Ta,Tb] = i fabcTc . (1.1.2)

The Coleman-Mandula theorem has been evaded in 1975 by Haag, Lopuszan-
ski and Sohnius [14] by weakening one of its assumptions: the only possible
consistent extension is to include a set of N +N anticommuting f ermionic gen-
erators, (QIα , Q̄

I
α̇), where I = 1, . . . ,N and α, α̇ = 1, 2 are spinorial indices.

This implies that supersymmetry is not an internal symmetry, but an extension
of Poincarè space-time symmetries. Since the SUSY generators transform bosons
into fermions (and viceversa); thus this symmetry naturally mixes radiation with
matter.
The Super-Poincarè algebra adds the following commutation rules to the previous
(1.1.1) and (1.1.2): [

Pµ,QIα
]

= 0 , (1.1.3a)[
Mµν,QIα

]
= i

(
σµν

)β
α

QIβ , (1.1.3b){
QIα , Q̄

J

β̇

}
= 2σµ

αβ̇
Pµδ

IJ , (1.1.3c){
QIα ,Q

J

β

}
= εαβZIJ , (1.1.3d)[

QIα ,Tc

]
= (Bc)IJQJα . (1.1.3e)

We refer to Appendix A for all our notations and conventions. Some important
remarks about (1.1.3):

• Equation (1.1.3b) follows from the fact that QI
α and Q̄I

α̇ are spinors of the
Lorentz group, and thus they can rise/lower the spin by half unit.

• Equation (1.1.3c) implies that the square of two SUSY transformations is a
translation. In theories with local supersymmetry this relation expresses the
invariance under a general coordinate transformation, namely a supergravity
theory.

• Equation (1.1.3d) introduces new objects, Z IJ = −ZJI that are bosonic gen-
erators commuting with all the other generators, therefore they are central
charges. They span an invariant subalgebra of the internal symmetry group
G.
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• From (1.1.3e) we see that Q’s carry a representation of G. Since they are
spinors, it follows that the largest possible internal symmetry group which
can act on the Q’s is U(N)R and this is called the R-symmetry group1.

Then the prescription for building a supersymmetric theory follows from the
standard field theoretical approach: we study the irreducible representations of
the super-Poincarè algebra. We get a set of supermultiplets, whose components
correspond to the common fields. The number N of SUSY generator cannot be
arbitrarily large: indeed, any supermultiplet contains particles with spin at least
large as N/4. Therefore N can be at most as large as 4 for gauge theories (maxi-
mal spin 1).

1.1.1 Theories with extended supersymmetry
Throughout the present work we will deal with theories with extended super-

symmetry, i.e. N = 2, 4, especially due to their special behavior at the quantum
level. In this Subsection we start by introducing the supermultiplets content in
terms of fundamental fields and their Lagrangian formulation.

Field contents

• N = 4
This is tha maximally supersymmetric gauge theory. There is a unique mul-
tiplet, the vector superfield:

– Vector: V =
(
Aµ, λ

I
α , φ

u
)
,

made of a gauge fields, four Weyl spinors (I = 1, . . . 4) and six real
scalars (u = 1, . . . 6), all in the adjoint representation of the gauge
group.

R-symmetry allows the four spinors to transform in the fundamental of
SU(4)R, the six real scalars in the rank 2 antisymmetric representation,
which is the fundamental of SO(6).

• N = 2
We have two superfields with the following (on-shell) degrees of freedom:

– Vector: V =
(
Aµ, λ

I
α , φ

u
)
,

with a gauge fields, two Weyl spinors (here the R-symmetry index
runs over I = 1, 2) and two real scalars (u = 1, 2), all in the adjoint
representation of the gauge group.

1For N = 4 the R-symmetry group is SU(4)R only, we will motivate this in Section 1.3
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– Hypermultiplet: H =
(
q, (ψq)α, q̃, (ψq̃)α

)
,

with two complex scalars and two Weyl fermions, in a generic repre-
sentation R of the gauge group.

Lagrangians

We write the Lagrangian for the pure Yang-Mills part (involving the vector
multiplet only) for both the theories:

LN=2,4
S Y M = Tr

{
−

1
4

FµνFµν +
θ

32π2 g2FµνF̃µν − iλ̄Iσ̄µDµλI + Dµφ
uDµφu+

+gCIJu λI[φu, λJ ] + gC̄uIJ λ̄
I[φu, λ̄J ] +

g2

2
[φu, φv]2

} (1.1.4)

where CIJu are the structure constants of the R-symmetry groups U(2)R and SU(4)R

which rotate the supersymmetry generators.
No matter can be inserted in a N = 4 theory in the usual sense, due to the strong
constraints of the larger amount of supersymmetries. In the N = 2 case, in-
stead, the SU(2)R symmetry action prevents the hypermultiplet part to have self-
interactions, so all the interactions with the matter part turn out to be gauge inter-
actions 2.
We will deepen our analysis on the extended supersymmetric Lagrangians through-
out Chapter 2, where we will define the set up to perform perturbative calculations.

Quantum behavior

We mention the most important advantage of a supersymmetric theory: it
makes quantum corrections much better behaved with respect to ordinary field
theories. These results about UV properties of supersymmetric theories can be
summarized in terms of non-renormalization theorems, in practice the constraints
imposed by the supersymmetry charges strongly fix the renormalization factors:

• The N = 4 theory enjoys the maximal constrains from supersymmetry: the
renormalization factors are trivial, and thus N = 4 SYM is perturbatively
finite; in other words it does not exhibit ultraviolet divergences [15]. That’s
a remarkable result, since having a vanishing gauge coupling β-function at
the full quantum level impliesN = 4 SYM is also superconformal invariant
[16–18]. We will exploit this feature in the following.

2An example of an interactive N = 2 Lagrangian can be found in Subsection 2.3.3, where we
will describe N = 2 theories on ellipsoids. To get the flat space version it is sufficient to switch
off all the background fields listed in (2.2.6)
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• In N = 2 the fact that the supermultiplets are made of N = 1 vector and
N = 1 matter multiplet, the presence of a non-abelian R-symmetry SU(2)R

and the non-renormalization rules for the interaction terms make a N = 2
theory one-loop exact in perturbation theory, i.e. the gauge coupling β-
function gets only one loop contributions [19].

1.2 Conformal symmetry
Conformal invariance arises as a bosonic extension of Poincaré group, intro-

ducing the addition of scale invariance. Such enhanced spacetime symmetry con-
strains many observables of the theories, such as correlation functions, in their
spacetime dependence. In the following of this Section we will keep the dimen-
sion d of the spacetime as generic, but our goal is to introduce conformal symme-
try only for d > 2. Again for a more detailed analysis see for example [20–22].

Given a d-dimensional space with a metric gµν(x), in general it transforms
under diffeomorphisms xµ 7→ x′µ as a rank-two tensor:

g′µν(x′) =
∂xα

∂x′µ
∂xβ

∂x′ν
gαβ(x). (1.2.1)

The conformal group is the subgroup of coordinate transformations that leaves
the metric tensor invariant up to a local scale change (x→ x′ = λx):

g′µν(x′) = Ω(x)gµν(x), (1.2.2)

where Ω(x) ≡ λ2(x) > 0. Taking an infinitesimal coordinate transformation (λ =

1 − ε)
xµ = x′µ + εµ(x) + O(ε2) , ε → 0 (1.2.3)

and asking a general coordinate transformation to satisfy (1.2.2), we obtain the
differential equation satisfied by εµ 3:

∂µεν + ∂νεµ =
2
d

(∂αεα)ηµν. (1.2.4)

The solutions to this equation are the parameters associated to the generators
which describe such transformations:

Translations Pµ = −i∂µ
Rotations Mµν = i(xµ∂ν − xν∂µ)

Dilatations D = −ixµ∂µ
Special Conformal Transformations Kµ = −i(2xµxν∂ν − x2∂µ)

(1.2.5)

3Notice how this equation simplifies for d = 2, see [23] for further details
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which satisfy the following algebra, which extends (1.1.1):

[Kµ, Pν] = 2i(ηµνD − Lµν) ,
[Pρ,Mµν] = i(ηρµPν − ηρνPµ) ,
[Kρ,Mµν] = i(ηρµKν − ηρνKµ) ,
[Mµν,Mρσ] = i(ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ) ,
[D, Pµ] = iPµ ,

[D,Kµ] = −iKµ ,

[Pµ, Pν] = [Kµ,Kν] = [D,Mµν] = 0.

(1.2.6)

We outline some of the main features of conformal invariance:

• The total number of generators, respectively

d +
1
2

d(d − 1) + 1 + d =
1
2

(d + 1)(d + 2), (1.2.7)

we can see that there exists an isomorphism between the conformal group
and SO(1, d+1), namely the Lorentz group on R1,d+1. In the next Subsection
we will review and exploit the isomorphism with SO(1, d+1), since it admits
a realization acting on Rd stereographically projected to the sphere S d and
embedded in the light cone of R1,d+1.

• For a generic metric gµν, satisfying (1.2.2), the infinitesimal transformation
(1.2.3) generates a small variation δgµν = 2εηµν. Using a definition of the
stress tensor Tµν as an operator measuring response to changing the metric,
the Hamiltonian of the theory changes by

∆H =

∫
dd xTµνδgµν ∝

∫
dd xT µ

µ . (1.2.8)

Hence a fundamental condition for a conformal invariant theory is the trace-
lessness of the stress tensor.

• Since [D, Pµ] , 0, dilatation symmetry implies that the mass spectrum is
either continuous or all masses are zero. Thus conformal theory cannot be
interpreted in terms of particles: no S -matrix exists and the only observables
are the correlation functions.

• We note that {Kµ,Mµν,D} generate a subalgebra which, when exponentiated,
corresponds to the stability group of the transformations that leave the point
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x = 0 invariant. Indeed, choosing a classical multicomponent field Φ(x)
belonging to an irreducible representation of the Lorentz group, we have:

MµνΦ(0) = S µνΦ(0),
DΦ(0) = −i∆Φ(0),
KµΦ(0) = 0,

(1.2.9)

The first relation defines the spin of the field Φ, where S µν forms a finite
dimensional representation of the Lorentz group.
The second relation defines the conformal dimension of the field Φ, which
specifies its behavior under a dilatation x→ λx:

Φ(x)→ λ∆Φ(λx) (1.2.10)

To understand the last relation of (1.2.9), we translate it outside the origin
using PµΦ(x) = −i∂µΦ(x). From the conformal algebra (1.2.6), we read that
Pµ raises the scaling dimension of the field, whereas Kµ lowers it. Since in
unitary CFT there is a lower bound on the dimensions of the field, we can
define all the fields annihilated by Kµ as conformal primary operators, or
simply primaries. By acting with Pµ we can construct the whole tower of
operators with dimension ≥ ∆, defined descendants of Φ.

• A final remark which is important to to realize is that conformal invariance
at the quantum level does not follow from classical conformal invariance.
Indeed, a quantum field theory does not make sense without a regularization
prescription that introduce a scale in the theory; this scale breaks the con-
formal symmetry, except at the renormalization-group fixed point. Hence
conformal symmetry in a QFT, namely the tracelessness of the stress ten-
sor also at the quantum level, is associated to the vanishing of the Callan-
Symanzik β function. We will find the concept of conformal invariance at
the quantum level throughout all the the corp of this thesis.

1.2.1 Correlation functions and OPE
We briefly outline how conformal invariance constrains the observables of a

theory, namely correlation functions. We consider correlators between primary
fields only, since any descendant can be simply written as a convergent series of
differential operators acting on primaries.

The one-point function of a generic operator φ∆(x) is constrained by covari-
ance under translations, which implies that it must be a constant, scale invariance
fixes it to be zero. Then in a CFT vacuum expectation values (v.e.v) must vanish:

〈φ∆(x)〉 = 0 . (1.2.11)
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The two point function is constrained by translational and rotational invariance to
depend on r12 ≡ |x1 − x2|, while scale invariance and special conformal transfor-
mations impose that correlators with different conformal dimension must vanish.
Apart from a field normalization constant C, which can depend on the couplings
of the theory, a two point function is fixed to:

〈φ1(x1)φ2(x2)〉 =
C δ∆1,∆2

r∆1+∆2
12

. (1.2.12)

From similar constraining arguments, we write the result for the three point func-
tion:

〈φ1(x1)φ2(x2)φ3(x3)〉 =
C123

r∆1+∆2−∆3
12 r∆2+∆3−∆1

23 r∆1+∆3−∆2
13

. (1.2.13)

And here conformal invariance leaves the structure constants Ci jk undetermined.
Wilson’s idea [24] of Operator Product Expansion (OPE) produces further

constraints to higher order correlators of the theory. The idea states that we should
be able to replace a product of two local quantum operators, in the limit where they
are very close to each other, by an asymptotic series of operators. In a CFT we
have no dimensional constants and we are allowed to classify all local conformal
operators into primaries and descendants, so we can write the product as a sum
just over primaries φ∆:

φi(xi)φ j(x j)
xi→x j
=

∑
φ

fi jφ(x2
i j)Cφ(xi − x j, ∂ j)φ(x j). (1.2.14)

This formula is the starting point for many CFT techniques, such as the con-
formal bootstrap, that we will not use in the present thesis.

1.2.2 Embedding formalism
As already remarked, the conformal group on Rd is isomorphic to the Lorentz

group SO(1, d + 1). We can prove it, following the embedding formalism, mainly
due to P. Dirac [25], which provides a realization of conformal transformations as
linear coordinate transformations on the light-cone of R1,d+1. We also review this
method since it represents the best way to realize the constraints on correlation
functions coming from conformal symmetry.

We define embedding coordinates in R1,d+1

PM = (P0, xµ, Pd+1), (1.2.15)

where P0 is the time-like direction. Using now light-cone coordinates P± = P0 ±

Pd+1 we identify the generators (1.2.5) with the generators of the Lorentz group
JMN = −JNM as follows:

Jµν = Mµν , Jµ+ = Kµ , J+− = D , Jµ− = Pµ . (1.2.16)
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And now, comparing with (1.2.6), they correctly satisfy:

[JMN , JRS] = i(ηMSJNR + ηNRJMS − ηMRJNS − ηNSJMR) . (1.2.17)

While d-dimensional representations of the conformal group are non-trivial, we
find a natural action on the R1,d+1 space:

XM → X′M = ΛM
N

XN , ΛM
N
∈ SO(1, d + 1) . (1.2.18)

To get an action on Rd, one has to get rid of two extra coordinates:

• One dimension is eliminated by working on the R1,d+1 null cone P2 = 0,
which is invariant under the action of the Lorentz group.

• We get down to d dimension by declaring the light-cone to be projective:
P ∼ λP, λ ∈ R+. In general we have the freedom to take a section such that
the induced metric is Euclidean. The most common choice is to map x ∈ Rd

to a null point Px ∈ R1,d+1 in the so called Poincarè section

xµ → PM =
(
P+, P−, Pµ) = (1, x2, xµ) . (1.2.19)

This section is not preserved by the action of a generic element g ∈ SO(1, d+

1), but it is possible to define an action g̃ on the section by rescaling back
the point: writing

g PM = g(x)(1, x′2, x′µ) , (1.2.20)

we can define g̃ such that g̃x = x′, and g̃ is precisely a conformal transfor-
mation.

Fields on the light cone must coincide with the d-dimensional field on the eu-
clidean section (1.2.19). Therefore, we define a SO(1, d+1) tensor field FM1,...M`

(P)
with the following properties:

• Defined on the cone P2 = 0;

• Homogeneous of degree −∆: FM1,...M`
(λP) = λ−∆FM1,...M`

(P), λ > 0;

• Symmetric, traceless and transverse: (P · F)M2,...M`
= 0.

Then projecting F to the Poincarè section (1.2.19) automatically defines a sym-
metric tensor field on Rd:

fµ1,...,µ` =
∂PM1

∂xµ1
. . .

∂PM`

∂xµ`
FM1,...M`

(P) . (1.2.21)

Using this prescription we have a precise f ↔ F correspondence (see [26] for
further details) and conformal invariance of the result is guaranteed.
This formalism helps the computation of correlation functions, especially for spin
operators and in presence of a conformal defects, now we simply give a hint of
how it works.
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Examples of correlation functions

The two-point function of scalar primaries with scaling dimension ∆ on the
light cone is directly constrained by the SO(1, d + 1) Lorentz group:

〈φ(X)φ(Y)〉 =
C

(X · Y)∆
, (1.2.22)

where C is the same constant as (1.2.12). The above is the most general SO(1, d +

1) invariant expression consistent with scaling, since X2 = Y2 = 0 cannot appear.
To obtain the two-point function in the physical space, we project X and Y on the
section (1.2.19), i.e.

X =
(
X+, X−, Xµ) = (1, x2, xµ), Y =

(
Y+,Y−,Yµ) = (1, y2, yµ) , (1.2.23)

and we get the same expression as (1.2.12).
Similarly we provide an example for vector fields. In this case the most general
expression invariant under Lorentz symmetry is:

〈φM1(X)φM2(Y)〉 =
ηM1M2 −

XM1 YM2
X·Y

(X · Y)∆
, (1.2.24)

where at the numerator we recognize the usual transverse tensorial structure. The
projection to the section (1.2.23) returns:

〈φµ(x)φν(y)〉 =
δµν −

2(x−y)µ(x−y)ν
(x−y)2

(x − y)2∆
. (1.2.25)

In Chapter 4 we will see how this formalism can be sharpened for higher order
tensor fields and in presence of a conformal defect.

1.3 Superconformal symmetry
We introduced the two possible extensions of the Poincarè group, i.e. super-

symmetry and conformal invariance. It is possible to combine these two symmetry
groups generating an enhanced superconformal invariance.

We unify the super-Poincarè (1.1.3) and the conformal (1.2.6) algebras, but in
order to close it another spinorial generator S Iα is needed. This additional class
of generators commute with special conformal transformations Kµ, so that it plays
the same role of QIα for the translation operator Pµ. The full classification of super-
conformal algebras was given by Nahm [27], in this case we simply concentrate
on the four dimensional case.
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The N-extended superconformal algebra is dubbed SU(2, 2|N) and includes
(1.1.3), (1.2.6) and the following relations:{

QIα , S
J

β

}
= 2εαβδIJD − i(σµν)γαεγβδ

IJMµν − 4iεαβδIJR ,{
S Iα , S

J

β

}
= 2δIJσµ

αα̇Kµ ,
[
QIα , Pµ

]
=

[
S Iα ,Kµ

]
= 0 ,[

S Iα ,Mµν

]
= (σµν)βαS Iβ ,

[
S Iα ,D

]
= −

1
2

S Iα ,
[
S Iα , Pµ

]
= −iσµ

αα̇Q̄Iα̇ ,[
QIα ,Mµν

]
= (σµν)βαQIβ ,

[
QIα ,D

]
=

1
2

QIα ,
[
QIα ,Kµ

]
= iσµ

αα̇S̄ Iα̇ ,[
QIα ,R

]
= −i

(
4 − N

4N

)
QIα ,

[
S Iα ,R

]
= i

(
4 − N

4N

)
S Iα . (1.3.1)

The operator R is the generator of the U(1) factor of the U(N)R R-symmetry group.
We see that theN = 4 case is special because R commutes with QIα and Q̄Iα̇; that’s
why the R-symmetry group in this case is SU(4) and not the full U(4) as one would
expect.

We act with this enhanced algebra in a similar way we did in the conformal
case. There primaries were the operators annihilated by Kµ, while Pµ generated
the full tower of descendants. In a superconformal case the corresponding roles
are played by S Iα and QIα respectively. Therefore we define a superconformal
primary as the operator satisfying:[

S Iα ,Φ
]

=
[
S̄ Iȧ,Φ

]
= 0 , (1.3.2)

then the action of QIα and Q̄Iα̇ generates the tower of superconformal descen-
dants. A general superconformal primary is labeled by the quantum numbers
(∆, jl, jr, s, r) associated to dilatations, Lorentz and the R-symmetry su(2)R×u(1)R.

Among the superconformal primaries we select a special class of operators
that will play a central role in the following, namely the Chiral Primary Operators
(CPOs), denoted as O. These operators are superconformal primaries which are
also annihilated by all the Poincarè charges with a certain chirality[

Q̄Iα̇,O
]

= 0 , (1.3.3)

together with the anti-chiral primaries Ō annihilated by QIα . This structure pro-
vides a lot of constraints, so that CPOs enjoy many interesting properties:

• Unitarity of the CFT and the anticommutator
{
QIα , S

J

β

}
defined in (1.3.1)

imply that:

O : ∆ =
R
2
, jr = s = 0 ,

Ō : ∆ = −
R
2
, jl = s = 0 . (1.3.4)
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Moreover for SCFTs with a Lagrangian description all chiral primaries must
be Lorentz scalar, so with also jr = 0. The important point is that the
conformal dimension of CPOs is completely determined by their R-charge
R.

• In N = 2 conformal theories, CPOs parametrize the Coulomb branch of
vacua of the SCFT, where su(2)R is preserved and u(1)R is broken.

• The OPE of chiral primaries is non-singular due to the unitarity bound ∆ ≥

R/2. Therefore CPO generate the so-called chiral ring:

OI(x)OJ(0) =
∑

K

CK
IJOK(x) , (1.3.5)

where CK
IJ are the CFT structure constants. For Lagrangian N = 2 theories

the chiral ring is freely generated, namely there exists a finite-dimensional
basis such that any element of the ring can be written as a linear combination
of the basis elements. The number of generators of the chiral ring is the
dimension of the Coulomb branch of the SCFT.

We will deal with chiral primaries in Chapter 5, where we will compute their
correlation functions for N = 2 theories.

1.4 Wilson loop in gauge theories
We conclude this introductory Chapter by introducing the main ingredient,

namely the Wilson loop operator.
The high energy behavior of non abelian gauge theories like QCD is under

control thanks to the mechanism of asymptotic freedom: it is possible to treat
the theory using the standard perturbation theory approach, inserting dynamical
quarks as light degrees of freedom in the action. However, at low energies QCD
is confining, namely light quarks are not free in the vacuum, but they appear as
quark-antiquark pairs qq̄. In this case we need to introduce a different tool to face
this regime. The idea is to insert external heavy quarks that are no more dynamical
degrees of freedom, but in such a way that the distance between a qq̄ pair is fixed
in time. The physical object that defines and measures the interaction potential
Vqq̄ is dubbed Wilson loop, introduced by Wilson [28] in 1974.

The Wilson loop represents the phase factor picked up by an external quark
moving along a closed path and is the most general gauge invariant observable.
It is defined as the traced holonomy of the gauge connection Aµ(x) which take
values in the gauge algebra Aµ(x) = Aa

µ(x)T a:

W(C) =
1

dimR
TrR P exp

{
ig

∮
C

dxµ Aµ(x)
}
, (1.4.1)
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where dimR is the dimension of the representation R, g is the Yang-Mills coupling
and C is the path, parametrized by the vector xµ. The symbol P denotes the path-
ordering exponential. For example if we parametrize the curve as xµ = xµ(τ)
where τ ∈ [0, `], and we choose τ1 > τ2:

P exp
{

ig
∮

C
dxµ Aµ(x)

}
= 1 + ig

∫ `

0
dτ

[
ẋµ Aµ(x)

]
− g2

∫ `

0
dτ1

∫ τ1

0
dτ2

[
ẋµ1 ẋµ2 Aµ(x1)Aµ(x2)

]
+ . . .

(1.4.2)

In practice, the path-ordering keeps track of the non-commutativity of the gauge
algebra matrices, by imposing to preserve the order in performing the multiple
integrals in the expansion (1.4.2). In this way it ensures gauge invariance.

The Wilson loop is the most general gauge invariant operator and is related
to many important observables [29, 30]. We briefly mention here its relationship
with the quark-antiquark potential and its role in AdS/CFT, while throughout the
text we will analyze its connection with many other physical quantities.

1.4.1 Interquark potential from Wilson loops

We briefly describe the role of the Wilson loop for describing confinement
mechanism, since it helps to understand the real physical meaning of this operator.
We consider a rectangular loop, which describes a qq̄ pair created at t = 0 and
stretched at a certain distance R in the spatial direction and for a time length equal
to T . It is possible to prove that the vacuum expectation value of the Wilson loop
in Figure 1.1 is related to the quark-antiquark potential as:

〈W(C)〉 ∝ e−Vqq̄(R)T , T → ∞ . (1.4.3)

We can understand this as follows.
Adding static quarks to a gauge theory corresponds to insert an additional source
term to the action coupled to the gauge field. Schematically:∫

dt jµAµ =

∫
dt g

[
A0(xq) − A0(xq̄)

]
(1.4.4)

where gA0(xq) is the potential at the position of q. Therefore for large values of t,
〈W(C)〉 parametrizes the qq̄ potential. Now we see how equation (1.4.3) is a good
criterion for confinement.
The statement of confinement is equivalent to the presence of a constant force that
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t

x

T

R

q q̄

Figure 1.1: Rectangular Wilson loop

resists when one tries to stretch the qq̄ away: the two quarks cannot be separated
to an infinite distance with finite energy. So we have a linear potential

Vqq̄(R) ∼ σR , (1.4.5)

where σ is the “string tension”, which represents a confined flux tube. This string
is not a fundamental object, but rather an effective description of confinement.
The unconfined phase, instead, corresponds to the Coulomb static potential

Vqq̄(R) ∼
α

R
, (1.4.6)

which is indeed the typical behavior of the electrodynamic case.
We can observe the how these two regimes affect the Wilson loop vev. In a con-
fined theory like QCD we get:

〈W(C)〉 ∝ eσRT = e−σA , (1.4.7)

this behavior is precisely known as area law, since the vev scales with the area of
the loop. In a deconfined case like QED with external quarks we find:

〈W(C)〉 ∝ e−α
T
R . (1.4.8)

The Wilson loop vev here depends on the scale invariant quantity T/R. So we
distinguish two regimes, which clarify how the Wilson loop vev is interpreted as
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the order parameter of confinement.

lim
R→∞
〈W(C)〉 ∼ e−σA → 0 confined phase

lim
R→∞
〈W(C)〉 ∼ e−const →, 0 deconfined phase (1.4.9)

1.4.2 Supersymmetric Wilson loops
The Wilson loop has played a crucial role in AdS/CFT context [7, 8]. Here

we make a brief recap of the Maldacena construction and derive the expression of
supersymmetric invariant Wilson loop (often dubbed Maldacena-Wilson loops),
since we will strongly need its properties in the following.

Following the AdS/CFT conjecture, there exists a correspondence between
type IIB string theory compactified on AdS5 × S 5 and a four-dimensional N = 4
theory. The explicit realization involves the insertion of D3-branes, whose open
string sector realizes a N = 4 theory on the D3-brane worldvolume. The closed
string description reduces to a string theory on AdS5 × S 5. Within this set up, we
can introduce the concept of supersymmetric Wilson loop.

Following Polchinski’s idea [31], U(N) gauge theories are realized on a set of
N D-branes situated at the same point. Strings with endpoints on these branes are
massless and give rise to gauge fields Aa

µ. According to the Maldacena construc-
tion the insertion of D3 branes generates a N = 4 SYM theory on their world
volume. The way to insert a Wilson loop inside a N = 4 theory is to start from a
stack of N + 1 D3-branes, which realize a U(N + 1) gauge group, and to separate
one of them from the rest, see Figure 1.2. This procedure generates a Higgs mech-

Figure 1.2: The single brane separated from the stack of N branes acts as a probe
for the theory living on the stack worldvolume.

anism that breaks the gauge group to U(N)×U(1). The strings stretched along the
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N branes and the single brane have a state in the fundamental representation of
the unbroken U(N) gauge group. This state has a mass which is proportional to
the distance between the probe and the stack:

M =
1

2πα′
r . (1.4.10)

Taking r → ∞ we get an infinite mass state. Therefore, from the U(N) theory
point of view, the massive string state acts as a source term for the gauge fields.

Note that from the 10-d perspective this realization consists in placing theN =

4 gauge theory at infinity in the transverse direction. The infinitely heavy quark
is obtained having a string stretched in this 5-dimensional space, which in the
AdS5/CFT4 framework corresponds to a 5-dimensional AdS space. The Wilson
loop is a boundary condition for the string, and the string worldsheet stretches
between the contour C at infinity down to a finite point in AdS, forming a surface.
Therefore from the string perspective 〈W(C)〉 can be computed as the partition
function for a string with boundary on C

〈W(C)〉 = Zstring[C] ∼ e−
1

2πα′ A , (1.4.11)

where A is the area of the worldsheet.
In this string perspective we need to keep in mind that the massive string which

acts as a probe for the 4-dimensional gauge theory is also situated on the five-
sphere S5, parametrized by coordinates nu, u = 1, . . . , 6. The corresponding fields
are the 6 scalars φu of N = 4 SYM4. Therefore we expect the massive state
to be a source for a generalized supersymmetric Wilson loop in the fundamental
representation:

W(C) =
1
N

tr P exp
{

g
∮

C
dτ

[
i Aµ(x) ẋµ(τ) + nu(τ)φu(x)|ẋ|

]}
(1.4.12)

where xµ(τ) is a parametrization of the loop and nu is a 6-dimensional unit vector.
The object (1.4.12) preserves some of the supersymmetry charges. We act with a
supersymmetry variation starting from the SUSY variations of the bosonic fields:

δεAµ = λ̄Γµε ,

δεφu = λ̄Γuε , (1.4.13)

where (Γµ,Γu) are ten-dimensional matrices and the SUSY transformation param-
eter is a 10-dimensional Majorana-Weyl spinor. Then we have:

δεW[C] =
1
N

tr Pg
∮

C
dτλ̄

[
i Γµ ẋµ + nuΓu|ẋ|

]
ε exp

{
g
∮

C
dτ

[
i Aµ ẋµ + nuφu|ẋ|

]}
.

(1.4.14)
4This is also a key point of the correspondence: scalars of N = 4 transform under the SO(6)

group, which is the R-symmetry group from the SUSY point of view, but also the isometry group
of the five sphere
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The supersymmetry preserving condition is then:[
i Γµ ẋµ + nuΓu |ẋ|

]
ε = 0 (1.4.15)

The request to have global supersymmetry, i.e. a constant ε, induces a constraint
on xµ(τ) and nu(τ). The number of linearly independent ε’s satisfying (1.4.15)
determines the number of conserved supercharges. This analysis has been pursued
in a series of papers [32–36]. Throughout the full thesis we will concentrate on
the highest supersymmetric case, namely 1/2 BPS loops, which can be realized in
two possible ways.

• Straight line: We choose nu not depending on τ. The only solution in this
case is C equal to a straight line. With a parametrization such that |ẋ| = 1,
we differentiate (1.4.15) with respect to τ and we get:

iΓµ ẍµε = 0 . (1.4.16)

This implies that ẍ = 0 is the only solution. This means that in this case
W[C] commutes with all the Poincarè supercharges QI.

• Circular loop: it is possible to move from the straight line to a circular loop
using a conformal transformation (specifically an inversion). We will see
how this operation affects the computation of the vacuum expectation value.
In this case the Wilson loop is still 1/2 BPS but it preserves a combination
of Poincarè and conformal supercharges.

We also mention another class, which is not maximally supersymmetric, the lat-
itude loop. We can take the loop to be a non maximal circle, i.e. a latitude of
S 2 embedded in R4 and parametrized by the latitude angle θ0. This specific class
of operators, for cos θ0 , 0 are 1/4 BPS. We will meet a Wilson loop operator
belonging to this class in Section 6.2.

A similar classification can be performed in the less supersymmetric N = 2
case, the main difference lies in the number of scalars (in that case u = 1, 2, as
seen before) belonging to the vector multiplet. We will treat the 1/2 BPS Wilson
loop vev in N = 2, 4 theories in Chapter 3.





Chapter 2

N = 2 Superconformal field theories

This Chapter is focused on N = 2 superconformal field theories in four di-
mensions, which represent the main framework of the present thesis. We will not
review all the several features that N = 2 SCFTs enjoy (see the reviews [37, 38]
and the collection [39] for a detailed analysis of the recent results in this context).
Our goal is rather to collect a series of ingredients that we will use throughout the
thesis.

Section 2.1 contains all the formalism we will use to perform perturbative
computations on flat space R4. In particular, to fully exploit the presence of ex-
tended supersymmetry, we write the Lagrangians and Feynman rules following
the N = 1 superspace formalism [40].
From Section 2.2 we move to the description of N = 2 theories on curved space.
After an introduction on the general formalism, in Section 2.3 we discuss the con-
struction of N = 2 theories on four dimensional ellipsoids. This enables us to
introduce the idea of supersymmetric localization on compact spaces (in Section
2.4) and to review the shape of the N = 2 matrix models that will guide all the
perturbative computations in the following.

2.1 N = 2 Lagrangian on R4 in N = 1 superspace
formalism

We write the Lagrangian for a generic conformal N = 2 theory in a four-
dimensional Euclidean flat space with SU(N) gauge group. We follow the N = 1
superspace formalism, which is an important and well established way to con-
struct interacting Lagrangians, and is one of the main tools to be used in this
thesis. We will mainly follow the conventions and notations from Wess and Bag-
ger [11], but we will also present a new way to compute superFeynman diagrams.

21
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N = 2 theories contain both gauge fields, organized in a N = 2 vector multi-
plet which determines the pure Yang-Mills (YM) part, and matter fields, organized
in hypermultiplets. Therefore the generic action will be given by the sum

SN=2 = S YM + S matter (2.1.1)

In terms of N = 1 fields, the N = 2 vector multiplet is a combination of a
vector V with a chiral Φ multiplet, transforming in the adjoint representation of
the gauge group. Hypermultiplets in a generic representationR of the gauge group
are made of two chiral multiplets, Q in the representation R, Q̃ in the conjugate
representation R̄. Schematically:

Vector(N=2) =
(
V,Φ

)
adj of SU(N)

Hyper(N=2) =
(
Q, Q̃

)
representations R, R̄ of SU(N) . (2.1.2)

Comparing (2.1.2) with the field content described in Subsection 1.1.1, we can
recover the fundamental field content of N = 2 theories 1.
We build separately the Lagrangians for the gauge and the matter part. The gauge
theory action is:

S YM =
1

8g2

(∫
d4x d2θ tr(WαWα) + h.c.

)
+ 2

∫
d4x d2θ d2θ̄ tr

(
e−2gVΦ†e2gVΦ

)
−
ξ

4

∫
d4x d2θ d2θ̄ tr

(
D̄2VD2V

)
, (2.1.3)

where g is the gauge coupling and Wα is a chiral field corresponding to the superfield-
strength of V:

Wα = −
1
4

D̄2
(
e−2gV Dαe2gV

)
. (2.1.4)

See Appendix A for our notation for the covariant derivatives and spinor indices.
Some important remarks:

• From (2.1.3) after the θ integration, it is possible to obtain the expression
for the Yang-Mills action in terms of fundamental fields, namely (1.1.4).

• The last term in (2.1.3) specifies the gauge fixing, and the Fermi-Feynman
gauge (ξ = 1) will be our preferred choice.

• S YM should also contain a ghost contribution, which we omit since it is not
relevant in any of our calculations.

1Notice that the scalar fields φ1,2 of the vector multiplet here appear as ϕ, ϕ̄, scalar components
of the chiral/antichiral multiplets Φ, Φ†. See also (3.1.2) for our normalization
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• With our conventions, the total action S is negative defined, so it appears in
the path integral as exp[S ].

We expand the superfields V = VaT a, Φ = ΦaT a in terms of the generators T a in
the representation R of the gauge group, and then the action (2.1.3), expanded up
to second order, becomes:

S YM =

∫
d4x d2θ d2θ̄

(
− Va�Va + Φ†aΦa +

i
4

g f abc [D̄2(DαVa)
]
Vb (DαVc)

−
1
8

g2 f abe f ecd Va(DαVb)(D̄2Vc)(DαVd)

+ 2 ig f abc Φ†aVbΦc − 2g2 f abe f ecd Φ†aVbVcΦd + · · ·
)
, (2.1.5)

where the dots stand for higher order vertices of the schematic form gk Φ†VkΦ

with k ≥ 3. Here f abc are the structure constants of SU(N). The Feynman rules
following from this action are displayed in Figure 2.1.

Φ†Φ− propagator
θ1 θ2

ba
= δab e−θ1 p θ̄1 − θ2 p θ̄2 + 2θ1 p θ̄2 1

p2

p

V V − propagator
θ1 θ2

a b
= − δab

2
θ212 θ̄

2
12

p2

p

= 2igfabc

= − 2g2fabef ecd

= 1
4
igfabc

= − 1
8g

2fabef ecd

b b
c

a

d

a

c

b

c

b a

d

c

a

Figure 2.1: Feynman rules for the gauge part of theN = 2 theory that are relevant
for our calculations.

We write the action for the matter part:

S matter =

∫
d4x d2θ d2θ̄

(
Q†e2gV Q + Q̃e−2gV Q̃†

)
+

(
i
√

2g
∫

d4x d2θ Q̃ΦQ + h.c.
)

(2.1.6)
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We use a compact notation to specify the representation: Q and Q̃ have an index
u = 1, . . . , dimR, which includes also the case R is reducible, in particular when it
contains several copies of an irreducible representation2. Expanding at the second
order in V:

S matter =

∫
d4x d2θ d2θ̄

(
Q† uQu + 2g Q† uVa(T a) v

u Qv + 2g2 Q† uVa Vb(T a T b) v
u Qv

+ Q̃u Q̃†u − 2g Q̃u Va(T a) v
u Q̃†v + 2g2 Q̃uVa Vb(T a T b) v

u Q̃†v + · · ·

+ i
√

2g Q̃uΦa(T a) v
u Qv θ̄

2 − i
√

2g Q† uΦ† a(T a) v
u Q̃†v θ

2
)

(2.1.7)

The Feynman rules derived from this action are illustrated in Figure 2.2.

Q†Q− propagator
θ1 θ2

u v
= δuv e

−θ1 p θ̄1 − θ2 p θ̄2 + 2θ1 p θ̄2 1
p2

p

Q̃Q̃† − propagator
θ1 θ2

u v
= δuv e

−θ1 p θ̄1 − θ2 p θ̄2 + 2θ1 p θ̄2 1
p2

p

v

u

a

= ig
√
2(T a) v

u θ̄2

u

v

a

= −ig
√
2(T a) v

u θ2

v

u

a

= 2g(T a) v
u

u

v

a

= −2g(T a) v
u

v

u

= 2g2(T a T b) v
u

a

b

u

v

= 2g2(T a T b) v
u

a

b

Figure 2.2: Feynman rules involving the matter superfields that are relevant for
our calculations.

By expanding the superfields in terms of the superspace variables θ, θ̄ and
integrating over them one can recover the standard N = 2 action in components.

2For instance, if R is the direct sum of NF fundamental representations, here u = 1, . . . ,NF N
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2.1.1 Difference theory
We discuss a convenient diagrammatic method to produce perturbative com-

putations for theories with extended supersymmetry. This method has been ap-
plied in several contexts (see for example [1,41–48]). The idea is that there exists
a specific set of observables (like those we are considering in this thesis) which
are in common with the N = 4 theory, and that can be studied in the difference
between N = 2 and N = 4. This procedure allows to isolate the "pure" N = 2
correction and thus significantly reduces the number of Feynman diagrams to be
studied. We see the N = 4 theory as a pure YM N = 2 theory with the addition
of a hypermultiplet in the adjoint representation of the gauge group. Indeed the
unique N = 4 vector multiplet can be decomposed as:

Vector(N=4) =

Vector(N=2) =
(
V,Φ

)
adj of SU(N)

Hyper(N=2) =
(
H, H̃

)
adj of SU(N) .

(2.1.8)

The hypermultiplet components have an adjoint index Ha, H̃a, a = 1, . . .N2 − 1,
and their action S H has the same structure as S matter with Qu and Q̃u replaced by
Ha and H̃a and the generator components (Ta) v

u by the structure constants i fabc.
Thus we can write

SN=4 = S YM + S H . (2.1.9)

Doing the same substitutions on the Feynman rules of Figure 2.2 yields the Feyn-
man rules for the H and H̃ superfields.

From (2.1.1) and (2.1.9) it is easy to realize that the total action of our N = 2
theory can be written as

SN=2 = SN=4 − S H + S matter . (2.1.10)

Actually, given any observable A of the N = 2 theory, which also exists in the
N = 4 theory, we can write

∆A = AN=2 −AN=4 = Amatter −AH . (2.1.11)

Thus, if we just compute the difference with respect to theN = 4 result, we have to
consider only diagrams where the hypermultiplet fields, either of the Q, Q̃ type or
of the H, H̃ type, propagate in the internal lines, and then consider the difference
between the (Q, Q̃) and the (H, H̃) diagrams. Since the difference between the
actions S matter and S H lies in the representation of the gauge group only, we expect
the Q and H diagrams to have the same spacetime contributions. As we will
see performing some specific computations this is precisely what happens in the
conformal case. We show how this method works with a simple example.
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Example: one-loop scalar propagator

The tree level propagator for the adjoint scalar field ϕ of the vector multiplet
can be extracted from the propagator of the superfield Φ given in the first line of
Figure 2.1 by imposing θ1 = θ2 = 0:

∆bc
(0)(q) =

δbc

q2 . (2.1.12)

Since we consider conformal N = 2 theories, the quantum corrected propagator
will depend on the momentum only through the factor 1/q2, and by gauge sym-
metry it can only be proportional to δbc. So we will have

∆bc(q) =
δbc

q2

(
1 + Π

)
(2.1.13)

where Π is a g-dependent constant describing the effect of the perturbative correc-
tions.

At order g2 the first diagram we have to consider is

b c

Q

Q̃

q q

−k

k − q

3 4
1 2

= 2g2×TrR(T bT c)×
∫

ddk
(2π)d

1
(q2)2

1
k2(k − q)2 Z(k, q) .

(2.1.14)
Here, and in all following diagrams, we adopt the notation explained in detail in
Appendix C.2 (see in particular (C.2.1) and the following sentences): we write the
diagram as the product of three pieces:

• a normalization factor, 2g2 in this case, which takes into account the com-
binatorical factor and the strength of the vertices;

• the color factor;

• integral over the internal momenta, where the factor Z(k, q) is the result of
the integration over the Grassmann variables at each internal vertex 3 and,
according to the rules in Figures 2.1 and 2.2 reads

Z(k, q) =

∫
d4θ3 d4θ4 (θ3)2(θ̄4)2 exp

(
− 2 θ4 q θ̄3

)
= −q2 . (2.1.15)

3The Grassmann variables in the external points 1 and 2 are set to zero to pick up the lowest
component ϕ of the superfield, namely we have θ1 = θ̄2 = 0. Note that if we do not do this and
consider the propagator of the full superfield Φ the color factor remains the same.
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The momentum integral in (2.1.14) is divergent for d → 4; however in the differ-
ence theory we have to subtract an identical diagram in which the adjoint super-
fields H and H̃ run in the loop instead of Q and Q̃. This diagram has the same
expression except for the color factor which is now given by Tradj(T bT c). The
difference of the two diagrams is therefore proportional to

TrR(T bT c) − Tradj(T bT c) = Tr′R(T bT c) = C′bc . (2.1.16)

From now on, we will use the graphical notation introduced in Figure 2.3, accord-
ing to which a hypermultiplet loop stands for the difference between the (Q, Q̃)
and the (H, H̃) diagrams, with a color factor that is directly given by a primed
trace.

b c

− =

b bc c

TrR(T bT c) Tradj(T
bT c) Tr′R(T

bT c) = C ′
bc

Q

Q̃

H

H̃

Figure 2.3: One-loop correction to Φ propagator in the difference theory.

In particular, if we evaluate the color factor (2.1.16) using the conventions of
Appendix B:

C′b1b2
=

(
iR − iadj

)
δb1b2 = (iR − N) δb1b2 = −

β0

2
δb1b2 , (2.1.17)

where iR is the index of the representation R and β0 the one-loop coefficient of the
β-function of the corresponding N = 2 gauge theory. In superconformal theories,
one has β0 = 0. Thus the constant Π in (2.1.13) starts at order g4 and all diagrams
including the one-loop correction to the Φ propagator as a sub-diagram vanish.

2.2 Supersymmetric theories on curved spaces
We consider the problem of placing supersymmetric field theories on a non-

trivial manifold. The relevance of this problem has old origins [49], and in recent
years has encountered a renowned appeal, since it leads to the application of su-
persymmetric localization approaches. We briefly review the work of Festuccia-
Seiberg [50], who built a very general procedure. Then we see how this procedure
has been successfully applied to two specific cases, the four-dimensional sphere
and ellipsoid, which we will use in the following.
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2.2.1 Overview of the formalism
We consider a generic supersymmetric theory on a flat-space and our intention

is to uplift it to a supersymmetric theory on a curved space. Placing supersymmet-
ric field theories on a manifold with a curved metric generally breaks all flat-space
supercharge. If we simply minimally couple the theory to the metric gµν, we get a
curved-space supercharge Q for each covariantly constant spinor ζα:

∇µζα = 0 , (2.2.1)

where ζ is the SUSY parameter associated to the supercharge Q.
This equation is very restrictive, there are not so many compact four-manifolds
that admit covariantly constant spinors. However, the condition (2.2.1) can be
relaxed explicitly using the presence of supersymmetry.
In general, starting from the flat space gµν = δµν and defining a metric deformation
∆gµν, we add to the Lagrangian a term coupled to ∆gµν through the stress tensor:

gµν = δµν + ∆gµν , ∆L = −
1
2

∆gµνTµν + O(∆g2) . (2.2.2)

The additional term ∆L does not preserve supersymmetry because the stress ten-
sor is not a BPS operator, but in a supersymmetric theory Tµν is part of a supermul-
tiplet, which contains other bosonic and fermionic operators, generically denoted
as J i

B and J i
F . At the same time, gµν resides in a supergravity multiplet as well,

together with bosonic and fermionic fields Bi
B and Bi

F . As explained in [50], the
condition to be imposed is that the gravity multiplet must be set off-shell and acts
as a non-dynamical background. At this point the bosonic stress tensor superpart-
nersJ i

B can be coupled to corresponding bosonic background fieldsBi
B and added

to the Lagrangian (2.2.2):

∆L = −
1
2

∆gµνTµν +
∑

i

Bi
BJ

i
B . (2.2.3)

This construction is viewed as a rigid limit of dynamical off-shell supergravity.
The requirement that ∆L should preserve a supercharge Q corresponds to the
equation:

δQB
i
F = 0 (2.2.4)

These equations are composed by some non-trivial bosonic expressions involving
gµν, Bi

B and the spinor ζα corresponding to the supercharge Q. They determine
the allowed configurations for the bosonic background fields and the spinor pa-
rameter ζ. The described procedure is still pretty general (we will provide some
explicit examples in the following), but already at this level it allows some useful
considerations.
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• First of all, the fermionic sources Bi
F always include the gravitino Ψµα (also

in a minimalN = 1 theory), whose supersymmetry variation takes the form

δQΨµα = ∇µζα + . . . (2.2.5)

which therefore generalizes (2.2.1), involving (in the . . . part) specific con-
straints on the bosonic part of the supergravity multiplet. For this reason the
equations (2.2.5) are also known as generalized Killing spinor equations.

• Secondly, a rigid supersymmetric invariant theory is characterized by a full
set of bosonic background fields, namely specifying the metric does not
determine the background in a unique way. This fact can be seen by some
arbitrariness in the solutions of the Killing spinor equations (we will see
some specific examples about this fact).

• Finally, we stress that all this construction does not depend on the specific
content of the theory. If we restrict to cases with a Lagrangian description
in terms of fields, the transformation rules for the fields directly follow from
the corresponding off-shell supergravity rules.

2.2.2 N = 2 superconformal symmetry on Euclidean mani-
folds

We now specify to the case of theories with extended supersymmetry which
are also conformally invariant and can be studied by coupling the theory to confor-
mal supergravity. The approach follows the general procedure we described be-
fore, with some generalization which we try to stress. The equations to be satisfied
in this case are the conformal Killing spinor equations [51], which are a general-
ization of (2.2.4). Then, the higher level of supersymmetry increases the number
of constraints. In particular in the gravity supermultiplet we find another dynami-
cal fermion (the dilatino), in addition to the gravitino. Its supersymmetry variation
leads to additional differential equations involving the various background fields.
We outline the construction of a generic N = 2 superconformal invariant theory
on a curved space with Euclidean signature, following [52] and [53].

The fields of the conformal supergravity multiplet, also called Weyl multiplet,
are (see for example [54])

gµν , ψIµ , Tµν , T̄µν , M̃ , ηI , V0
µ , (Vµ)IJ , (2.2.6)

where gµν is the metric, ψIµ (with I = 1, 2 SU(2) R symmetry index) is the grav-
itino, Tµν and T̄µν are, respectively, real self-dual and anti self-dual tensors 4, M̃ is

4Do not confuse Tµν, written in an upright font, with the stress-energy tensor Tµν.
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a scalar field, ηI is the dilatino, and finally V0
µ and (Vµ)IJ are the gauge fields of

the SO(1, 1)R ×SU(2)R R-symmetry.
Superconformal symmetry is characterized by two pairs of Killing spinors

(ζαI, ζ̄ α̇I) and (ζ′
αI
, ζ̄′

α̇
I) associated to Q and S fermionic operators respectively.

On a Euclidean manifold, they are required to satisfy a reality condition, i.e. they
are symplectic Majorana-Weyl spinors:

(ζαI)† = εαβεIJζβJ = ζαI , (ζ̄α̇I)† = ε α̇β̇εIJ ζ̄β̇J = ζ̄ α̇I , (2.2.7)

and the same for ζ′
I
.

The condition for preserving supersymmetry is then

δ ψIµ = 0 , δ ηI = 0 , (2.2.8)

which translates into two sets of equations, associated to the variation of the grav-
itino and the dilatino. The gravitino equations read (we drop the spinor indices):

∇(V)
µ ζI + Tρλ σρλ σµ ζ̄I = −iσµ ζ̄

′
I
,

∇(V)
µ ζ̄I + T̄ρλ σ̄ρλ σ̄µ ζI = −iσ̄µ ζ

′
I
, (2.2.9)

while the dilatino equations:

σµ σ̄ν∇(V)
µ ∇

(V)
ν ζI + 4∇(V)

ρ Tµν σ
µν σρ ζ̄I =

(
M̃ −

R
3

)
ζI ,

σ̄µ σν∇(V)
µ ∇

(V)
ν ζ̄I + 4∇(V)

ρ T̄µν σ̄
µν σ̄ρ ζI =

(
M̃ −

R
3

)
ζ̄I . (2.2.10)

where R is the Ricci scalar.
The covariant derivatives here are improved with R-symmetry gauge fields and
read:

∇(V)
µ ζI = ∂µζI +

1
4

Ωmn
µ σmn ζI − i ζIV0

µ + i ζJVJ
µ I

,

∇(V)
µ ζ̄I = ∂µζ̄I +

1
4

Ωmn
µ σ̄mn ζ̄I − i ζ̄IV0

µ + i ζ̄JVJ
µ I

. (2.2.11)

Solving this equations in terms of the background fields of the gravity super-
multiplet allows to find the conditions to define a superconformal theory on a
generic curved space. This procedure has been pursued in [52] following a gen-
eral method, which limits the possible choices of gµν. The only constraints on the
metric gµν come from the gravitino equations and turn out to be the existence of
a conformal Killing vector. The dilatino equations do not impose conditions on
the geometry, but fix the background values of the supersymmetric partners, up to
some arbitrariness. Such arbitrariness will be an important point of discussion in
the following.

At this point we have all the ingredients to discuss the construction of N = 2
SCFTs on two specific backgrounds, the four dimensional sphere and ellipsoid,
that we are going to use in the following.
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2.3 Superconformal theories on ellipsoids

We buildN = 2 SYM theories on four-dimensional ellipsoids preserving rigid
supersymmetry. We follow the analysis of [53,55], whose conventions we largely
adopt. First we briefly review the four sphere subcase, in order to ease the gener-
alization to the ellipsoid.

2.3.1 Four Sphere

The problem of putting a four-dimensional theory with extended supersym-
metry was addressed by Pestun in a seminal paper [9]. The goal was to build a
Lagrangian on a compact manifold in order to perform supersymmetric localiza-
tion. We will briefly review Pestun’s result in the next Section.
The sphere case is particularly simple, since the Killing spinor equations have an
explicit solution without turning on any of the background fields of the supergrav-
ity multiplet. Therefore here the only main modification for the Lagrangian with
respect to the flat case is the coupling to the non-trivial metric. Given the metric
of a four sphere S 4 with radius r, described by polar coordinates ξµ = (ρ, θ, ϕ, χ)
and specified by the following vielbein one-forms 5 Em:

E1 = r sin ρ cos θdφ , E2 = r sin ρ sin θdχ , E3 = r sin ρdθ , E4 = rdρ ,
(2.3.1)

where ρ ∈ [0, π], θ ∈ [0, π/2], ϕ ∈ [0, 2π] and χ ∈ [0, 2π]. Since we want the
theory to preserve conformal invariance, the only variation with respect to the flat
space case is the addition of the R φ̄φ-term to the scalar kinetic term

Dµφ̄Dµφ −→
(
Dµφ̄Dµφ +

R
6
φ̄φ

)
, (2.3.2)

in such a way that the scalar fields of the vector multiplet are conformally coupled
to the sphere metric. The same happens for the scalar fields of hypermultiplets.
The problem of solving the Killing spinor equations has been addressed by [53].
After switching all Tµν , T̄µν , M̃ ,V0

µ , (Vµ)IJ off in equations (2.2.9) and (2.2.10),
it is possible to explicitly solve the four dimensional Killing spinor equations by
relating them to the three dimensional case [56]. We report here their result:

ζI = (ζ1, ζ2) =

(
sin

ρ

2
· κ+, sin

ρ

2
· κ−

)
ζ̄I = (ζ̄1, ζ̄2) = i

(
cos

ρ

2
· κ+,− cos

ρ

2
· κ−

)
, (2.3.3)

5The index m = 1, . . . , 4 runs over the flat directions.
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where κ± are the three-dim solutions.

κ± =
1
2

(
e

i
2 (±ϕ±χ−θ)

∓e
i
2 (±ϕ±χ+θ)

)
(2.3.4)

The square of the supersymmetry transformation from these Killing spinor solu-
tions gives rise to the Killing vector:

vµ∂µ = 2ζ̄Iσ̄µζI∂µ =
1
r

(∂ϕ + ∂χ) (2.3.5)

This solution is important since the strategy of [53] to perform a similar analysis
for the ellipsoid is to impose that the Killing spinors (2.3.3) are still Killing spinors
on the ellipsoid.

2.3.2 The ellipsoid geometry
A four-dimensional ellipsoid can be defined as the surface in R5 described by

the equation
x2

1 + x2
2

`2 +
x2

3 + x2
4˜̀2

+
x2

5

r2 = 1 . (2.3.6)

When ` = ˜̀ = r ≡ r, the ellipsoid becomes a round sphere S 4 of radius r. It is
convenient to introduce the squashing parameter

b =

√
`˜̀ , (2.3.7)

Again we adopt polar coordinates like in the sphere case, such that

x1 = ` sin ρ cos θ cosϕ ,
x2 = ` sin ρ cos θ sinϕ ,

x3 = ˜̀ sin ρ sin θ cos χ ,

x4 = ˜̀ sin ρ sin θ sin χ ,
x5 = r cos ρ ,

(2.3.8)

We denote the polar coordinates as ξµ, to distinguish them from the R5 coordinates
xM.

The ellipsoid metric gµν is simply given by the pullback of the flat Euclidean
metric of the embedding space R5, namely

gµν =
∂xM

∂ξµ
∂xN

∂ξν
δMN (2.3.9)
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In our coordinate system, this metric is not diagonal and the corresponding vier-
bein are

E1 = ` sin ρ cos θ dϕ , E2 = ˜̀ sin ρ sin θ dχ ,

E3 = f1 sin ρ dθ + f3 dρ , E4 = f2 dρ , (2.3.10)

where we defined three functions [53]

f1 =

√
`2 sin2 θ + ˜̀2 cos2 θ , f2 =

√
r2 sin2 ρ +

`2 ˜̀2

f 2 cos2 ρ ,

f3 =
˜̀2 − `2

f
cos ρ sin θ cos θ . (2.3.11)

It is easy to see that f1 → r, f2 → r and f3 → 0 when b → 1. Notice that since
the polar coordinates ξµ are dimensionless, the metric gµν carries dimensions of
(length)2; however, for the conformal invariant theories which we will consider,
these dimensions can always be scaled away.

2.3.3 Supersymmetric Lagrangians
We explicitly show how to couple theN = 2 Lagrangian to the non-dynamical

supergravity multiplet., following the procedure described before.
The action for aN = 2 SYM theory on an ellipsoid with squashing parameter

b has been derived in [53] and is given by

S b =
1
g2

∫
d4ξ

√
det g (LYM + Lmatter) (2.3.12)

The first term, LYM, accounts for the couplings of the gauge vector multiplet, which
comprises the gauge connection Aµ, the gaugino λI and its conjugate λ̄I, the scalar
fields φ and φ̄, and the auxiliary field DIJ – all in the adjoint of the gauge group
G. The explicit expression of LYM is

LYM = tr
[1
2

FµνFµν + 16Fµν(φ̄Tµν + φT̄µν) + 64 φ̄2TµνTµν + 64 φ2T̄µνT̄µν

− 4Dµφ̄Dµφ + 2
(
M̃ −

R
3

)
φ̄φ − 2iλIσµDµλ̄I − 2λI[φ̄, λI]

+ 2λ̄I[φ, λ̄I] + 4[φ, φ̄]2 −
1
2
DIJDIJ

] (2.3.13)

where R is the Ricci scalar associated to the ellipsoid metric gµν. Our conventions
for the traces and the spinors are explained in Appendix A. Here we simply recall
that the sum over repeated indices I involves an ε-tensor. For example

λIλI = εIJλJλI (2.3.14)
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with ε12 = 1.
A few comments are in order. Following [57], we have written the coefficient

of the φ̄φ-term as twice
(
M̃− R

3

)
. This combination is equivalent to the field M used

in [53], but for our purposes it is more convenient to distinguish the contribution
due the background field M̃ from the one due to the curvature. Indeed, if we add
the R φ̄φ-term to the scalar kinetic term, we obtain

− 4 tr
(
Dµφ̄Dµφ +

R
6
φ̄φ

)
, (2.3.15)

namely the same combination as (2.3.2), in order to have conformally coupled
scalars. The coefficient of 1/6 in front of the curvature shows that the scalar
fields of the vector multiplet are conformally coupled to the ellipsoid metric. We
also note that the SU(2)R connection (Vµ)IJ does not appear explicitly in the La-
grangian, but only through the covariant derivative of the gaugino, which is de-
fined as

Dµλ̄
α̇
I

= ∂µλ̄
α̇
I
− i[Aµ, λ̄

α̇
I
] +

1
4
ωmn
µ (σ̄mn)α̇β̇λ̄

β̇

I
+ iλ̄α̇J (Vµ)JI , (2.3.16)

where ωmn
µ is the spin-connection, and similarly for the left-handed components.

Note that the gauge field V0
µ has been set to zero, as in [53]. We discuss this choice

at the end of this Subsection.
The matter part of the Lagrangian, Lmatter, accounts for the couplings ofN = 2

hypermultiplets transforming in a (generically reducible) representation R of the
gauge group. The number of these hypermultiplets is clearly equal to the dimen-
sion of R, which we denote simply by dr = dimR. If the index iR of the matter
representation equals that of the adjoint, then the resulting N = 2 SYM theory
is conformal, see (2.1.17). If we denote the scalar fields of the hypermultiplets
by qIA and their fermionic partners by ψA and ψ̄A, with A = 1, . . . , 2dr being an
index of Sp(dr), the matter Lagrangian takes the form 6

Lmatter =
1
2

DµqIDµqI − qI{φ, φ̄}qI −
1
8

qIqIqJqJ +
1
8

(
M̃ −

2
3

R
)
qIqI −

i
2
ψ̄σ̄µDµψ

−
1
2
ψφψ +

1
2
ψ̄φ̄ψ̄ +

i
2
ψσµνTµνψ −

i
2
ψ̄σ̄µνT̄µνψ̄ − qIλIψ + ψ̄λ̄IqI .

(2.3.17)
Here the sum over the Sp(r) indices has been understood. If one wants to write it
explicitly, one has for example

qIqI = ΩAB qI
B

qIA , (2.3.18)

6Following [53] we are using a compact notation, which is different from Section 2.1. The map
is the following: the hypermultiplet scalars (q, q̄, q̃, ˜̄q) with an index u = 1, . . . , dr are mapped in
the present Section to qIA, I = 1, 2 andA = 1, . . . , 2dr.
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where ΩAB is the real anti-symmetric invariant tensor of Sp(dr). Notice that the
matter fields are coupled to the vector multiplet through an embedding of the
gauge group into Sp(dr) and that, as before, the SU(2)R connection appears only
in the covariant derivatives defined by

DµqIA = ∂µqIA − i(Aµ)ABqIB + iqJA(Vµ)JI . (2.3.19)

Again, in the Lagrangian (2.3.17) we have replaced the scalar M appearing in [53]
with

(
M̃ − R

3

)
in order to disentangle the contribution due to the curvature from

that due to the scalar field of the supergravity multiplet. And again, combining the
R qIqI-term with the kinetic terms we obtain

1
2

(
DµqIDµqI +

R
6

qIqI
)

(2.3.20)

which shows that also the scalar fields of the matter hypermultiplets are confor-
mally coupled to the curvature of the ellipsoid.

The action S b in (2.3.12) is invariant under the N = 2 supersymmetry trans-
formations of the gauge and matter fields given in Appendix A.4 provided the
supergravity background is carefully chosen. In particular, the metric gµν must
be that of the ellipsoid as in (2.3.9), while Tµν, T̄µν, M̃ and (Vµ)IJ must assume
background values determined by solving the Killing spinor equations that ensure
the vanishing of the supersymmetry transformations of the gravitino and dilatino.
The expressions for the ellipsoid Killing spinors are the same as the sphere case
(2.3.3) (this is an assumption of [53]). Under this assumption the Killing vector
on the ellipsoid becomes:

vµ∂µ = 2ζ̄Iσ̄µζI∂µ =
1
`
∂ϕ +

1˜̀∂χ . (2.3.21)

The explicit background values of the supergravity multiplet depend on the geo-
metric properties of the ellipsoid, and in particular on the squashing parameter b.
We recall them in the following Subsection. As already mentioned, the SO(1, 1)R

connection V0
µ can be consistently set to zero, since the Killing spinor equations

determine the background geometry up to some residual degrees of freedom. This
choice pursued in [53] is justified also by the necessity of reproducing the so-
called Ω-background [58] at the North and South poles of the ellipsoid and is
allowed by a residual symmetry from the supersymmetry conditions, as widely
explained in [52].

2.3.4 Supergravity background
The Killing spinor equations provide specific geometric constraints that allow

to fix the profile of the background fields, although not uniquely. In [53] it was
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found that these fields are given by7

M̃ =
1
f 2
1

+
f 2
3 + r2

f 2
1 f 2

2

−
4

f1 f2
+ ∆M̃ , (2.3.22a)

Tα
β =

1
4

( 1
f1
−

1
f2

)
(τ1
θ)α

β +
f3

4 f1 f2
(τ2
θ)α

β + ∆Tα
β , (2.3.22b)

T̄α̇
β̇ =

1
4

( 1
f1
−

1
f2

)
(τ1
θ)
α̇
β̇ −

f3

4 f1 f2
(τ2
θ)
α̇
β̇ + ∆T̄α̇

β̇ , (2.3.22c)

(ζ · Ṽ1)αI =

{
cos θ

2 sin ρ

( 1
f1
−

1
f2

)
−

sin θ cos ρ
2 sin ρ

f3

f1 f2

}
(τ1
θ · ζ)αI

+
sin θ cos ρ
2 f1 sin ρ

(
1 −

˜̀2

f1 f2

)
(τ2
θ · ζ)αI + (ζ · ∆Ṽ1)αI , (2.3.22d)

(ζ · Ṽ2)αI =

{
sin θ

2 sin ρ

( 1
f1
−

1
f2

)
+

cos θ cos ρ
2 sin ρ

f3

f1 f2

}
(τ1
θ · ζ)αI

−
cos θ cos ρ
2 f1 sin ρ

(
1 −

`2

f1 f2

)
(τ2
θ · ζ)αI + (ζ · ∆Ṽ2)αI , (2.3.22e)

(ζ · Ṽ3)αI = −
cos ρ

2 f1 sin ρ

(
1 −

`2˜̀2

f 3
1 f2

)
(τ3 · ζ)αI + (ζ · ∆Ṽ3)αI , (2.3.22f)

(ζ · Ṽ4)αI =
f3 cos ρ

2 f1 f2 sin ρ

(
1 −

`2˜̀2

f 3
1 f2

)
(τ3 · ζ)αI + (ζ · ∆Ṽ4)αI , (2.3.22g)

where the functions f1, f2 and f3 are defined in (2.3.11), while the matrices τi
θ are

τi
θ = τi

(
e+iθ 0
0 e−iθ

)
, (2.3.23)

with τi being the usual Pauli matrices. Moreover we introduced the combination

(Ṽm)I
J

= Eµ
m(Vµ)IJ + V [3] (τ3)I

J
, (2.3.24)

where V [3] is the three-dimensional solution [56]

V [3] =
1
2

(
1 −

`

f1

)
dϕ +

1
2

(
1 −

˜̀
f1

)
dχ . (2.3.25)

7To be precise [53] contains the explicit expression of M, not M̃. To obtain the latter, one
can simply use the relation M̃ = M + R

3 and the Ricci curvature associated to the metric (2.3.9),
R = 3

(
1

( f2)2 + r2

( f1)2( f2)2

)
.

A second remark is that here ζαI can be seen as a 2 × 2 matrix: when it acts on the left it saturates
the SU(2)R indices, when it acts on the right is saturates the spinor indices.
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The self-dual and anti self-dual tensors Tµν and T̄µν are related to the matrices Tα
β

and T̄α̇
β̇ in (2.3.22b) and (2.3.22c) according to

Tα
β = −i (σµν)α

β Tµν , T̄α̇
β̇ = −i (σ̄µν)α̇ β̇ T̄µν . (2.3.26)

Finally, in each line of (2.3.22) the last contribution, indicated with a ∆, depends
on three arbitrary functions c1, c2 and c3, which parameterize the ambiguity of the
background solution. In fact we have [53]

∆M̃ = 8
( 1

f2
∂ρ −

f3

f1 f2 sin ρ
∂θ +

`2 ˜̀2 cos ρ
( f1)4 f2 sin ρ

+
(`2 + ˜̀2 − ( f1)2) cos ρ

f2( f1)2 sin ρ
−

cos ρ
f1 sin ρ

)
c1

+ 8
( 1

f1 sin ρ
∂θ +

`2 ˜̀2 f3 cos ρ
( f2)2( f1)4 sin ρ

+
2 cot 2θ
f1 sin ρ

−
f3 cos ρ

f1 f2 sin ρ

)
c2 − 16

∑
i

c2
i ,

(2.3.27)
and

∆Tα
β = tan

ρ

2

(
c1(τ1

θ)α
β + c2(τ2

θ)α
β + c3(τ3)αβ

)
, (2.3.28a)

∆T̄α̇
β̇ = cot

ρ

2

(
− c1(τ1

θ)
α̇
β̇ + c2(τ2

θ)
α̇
β̇ + c3(τ3)α̇β̇

)
, (2.3.28b)

(ζ · ∆Ṽ1)αI = −2 sin θ
(
c2(τ1

θ · ζ)αI − c1(τ2
θ · ζ)αI

)
, (2.3.28c)

(ζ · ∆Ṽ2)αI = 2 cos θ
(
c2(τ1

θ · ζ)αI − c2(τ2
θ · ζ)αI

)
, (2.3.28d)

(ζ · ∆Ṽ3)αI = −2c1(τ3
θ · ζ)αI + 2c3(τ1

θ · ζ)αI , (2.3.28e)

(ζ · ∆Ṽ4)αI = 2c2(τ3
θ · ζ)αI − 2c3(τ2

θ · ζ)αI . (2.3.28f)

It is easy to check that in the sphere limit when b→ 1, all non ∆-terms in (2.3.22)
vanish. Therefore, since on the sphere the only surviving background field is the
metric, we must require that also ∆M̃, ∆T, ∆T̄ and ζ · ∆Ṽm vanish when b = 1. In
turn this requirement implies the ci’s must be zero at b = 1, i.e. they must have
the following form

ci = c′i(b − 1) + O
(
(b − 1)2) . (2.3.29)

The three arbitrary functions ci will not affect the computation of physical quanti-
ties, as we will show in Chapter 6.

2.4 Supersymmetric localization
Supersymmetric localization has become a really powerful tool in recent years

to compute exact quantities in QFT. Indeed the presence of extended supersymme-
try is used to prove that the path integral only receives contribution from the locus
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of certain fixed points. This technique represents the supersymmetric extension of
the equivariant localization formula for ordinary integrals with bosonic symme-
tries [49, 59, 60]. We briefly introduce this technique, for more detailed reviews
see for example [61, 62] and the collection of recent achievements in localization
techniques [63].

Consider a Lagrangian theory in a Euclidean spacetime described by an action
S , in presence of a global fermionic symmetry Q, such that its square either van-
ishes or yields a bosonic symmetry δB of the action. We deform the path integral
in the following way:

Z(t) =

∫
[DΦ]e−S [Φ]−tQV[Φ] , (2.4.1)

where t is a real parameter and V is some functional such that δBV = 0. If the
measure is Q-invariant, then Z does not depend on t:

∂Z
∂t

= −

∫
[DΦ] QV e−S−tQV = −

∫
[DΦ] Q

(
Ve−S−tQV

)
= 0 . (2.4.2)

So Q acts as a total derivative. The same argument can be repeated after the
insertion of Q invariant operators O[Φ] inside the path integral (2.4.1). Therefore
any correlation function inside (2.4.1) does not depend on the parameter t, but
only on the Q-cohomology class of the operator.
If we take a functional V such that the bosonic part of QV ≥ 0, then the limit
t → ∞ selects only the field configurations for which QV is suppressed. Then
the path integral localizes to the bosonic zeroes Φ0 of QV . If we parametrize the
fields around Φ0 as

Φ = Φ0 + t−1/2δΦ , (2.4.3)

we can expand the action around Φ0:

S + tQV = S [Φ0] +
1
2
δ2(QV)
δΦ2

∣∣∣∣∣∣
Φ0

δΦ2 + (t−1/2) . (2.4.4)

This result is “one-loop exact", since higher orders in the functional Taylor expan-
sions are weighted by negative powers of t.
After a Gaussian integration over the fluctuations δΦ, the resulting partition func-
tion becomes an integral over the localization locusM, defined by field configu-
rations QV = 0:

Z =

∫
M
DΦ0e−S [Φ0]Z1−loop[Φ0] , (2.4.5)

where the Z1−loop term is the ratio of the determinants of the operators appearing
at quadratic order in the bosonic and fermionic fluctuations:

Z1−loop[Φ0] =
1

SDet
[
δ2(QV)
δΦ2

∣∣∣∣
Φ0

] (2.4.6)
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This is an exact formula, and if the spaceM is finite-dimensional we have been
able to reduce an ordinary path integral to an ordinary integral. In particular, a
canonical choice for the functional V is:

V =
∑

fermionsΨ

(QΨ)†Ψ + Ψ†(QΨ†)† , (2.4.7)

so that the bosonic part of QV is a sum of squares of supersymmetry variations
and it satisfies the previous conditions. The localization locus is then defined by

QΨ = QΨ† = 0 . (2.4.8)

The crucial point of this procedure is the computation of the 1-loop determinant,
but this is doable thanks to cancellations due to supersymmetry.

2.4.1 Matrix model on the four sphere
Localization techniques have been exploited to compute exactly certain ob-

servables in N = 2 SYM theories. In particular, in a seminal paper [9], Pestun
was able to evaluate the partition function on a 4-sphere S 4 and the vacuum ex-
pectation value of BPS Wilson loops. We are going to review the final result after
the localization procedure.
We considerN = 2 SYM theories with gauge group SU(N) and matter hypermul-
tiplets transforming in a generic representation R. According to the localization
principle, the only non-vanishing contributions to the path integral arise from the
localization locus (2.4.8), which in this case is defined by the following saddle
points:

Aµ = 0 , ϕ = ϕ̄ =
a
√

2
, (2.4.9)

where a is a N × N constant Hermitean matrix taking values in the su(N) Lie
Algebra.

The partition function on a 4-sphere S 4 with unit radius 8, can be expressed as
follows:

ZS 4 =

∫ N∏
u=1

dau ∆(a)
∣∣∣Z(ia, g)

∣∣∣2 δ( N∑
u=1

au

)
(2.4.10)

where au (u = 1, . . . ,N) are the real eigenvalues of a, ∆ is the Vandermonde
determinant

∆(a) =

N∏
u<v=1

(au − av)2 , (2.4.11)

8The dependence on the radius R can be trivially recovered by replacing a with R a.
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and Z(ia, g) is the partition function for a gauge theory with coupling g defined on
R4 with a parametrizing the Coulomb branch.

Before considering Z(ia, g) in more detail, let us remark that the integration
over the eigenvalues au in (2.4.10) can be rewritten simply as the integral over all
components of the Hermitean traceless matrix a, namely

ZS 4 =

∫
da

∣∣∣Z(ia, g)
∣∣∣2 . (2.4.12)

The matrix a can be decomposed over a basis of generators ta of su(N):

a = ab tb , b = 1, . . . ,N2 − 1 ; (2.4.13)

we will normalize these generators so that the index of the fundamental represen-
tation equals 1/2:

tr tatb =
1
2
δab . (2.4.14)

In Appendix B we collect our group theory conventions and other useful formulas.
The integration measure is then simply proportional to

∏
b dab.

The R4 partition function Z(ia, g) can be written as

Z = Ztree Z1−loop Zinst . (2.4.15)

Zinst is the Nekrasov’s instanton partition function [58, 64] of the gauge theory
in the Ω deformation of R4. In perturbation theory, we can neglect the instanton
contributions and put Zinst = 1. Throughout the present thesis we will not care
about the instanton part.
The tree-level term is given by ∣∣∣Ztree

∣∣∣2 = e−
8π2

g2 tr a2

, (2.4.16)

providing a free matrix model with a Gaussian term. The 1-loop part contains
interaction terms, which we write as follows:∣∣∣Z1−loop

∣∣∣2 ≡ e−Ŝ (a) . (2.4.17)

The matrix model corresponding to the N = 4 SYM theory has Ŝ (a) = 0 and is
purely Gaussian. For N = 2 SYM theories, instead, there are interaction terms.
In general, let us denote by a the N-dimensional vector of components au, and by
W(R) the set of the weights w of the representation R and by W(adj) is the set of
weights of the adjoint representation. Then,∣∣∣Z1−loop

∣∣∣2 =

∏
w∈W(adj) H(iw · a)∏
w∈W(R) H(iw · a)

) , (2.4.18)

where
H(x) = G(1 + x) G(1 − x) (2.4.19)

and G is the Barnes G-function.
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The interaction action

Let us now consider the interaction action Ŝ (a). From (2.4.17) it follows that

Ŝ (a) =
∑

w∈W(R)

log H(iw · a) −
∑

w∈W(adj)

log H(iw · a)

= TrR log H(ia) − Tradj log H(ia) = Tr′R log H(ia) , (2.4.20)

where in the last step we introduced the notation

Tr′R • = TrR • − Tradj • . (2.4.21)

This indeed vanishes for the N = 4 SYM theory, where the representation R of
the hypermultiplets is the adjoint. For N = 2 models, this combination of traces
is non-vanishing and precisely accounts for the matter content of the “difference
theory” which we reviewed in Subsection 2.1.1 and is often used in field theory
computations. The power of the form (2.4.20) of the matrix model is precisely
that it can be used as a guideline for the field theory side.

Using the properties of the Barnes G-function, one can prove that

log H(x) = −(1 + γE) x2 −

∞∑
n=1

ζ(2n + 1)
n + 1

x2n+2 (2.4.22)

where ζ(n) are the Riemann ζ-values. Then, we can rewrite (2.4.20) as follows

Ŝ (a) = (1 + γE) Tr′R a2 +

∞∑
n=2

(−1)n ζ(2n − 1)
n − 1

Tr′R a2n . (2.4.23)

With the rescaling

a→

√
g2

8π2 a , (2.4.24)

we bring the partition function on S 4 to the form

ZS 4 =
( g2

8π2

) N2−1
2

∫
da e−tr a2−S (a) , (2.4.25)

where

S (a) = Tr′R log H
(
i

√
g2

8π2 a
)

=
g2

8π2 (1 + γE) Tr′R a2 −

(
g2

8π2

)2
ζ(3)

2
Tr′R a4 +

(
g2

8π2

)3
ζ(5)

3
Tr′R a6 + . . .

(2.4.26)
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The overall g-dependent pre-factor in (2.4.25) is irrelevant in computing matrix
model correlators, and thus can be discarded. Using the expansion (2.4.13), the
traces appearing in S (a) can be expressed as

Tr′R a2k = C′(b1...bk) ab1 . . . abk , (2.4.27)

where
C′b1...bn

= Tr′R Tb1 . . . Tbn . (2.4.28)

These tensors are cyclic by definition. Note that we have already encountered
the combination (2.4.28) in the computation of the color factor of the one-loop
correction of the scalar propagator (see Subsection 2.1.1). This represents a clear
example of the deep relation between matrix model and the field theory compu-
tations. And since we found C′b1b2

∝ β0 δb1b2 , this implies that Tr′R a2 = 0 in
superconformal models, so the interaction action S (a) starts at order g4, i.e. at
two loops.

Therefore, localization technique allows to map aN = 2 theory on to a matrix
model, which has the explicit form (2.4.25). We will see in the following how this
partition function can be used to compute BPS observables of the theory.

2.4.2 Localization result on the ellipsoid
It is possible to extend Pestun’s result to a similar computation for supercon-

formal field theories on the ellipsoid. The result is a new matrix model where new
kinds of observables can be evaluated. Again we simply want to report the explicit
form of this matrix model, the reader should refer to Section 4 of [53] for further
details on the derivation.

Similarly as the sphere case, according to the localization principle, the only
non-vanishing contributions to the path integral (2.3.12) arise from the following
saddle point values of the fields 9

Aµ = 0 , φ = φ̄ = −
i
2

a0 , DIJ = −i wIJ a0 , (2.4.29)

where again a0 is a N × N matrix taking values in the su(N) Lie Algebra. The
explicit expression of wIJ can be found in [53]. The classical action (2.3.12)
coming from the pure Yang -Mills part (2.3.13) on the saddle point becomes

Sb =
8π2

g2 `
˜̀ tr a2

0 , (2.4.30)

9The normalization for the vector multiplet scalars in (2.3.13) induces a different value for φ
and φ̄ at the saddle point locus with respect to the sphere case (2.4.9). This is simply a matter of
conventions, in this case we want to be consistent with [53]
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The path integral measure appearing in the partition function and in any other ex-
pectation value, reduces to the integration over the matrix a0. Besides the Gaus-
sian factor arising from e−Sb , the integrand comprises also a one-loop determinant,
that accounts for the fluctuations around the saddle point, and a non-perturbative
instanton part. Both of these terms turn out to depend only on the ellipsoid scales
` and ˜̀ appearing in (2.3.6) and not on r. Moreover, the product ` ˜̀ and the matrix
a0 always occur together in the combination

â0 =
√
` ˜̀ a0 , (2.4.31)

as can see also from the explicit form of the 1-loop determinant:

∣∣∣Z1−loop(â0)
∣∣∣2 =

∏
w∈W(adj)

Υ(iw · â0)Υ(−iw · â0)
∏

w∈W(R)

Υ

(
iw · â0 +

b + b−1

2

)−1

.

(2.4.32)
Here the Υ are special functions were introduced by [65] (see equation (3.10) of
that paper for the explicit integral representation and special properties). The most
important property of the Υ functions is that they are invariant under b → b−1.
The non-perturbative term

∣∣∣Zinst

∣∣∣2 preserves this property, since it accounts for the
instanton contribution from north pole and the anti-instanton from south pole.

One can thus eliminate entirely the dependence on the product ` ˜̀ by changing
the integration variable from a0 to the matrix 10

a = −
√
` ˜̀

√
8π2

g2 a0 . (2.4.33)

We prefer to rescale a0 also with a factor of
√

8π2/g2 so that the classical action
Sb becomes simply tr a2. This leads to a Gaussian term exp(− tr a2) in the matrix
model integrand, while the one-loop determinant and the instanton factor get or-
ganized, respectively, into a perturbative and a non-perturbative expansion in g, in
the same way we did in the sphere case. The overall constant factors arising from
the Jacobian for this change of variable cancel out in all properly normalized ex-
pectation values between the integral in the numerator and the partition function
in the denominator. Therefore we can write the ellipsoid partition function as:

Zb =

∫
da e− tr a2 ∣∣∣Z1-loop

b

∣∣∣2 ∣∣∣Zinst
b

∣∣∣2 (2.4.34)

When written in terms of the matrix a, both the one-loop determinant and the
instanton terms only depend on the squashing parameter b =

√
`/ ˜̀, and for b = 1

10 Note that the overall minus sign in (2.4.33) is irrelevant.
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they reduce to the expressions obtained on the sphere in [9]. Moreover, exploiting
the properties outlined before, (2.4.34) is symmetric in the exchange b → b−1,
namely the partition function does not depend on b at first order:

∂bZb

∣∣∣∣
b=1

= 0 . (2.4.35)

This property will be crucial for the computation of special observables in this
matrix model, as we will see in Chapter 6.



Chapter 3

Wilson loop vev in N = 2 SCFTs

We introduced the supersymmetric Wilson loop in Section 1.4 as a fundamen-
tal observable in the AdS/CFT correspondence. The high degree of symmetry
generates many simplifications already at a perturbative level, such that theN = 4
1/2 BPS Wilson loop vacuum expectation value can be computed exactly in terms
of a Gaussian matrix model [66, 67]. Such matrix model description arises natu-
rally using supersymmetric localization techniques [9], as we reviewed in Section
2.4. Localization method is valid in N = 2 theories also, in which case the re-
sulting matrix model is not Gaussian any longer but contains interaction terms.
This has been very useful in the study of the AdS/CFT duality in the N = 2 set-
ting [68–75], since the interacting matrix model allows one to study the large-N
limit in an efficient way, also in the strong coupling regime.

In the present Chapter we introduce the Wilson loop vev computation starting
from a review of the N = 4 case, then in Section 3.2 we describe the technical
procedure to compute expectation values in the N = 2 matrix model introduced
in Section 2.4. Using this machinery, in Section 3.3 we first compute the quantum
correction to the “propagator” of the interacting matrix model up to three loops,
and then use it to obtain the leading terms of the vacuum expectation value of
the 1/2 BPS circular Wilson loop in the fundamental representation. We also
derive the exact expressions in g and N for the corrections proportional to ζ(3)
and ζ(5) in this vacuum expectation value, and exploit them to study the large-N
limit. In Section 3.4 we perform a perturbative field-theory computation in the
N = 2 superconformal theories at order g8 using theN = 1 superfield formalism,
following the convention of Section 2.1. By computing (super) Feynman diagrams
in the “difference theory", we show the perfect agreement with the matrix model
results.

45
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3.1 From the N = 4 to the N = 2 Wilson loop
We start by reviewing the perturbative computation of a 1/2 BPS Wilson loop

vev in aN = 4 theory. From its relation with the localization computation we can
report some remarkable exact result that will be important in the following.

We consider a 1/2 BPS circular Wilson loop, placed on a circle C of radius R
and defined as

WR(C) =
1
N

TrR P exp
{

g
∮

C
dτ

[
i Aµ(x) ẋµ(τ) + R nu(τ)φu(x)

]}
(3.1.1)

For definiteness, from now on we will take the representation R to be the
fundamental representation of SU(N) (denoted simply by “tr”) and denote the
corresponding Wilson loop simply as W(C).
We take nu(τ) = δu1, in order to induce a scalar coupling which holds for the
N = 2 case also 1, and introduce the chiral and anti-chiral combinations which
sits in the chiral field Φ which belongs to theN = 2 vector multiplet (see (2.1.2)):

ϕ =
1
√

2

(
φ1 + i φ2

)
, ϕ̄ =

1
√

2

(
φ1 − i φ2

)
, (3.1.2)

so that (3.1.1) becomes

W(C) =
1
N

tr P exp
{

g
∮

C
dτ

[
i Aµ(x) ẋµ(τ) +

R
√

2

(
ϕ(x) + ϕ̄(x)

)]}
(3.1.3)

We parametrize the loop as:

xµ(τ) = R
(

cos τ, sin τ, 0, 0
)

(3.1.4)

with τ ∈ [ 0, 2π ]. The tree-level propagators of the gauge field and of the adjoint
scalar can be extracted from their superspace realization (see Figure 2.1), and in
configuration space read〈

ϕ̄a(x1)ϕb(x2)
〉

tree =
δab

4π2x2
12

,
〈
Aa
µ(x1) Ab

ν(x2)
〉

tree =
δabδµν

4π2x2
12

. (3.1.5)

They are identical, a part from the different space-time indices, since they are part
of the same supermultiplet. We will widely use this property, which will lead to
many simplifications in the following, starting from the notation: we will denote
the sum of a scalar and a gluon propagator with a straight/wiggly line.

Expanding (3.1.3) at order g2, one gets an integral over C of the sum of the
tree-level propagators of the gluon and of the scalar fields between the points x(τ1)
and x(τ2). This contribution is represented in Figure 3.1.

1As we stressed in Section 2.1, we will perform all the field theory computations in the differ-
ence between N = 2 and N = 4, so it is convenient to choose the N = 4 scalar coupling which
remains unchanged in the N = 2 case.
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a, µ a b a b

+ =

b, ν

Figure 3.1: The graphical representation of the g2-correction to
〈
W(C)

〉
. The

wiggled/straight line stands for V or Φ propagators, as explained in the second
row of the figure.

Using (3.1.5), one finds

〈
W(C)

〉
= 1 +

g2(N2 − 1)
4N

∮
dτ1dτ2

4π2

R2 − ẋ(τ1) · ẋ(τ1)
|x(τ1) − x(τ2)|2

+ O(g4) . (3.1.6)

Exploiting the parametrization (3.1.4), one can easily show that the integrand is
τ-independent; indeed

R2 − ẋ(τ1) · ẋ(τ1)
4π2|x(τ1) − x(τ2)|2

=
1
2
. (3.1.7)

Inserting this (3.1.6), one finally obtains

〈
W(C)

〉
= 1 +

g2(N2 − 1)
8N

+ O(g4) . (3.1.8)

We obtain a space-time independent quantity, where the UV divergences (which
are usually present in a non supersymmetric computation) are mutually canceled
between gauge and scalar field contributions. This highly non-trivial behavior is
preserved at next order, where all the diagrams with internal vertices vanishes, as
shown by [66]. It turns out that the only possible contributions at each perturbative
order come from the so called “rainbow” diagrams, see Figure 3.2.

The computation of the Wilson loop vev is reduced to a combinatorial analysis
of the color factors coming from the propagator insertions. Therefore it was con-
jectured [67] the existence of a Gaussian matrix model which could provide the
full result. This matrix model was then proven by Pestun’s localization computa-
tion, which we reviewed in Subsection 2.4.1. In particular for the N = 4 case we
have neither instanton nor 1-loop determinant contributions and the matrix model
in purely Gaussian. The Wilson loop operator (3.1.3) evaluated on the localization
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Figure 3.2: Example of ladder diagrams without internal vertices contributing to
the Wilson loop vev in N = 4

locus (2.4.9) for R = 1 becomes 2

W(a) =
1
N

tr exp
( g
√

2
a
)
, (3.1.9)

so that its expectation value in the matrix model reads:〈
W(a)

〉
0 =

1
Z

∫
da e−tra2 1

N
e

g
√

2
a
, (3.1.10)

where the subscript 0 stands for Gaussian matrix model. This expression can be
resummed to obtain [66, 67]:

W(g) =
1
N

L1
N−1

(
−

g2

4

)
exp

[
g2

8

(
1 −

1
N

)]
, (3.1.11)

where Lm
n (x) is the generalized Laguerre polynomial of degree n. This formula

represents a remarkable example of exact result inN = 4, since (3.1.11) holds for
any value of g and N. It will represent a fundamental benchmark throughout the
present thesis.

Introduction to N = 2 computations

The natural question is to ask how the full story goes in the N = 2 case, and
the computation of the Wilson loop vev in aN = 2 theory is the main topic of the
rest of this Chapter. In particular we consider the vev of the fundamental 1/2 BPS
circular loop in conformal N = 2 SU(N) theories with matter transforming in a
generic representation with the the requirement that the β-function vanishes. The
approach is to exploit the localized matrix model in S 4 (which is no longer Gaus-
sian, see Subsection 2.4.1), to obtain information about the field theory structure

2Note that to obtain the form (3.1.9) the further rescaling (2.4.24) needs to be performed.
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on the flat space R4, using the “difference theory", namely computing only the
diagrammatic difference with respect to N = 4 SYM, as we explained in Subsec-
tion 2.1.1. This technique is powerful enough to push the perturbative analysis to
g8 ζ(5) at four loops. The motivations and the outcomes are several.

• Considering theories with a generic matter content, as we see in the ma-
trix model description, makes evident that the matrix model itself naturally
organizes its outcomes in terms of the “difference theory”.

• The matrix model also suggests that the lowest-order contributions to the
circular Wilson loop vev proportional to a given Riemann ζ-value, namely
the terms of the type g2n+2 ζ(2n − 1), are entirely due to the n-th loop cor-
rection to a single propagator inserted in the Wilson loop in all possible
ways.

• Appendix C.1 describes a method to carry out the Grassmann integrations
appearing inN = 1 superdiagrams with chiral/anti-chiral multiplet and vec-
tor multiplet lines. We have found this method, which follows a different
route from the use of the D-algebra proposed long ago in [76], quite efficient
in dealing with the type of diagrams involved in our computation.

• Being able to treat generic conformal N = 2 theories allows us to select
special cases that exhibit a particular behavior in the large-N limit. In par-
ticular we find that for for two specific theories (D and E in Table 3.1) the
Wilson loop vacuum expectation value is equivalent to the N = 4 case at
leading order in the large-N limit. These two classes of theories were shown
to have a holographic dual [77] of the type AdS5 × S 5/Z for an appropriate
discrete group Z, which is a simple modification of the AdS5×S 5 geometry
corresponding to the N = 4 SYM theory.

We begin with a description of the matrix model techniques, starting from the
matrix model description of Subsection 2.4.1, then we apply them to the Wilson
loop vev case. Section 3.4 is devoted to the field theory computations, using the
Lagrangian formalism developed in Section 2.1.

3.2 Interacting matrix model techniques
The N = 2 matrix model in the zero-instanton sector can be written as (we

drop the overall factor of (2.4.25)):

ZS 4 =

∫
da e−tr a2−S (a) , (3.2.1)



50 3. Wilson loop vev in N = 2 SCFTs

where the interacting action is perturbatively given by (2.4.26). The basic obser-
vation which is crucial for N = 2 matrix model computations is that for each
perturbative order we deal with a Gaussian matrix model. For any observable
represented by a function f (a) in the matrix model, its vacuum expectation value
is

〈
f (a)

〉
=

∫
da e− tr a2−S (a) f (a)∫

da e− tr a2−S (a)
=

〈
e−S (a) f (a)

〉
0〈

e−S (a) 〉
0

, (3.2.2)

where the subscript 0 in the right-hand-side indicates that the vacuum expectation
value is evaluated in the free Gaussian model describing the N = 4 theory. These
free vacuum expectation values can be computed in a straightforward way via
Wick’s theorem in terms of the propagator 3

〈
ab ac〉

0 = δbc . (3.2.3)

As discussed in [1, 46, 47], it is possible to recursively evaluate the quantities

tk1,k2,··· =
〈

tr ak1 tr ak2 · · ·
〉

0 (3.2.4)

and obtain explicit expressions for generic values of k1, k2, . . .. Indeed using
(3.2.3) and

tr
(
T bT c) =

1
2
δbc , tr T b = 0 with b, c = 1, · · · ,N2 − 1 , (3.2.5)

we evidently have

t0 =
〈

tr 1
〉

0 = N , t1 =
〈

tr a
〉

0 = 0 , t2 =
〈

tr a2 〉
0 =

N2 − 1
2

. (3.2.6)

Higher order traces can be computed performing consecutive Wick contractions
with (3.2.3) and using the fusion/fission identities

tr
(
T bB T bC

)
=

1
2

tr B tr C −
1

2N
tr

(
B C

)
,

tr
(
T bC

)
tr

(
T bC

)
=

1
2

tr
(
B C

)
−

1
2N

tr B tr C ,

(3.2.7)

3We normalize the flat measure as da =
∏

b

(
dab/

√
2π

)
, so that

∫
da e− tr a2

= 1. In this way
the contraction (3.2.3) immediately follows.
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which hold for any two matrices B and C. In this way we can build recursion
relations and, for example, get:

tn =
1
2

n−2∑
m=0

(
tm,n−m−2 −

1
N

tn−2

)
,

tn,n1 =
1
2

n−2∑
m=0

(
tm,n−m−2,n1 −

1
N

tn−2,n1

)
+

n1

2

(
tn+n1−2 −

1
N

tn−1,n1−1

)
, (3.2.8)

tn,n1,n2 =
1
2

n−2∑
m=0

(
tm,n−m−2,n1,n2 −

1
N

tn−2,n1,n2

)
+

n1

2

(
tn+n1−2,n2 −

1
N

tn−1,n1−1,n2

)
+

n2

2

(
tn+n2−2,n1 −

1
N

tn−1,n1,n2−1

)
,

and so on. These relations, together with the initial conditions (3.2.6), give an effi-
cient way to obtain multi-trace vacuum expectation values in the Gaussian model
and will be the basic ingredients for the computations of the correlators in the
N = 2 superconformal theory.

To compute perturbatively the vacuum expectation value
〈

f (a)
〉

in the inter-
acting theory, one starts from the right-hand-side of (3.2.2) and expands the action
S (a) as in (2.4.26). Proceeding in this way, for conformal theories where the g2-
term vanishes, one gets〈

f (a)
〉

=
〈

f (a)
〉

0 +

(
g2

8π2

)2
ζ(3)

2
〈

f (a) Tr′R a4〉
0,c −

(
g2

8π2

)3
ζ(5)

3
〈

f (a) Tr′R a6〉
0,c

+ . . . , (3.2.9)

where the notation 〈 〉0,c stands for the connected part of a free correlator, namely〈
f (a) g(a)

〉
0,c =

〈
f (a) g(a)

〉
0 −

〈
f (a)

〉
0
〈
g(a)

〉
0 . (3.2.10)

We may regard (3.2.9) as an expansion in “trascendentality”, in the sense that each
term in the sum has a given power of Riemann ζ-values since it comes from the
expansion of the exponential of the interaction action (2.4.26). For example the
second term is the only one proportional to ζ(3), the third term is the only one
proportional to ζ(5), while the ellipses stand for terms proportional to ζ(7), ζ(3)2

and so on.
Often f (a) is a “gauge-invariant” quantity, expressed in terms of traces of

powers of a in some representations. Also the quantities Tr′R a2k are traces of this
type. As shown in Appendix B, relying on the Frobenius theorem it is possible to
express such traces in terms of traces in the fundamental representation. At this
point, the vacuum expectation value (3.2.9) is reduced to a combinations of the
quantities tk1,k2,... introduced in (3.2.4) and which can be computed using (3.2.8).
This is the computational strategy we adopt in the following Sections.
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3.2.1 A class of conformal N = 2 theories

Let us consider a class of theories with NF matter hypermultiplets transform-
ing in the fundamental representation, NS in the symmetric and NA in the anti-
symmetric representation of order 2. This corresponds to taking

R = NF ⊕ NS ⊕ NA . (3.2.11)

The traces Tr′R a2k appearing in the interaction action S (a) can be re-expressed in
terms of traces in the fundamental representation, as discussed in Appendix B.

For example, for k = 1 one has

Tr′R a2 = 2
(
iR − iadj

)
tr a2 = −β0 tr a2 , (3.2.12)

with
β0 = 2N − NF − NS (N + 2) − NA(N − 2) . (3.2.13)

Superconformal theories must have β0 = 0. It is easy to see that imposing this con-
dition leads to five families of N = 2 superconformal field theories with gauge
group SU(N), and matter in the fundamental, symmetric or anti-symmetric rep-
resentations. They were identified long ago in [78] and recently reconsidered
in [75, 79]. They are displayed in table 3.1.

theory NF NS NA

A 2N 0 0

B N − 2 1 0

C N + 2 0 1

D 4 0 2

E 0 1 1

Table 3.1: The five families of N = 2 superconformal theories with SU(N) gauge
group and matter in fundamental, symmetric and anti-symmetric representations.

Theory A is the N = 2 conformal SQCD which is often considered as the
prototypical example of aN = 2 superconformal theory. On the other hand, theo-
ries D and E are quite interesting: for these superconformal models a holographic
dual of the form AdS5 × S 5/Z with an appropriate discrete group Z has been
identified [77]. We will discuss some properties of these theories in the following.
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For higher traces with k > 1, one finds (see again Appendix B for details)

Tr′R a2k =
1
2

2k−2∑
`=2

(
2k
`

) (
NS + NA − 2 (−1)`

)
tr a` tr a2k−`

+
((

2k−1 − 2
)

(NS − NA) − β0

)
tr a2k . (3.2.14)

Inserting this into the expansion (2.4.26) we can express the interaction action in
terms of traces in the fundamental representation. For the superconformal theories
of table 3.1 we find the results displayed in table 3.2.

theory Tr′
R

a4 Tr′
R

a6

A 6
(
tr a2)2 10

[
2
(
tr a3)2

− 3 tr a4 tr a2
]

B 3
[(

tr a2)2
− 2 tr a4

]
15

[
2
(
tr a3)2

− tr a4 tr a2 + 2 tr a6
]

C 3
[(

tr a2)2
+ 2 tr a4

]
15

[
2
(
tr a3)2

− tr a4 tr a2 − 2 tr a6
]

D 12 tr a4 20
[
2
(
tr a3)2

− 3 tr a6
]

E 0 40
(
tr a3)2

Table 3.2: The quartic and sextic interaction terms in the action S (a) for the five
families of conformal theories defined in table 3.1.

Notice that for theory E the quartic term vanishes and thus in this case the
effects of the interactions appear for the first time at order g6, i.e. at three loops,
and are proportional to ζ(5). This feature, which has been recently pointed out
also in [79], is a simple consequence of the properties of the quartic trace in a rep-
resentation R formed by one symmetric and one anti-symmetric representation.
Altogether, the matter hypermultiplets fill a generic N × N matrix; this is to be
compared with the N = 4 case in the hypermultiplets are in the adjoint represen-
tation, which is equivalent to N × N minus one singlet. The strong similarity of
the two representations explains why theory E is the N = 2 model which is more
closely related to the N = 4 SYM theory. For theory D, instead, the quartic term
is a single fundamental trace and thus is simpler than in the other theories. In the
following we will see that these features of theories D and E have a bearing on
their large-N behavior.
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3.3 Propagator and Wilson loops in superconformal
matrix models

We now discuss in detail two specific applications of the formula (3.2.9): first
the “propagator”

〈
ab ac

〉
and later the 1/2 BPS circular Wilson loopsW(a) in the

fundamental representation.

3.3.1 The propagator
If in (3.2.9) we take f (a) = ab ac, we get

〈
ab ac〉 =

〈
ab ac〉

0 +

(
g2

8π2

)2
ζ(3)

2
C′(d1d2d3d4)

〈
ab ac ad1 ad2 ad3 ad4

〉
0,c

−

(
g2

8π2

)3
ζ(5)

3
C′(d1d2d3d4d5d6)

〈
ab ac ad1 ad2 ad3 ad4 ad5 ad6

〉
0,c

+ . . . , (3.3.1)

where inside each connected correlator we cannot contract ab with ac. Doing all
legitimate contractions we obtain〈

ab ac
〉

= δbc +

(
g2

8π2

)2

ζ(3) × 6 C′(bcdd) −

(
g2

8π2

)3

ζ(5) × 30 C′(bcddee) + . . . . (3.3.2)

The above contracted tensors are proportional to δbc, and thus if define

6 C′(bcdd) = C′4 δ
bc , 30 C′(bcddee) = C′6 δ

bc , (3.3.3)

we can rewrite (3.3.2) as 〈
ab ac〉 = δbc (1 + Π

)
(3.3.4)

with

Π =

(
g2

8π2

)2

ζ(3)C′4 −
(

g2

8π2

)3

ζ(5)C′6 + . . . . (3.3.5)

Using the expressions of the tensors C′ for the five families of superconformal
SU(N) theories that can be obtained from the formulæ in Appendix B with the
help of Form Tracer [80], one finds

C′4 =
6 C′(ccdd)

N2 − 1
= 3

[
(NS + NA − 2)

N2 + 1
2

+ (NS − NA)
2N2 − 3

N

]
,

C′6 =
30 C′(ccddee)

N2 − 1
= 15

[
(NS + NA − 2)

2N4 + 5N2 − 17
4N

+ (NS − NA)
5(N4 − 3N2 + 3)

2N2 +
2(N2 − 4)

N

]
.

(3.3.6)
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theory C′4 C′6

A −3(N2 + 1) −
15(N2+1)(2N2−1)

2N

B −
3(N+1)(N−2)(N−3)

2N −
15(N−2)(2N4−6N3−15N2+15)

4N2

C −
3(N−1)(N+2)(N+3)

2N −
15(N+2)(2N4+6N3−15N2+15)

4N2

D −
6(2N2−3)

N −
15(5N4−2N3−15N2+8N+15)

N2

E 0 30(N2−4)
N

Table 3.3: The coefficients C′4 and C′6 for the five families of conformal theories
defined in table 3.1.

These coefficients are tabulated in table 3.3.
For the comparison with perturbative field theory calculations presented in

Section 3.4, it is useful to make explicit the symmetrization of the C′-tensors
appearing in (3.3.2). For the 4-index tensor, we have

6 C′(bcdd) = 2
(
C′bcdd + C′bdcd + C′bddc

)
. (3.3.7)

Indeed, due to the cyclic property and the fact that two indices are identified, a
subgroup Z4 × Z2 of permutations leaves C′bcdd invariant and one has to average
only over the 4!/8 = 3 permutations in the coset with respect to this stability
subgroup. In a similar way, for the 6-index tensor we have

30 C′(bcddee) = 2
(
C′bcddee + C′bcdede + C′bcdeed + C′bdcdee + C′bdcede

+ C′bdceed + C′bddcee + C′bdecde + C′bdeced + C′bddece

+ C′bdedce + C′bdeecd + C′bddeec + C′bdedec + C′bdeedc
)
. (3.3.8)

In this case, the stability subgroup is Z6×Z2×Z2×Z2 and the coset has 6!/48 = 15
elements.

We would like to remark that even if we have considered theories with SU(N)
gauge group and matter in the fundamental, symmetric and anti-symmetric rep-
resentations, the color tensors C′b1...bn

in (2.4.28) and the corresponding coeffi-
cients C′n can be defined also for other representations of SU(N) (or U(N)) using
the Frobenius theorem, as indicated in Appendix B.3.1, and also for other gauge
groups. Thus, the structure of the propagator corrections in (3.3.4) is very general.
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3.3.2 Wilson loops
We consider the 1/2 BPS circular Wilson loop in the fundamental representa-

tion. If this operator is inserted on the equator of S 4, in the matrix model we can
represent it by the operator (3.1.9), which can be expanded as:

W(a) =
1
N

tr exp
( g
√

2
a
)

=
1
N

∞∑
k=0

1
k!

gk

2
k
2

tr ak . (3.3.9)

Its vacuum expectation value is computed starting from (3.2.9), following the
strategy outlined in Section 3.2. We write

∆W ≡
〈
W(a)

〉
−

〈
W(a)

〉
0 = X3 + X5 + . . . , (3.3.10)

where

X3 =

(
g2

8π2

)2
ζ(3)

2
〈
W(a) Tr′R a4〉

0,c , (3.3.11)

X5 = −

(
g2

8π2

)3
ζ(5)

3
〈
W(a) Tr′R a6〉

0,c , (3.3.12)

and so on. From these expressions it is easy to realize that for each Riemann ζ-
value (or product thereof) the term with the lowest power of g in ∆W arises from
the quadratic term in the expansion (3.3.9) of the Wilson loop operator. Indeed,
we have

X3 =

(
g2

8π2

)2
ζ(3)

2
g2

4N
〈
tr a2 Tr′R a4〉

0,c + O(g8)

=
g6 ζ(3)
512π4

N2 − 1
N

C′4 + O(g8) (3.3.13)

where C′4 is the coefficient of the two-loop correction of the “propagator” of the
matrix model defined in (3.3.6). This result is valid for any superconformal theory,
and in particular for the five families introduced in Subsection 3.2.1. Clearly, for
theory E the correction is zero; actually the whole X3 vanishes in this case. In a
similar way we find

X5 = −

(
g2

8π2

)3
ζ(5)

3
g2

4N
〈
tr a2 Tr′R a6〉

0,c + O(g10)

= −
g8 ζ(5)
4096π6

N2 − 1
N

C′6 + O(g10) (3.3.14)
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where C′6 is the three-loop correction of the matrix model “propagator”. Combin-
ing (3.3.13) and (3.3.14) we see that at the lowest orders in g the difference of the
vacuum expectation value of the Wilson loop with respect to theN = 4 expression
is given by

∆W =
N2 − 1

8N
g2 Π + . . . (3.3.15)

where Π is the quantum correction to the “propagator" given in (3.3.5). In the
following Sections we will prove that these results are in perfect agreement with
perturbative field theory calculations using ordinary (super) Feynman diagrams.

Actually, as explained in [1], within the matrix model it is possible to evaluate
X3, X5 and so on, without making any expansion in g. To obtain these exact re-
sults, one has to write the traces Tr′R a2k in terms of the traces in the fundamental
representation by means of (3.2.14). In this way everything is reduced to combi-
nations of the quantities tk1,k2,... defined in (3.2.4), which in turn can be evaluated
in an algorithmic way using the fusion/fission identities (3.2.7). In the end, this
procedure allows one to express the result in terms of derivatives of the exact vac-
uum expectation value of the Wilson loop W(g) in the N = 4 theory, namely the
result (3.1.11).
Applying this procedure to the five families of superconformal theories introduced
in Section 3.2.1, we find

X3 =

(
g2

8π2

)2 3 ζ(3)
16N2

[
2
(
NS + NA − 2

)
N2

((
2N2 + 1

)
g ∂gW(g) + g2 ∂2

gW(g)
)

+
(
NS − NA

)((
N2 − 1

)
g2 W(g) +

(
g2 + 8N3 − 12N

)
g ∂gW(g)

− 4Ng2 ∂2
gW(g) + 16N2 g ∂3

gW(g)
)]
. (3.3.16)

Expanding in g, it is easy to check the validity of (3.3.13). The case of theory
A, namely NS = NA = 0, was already described in [1]. For theory E, as we
have already remarked, X3 = 0 since Tr′R a4 = 0. Therefore, in this case the first
correction with respect to the N = 4 result for the Wilson loop is X5, which turns
out to be

X5

∣∣∣
E = −

(
g2

8π2

)3 5 ζ(5)
12N2

[(
N4 + 5N2 − 6

)
g2 W(g)

+
(
2g2N2 + 6g2 − 8N3 − 48N

)
g ∂gW(g)

+
(
g2 − 8N3 − 48N

)
g2 ∂2

gW(g)

− 8N
(
g2 − 10N

)
g ∂3

gW(g) + 16N2 g2 ∂4
gW(g)

]
. (3.3.17)
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Similar formulæ can be easily obtained for the other families of superconformal
theories. We have derived them but we do not report their explicit expressions
since for theories A, B, C, and D the leading term in the difference with respect to
the N = 4 result is given by X3.

We stress once more that this procedure allows one to obtain in an algorithmic
way the exact expression in g and N of any term of the vacuum expectation value
of the circular Wilson loop with a fixed structure of Riemann ζ-values. This fact
will now be used to study the behavior of the matrix model in the large-N limit.

3.3.3 The large-N limit
The large-N limit is defined by taking N → ∞ and keeping the ’t Hooft cou-

pling
λ = g2 N (3.3.18)

fixed. In this limit the perturbative correction Π to the “propagator” given in
(3.3.5) becomes

Π =
(
NS + NA − 2

) (3ζ(3) λ2

128π4 −
15ζ(5) λ3

1024π6 + O(λ4)
)

+
(
NS − NA

) (3ζ(3) λ2

32π4 −
75ζ(5) λ3

1024π6 + O(λ4)
)

1
N

(3.3.19)

+

[(
NS + NA − 2

) (3ζ(3) λ2

128π4 −
75ζ(5) λ3

2048π6

)
−

15ζ(5) λ3

256π6 + O(λ4)
] 1

N2 + O
(

1
N3

)
.

From this expression we easily see that in the planar limit Π is non-zero for theo-
ries A, B and C, whereas it vanishes for theories D and E:

lim
N→∞

Π
∣∣∣
D or E = 0 . (3.3.20)

In particular for theory D the correction to the “propagator” goes like 1/N, whereas
for theory E it goes like 1/N2:

Π
∣∣∣
D = −

(
3ζ(3) λ2

16π4 −
75ζ(5) λ3

512π6 + O(λ4)
)

1
N

+ O
(

1
N2

)
, (3.3.21)

Π
∣∣∣
E = −

(
15ζ(5) λ3

256π6 + O(λ4)
)

1
N2 + O

(
1

N3

)
. (3.3.22)

Therefore, in the planar limit, the “propagator” of the matrix model for these two
families is identical to that of the free matrix model describing the N = 4 SYM
theory.
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Let us now consider the vacuum expectation value of the circular Wilson loop.
Taking the large-N limit in the N = 4 expression (3.1.11) one obtains [66]

lim
N→∞

W
( √

λ/N
)

=
2
√
λ

I1

(√
λ
)

(3.3.23)

where I` is the modified Bessel function of the first kind.
Using this result in the ζ(3)-correction (3.3.16), we get

X3 =
(
NS + NA − 2

) 3ζ(3) λ2

128π4 I2

(√
λ
)

+ O
(

1
N

)
. (3.3.24)

This is a generalization of the formula obtained in [1] for the SQCD theory. With
the same procedure we have also derived the planar limit of the ζ(5)- correction,
finding

X5 = −
(
NS + NA − 2

) 5ζ(5) λ3

1024π6

(
3I2

(√
λ
)

+ I4
(√
λ
))

+ O
(

1
N

)
. (3.3.25)

These results indicate that for theories A, B and C the vacuum expectation value of
the circular Wilson loop in the planar limit is different from the one of the N = 4
SYM theory. On the other hand, for theories D and E this difference vanishes,
namely

lim
N→∞

∆W
∣∣∣
D or E = 0 (3.3.26)

in analogy with the “propagator” result (3.3.20). Working out the details at the
next-to-leading order for theory D, we find

∆W
∣∣∣
D = −

[3ζ(3) λ2

32π4

(
2I2

(√
λ
)

+ I4
(√
λ
))

(3.3.27)

−
15ζ(5) λ3

256π6

(
5I2

(√
λ
)

+ 4I4
(√
λ
)

+ I6
(√
λ
))

+ . . .
] 1

N
+ O

(
1

N2

)
where the ellipses stand for terms with higher Riemann ζ-values (or product
thereof). Similarly, at the next-to-next-to-leading order for theory E, we find

∆W
∣∣∣
E = −

(15ζ(5) λ7/2

1024π6 I1
(√
λ
)

+ . . .
) 1

N2 + O
(

1
N3

)
. (3.3.28)

Our findings have been obtained with a weak-coupling analysis at small λ.
They are, however, in agreement with the strong-coupling results at large λ pre-
sented in [75], in the sense that also at strong coupling the vacuum expectation
value of the circular Wilson loop in the planar limit is different from that of the
N = 4 SYM theory for theories A, B and C, while it is the same for theories
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D and E. This observation suggests that also the interpolating function between
weak and strong coupling shares the same features for the various theories. The
fact that for theories D and E the vacuum expectation value of the circular Wilson
loop is identical to that of the N = 4 SYM theory in the planar limit is also in
agreement with the fact that the holographic dual of theories D and E is of the
form AdS5 × S 5/Z with an appropriate discrete group Z [77]. Indeed, for the 1/2
BPS circular Wilson loop, the relevant part of the geometry is the Anti-de Sitter
factor AdS5, which is the same one that appears in the famous AdS5 × S 5 holo-
graphic dual of the N = 4 SYM theory [4]. It would be interesting to identify
other observables that have this property in the planar limit and check the holo-
graphic correspondence, and also to find which observables of the theories D and
E instead feel the difference with the N = 4 SYM theory in the planar limit. In-
vestigating which sectors of our N = 2 theories are planar equivalent to those of
the N = 4 SYM theory would be useful to better clarify the relations among the
various models and also to understand to which extent the arguments discussed
for example in [81] in the so-called orientifold models can be applied to our case.
We leave however this issue for future work.

We conclude by observing that the coefficients
(
NS +NA−2

)
and

(
NS −NA

)
ap-

pearing in the planar limit results (see, for example, (3.3.19), (3.3.24) and (3.3.25))
have an interesting meaning in terms of the central charges of the N = 2 super-
conformal gauge theories corresponding to the matrix model. Indeed, taking into
account the matter content corresponding to the representation (3.2.11) and using
the formulæ for the c and a central charges derived in [82], we find

c = −
1

24

((
NS + NA − 8

)
N2 + 3

(
NS − NA

)
N + 4

)
,

a = −
1

48

((
NS + NA − 14

)
N2 + 3

(
NS − NA

)
N + 10

)
,

(3.3.29)

implying that

48(a − c)
N2 =

(
NS + NA − 2

)
+

3
(
NS − NA)

N
−

2
N2 (3.3.30)

Using this, we can rewrite our results for the Wilson loop in the following way

∆W =
a − c
N2

[9ζ(3) λ2

8π4 I2
(√
λ
)
−

15ζ(5) λ3

64π6

(
3I2

(√
λ
)

+ I4
(√
λ
))

+ . . .
]

+ O
(

1
N

)
.

(3.3.31)
It would be nice to have an interpretation of this formula, and in particular of its
prefactor, based on general principles.



3.4 N = 2 Wilson loop from field theory computations 61

3.4 N = 2 Wilson loop from field theory computa-
tions

In this Section we consider the field-theoretic counterpart of the computations
we performed in Section 3.3 using the matrix model.

3.4.1 The scalar propagator
In Subsection 2.1.1 we computed the one-loop correction to the scalar propa-

gator, as an example of a computation in the difference theory. Now, starting from
the form (2.1.13), which we rewrite here for convenience:

∆bc(q) =
δbc

q2

(
1 + Π

)
, (3.4.1)

we look at higher perturbative orders.
Since conformal invariance imposes that the momentum dependence lies in the
1/q2 term, the Π factor should be captured by the matrix model and thus should
be the same as the quantity Π defined in (3.3.4). We will now check explicitly
that this is indeed the case, up to the three-loop order corrections proportional to
ζ(5). We already showed that the one-loop term vanishes for conformal theories,
we now consider higher order diagrams in the difference theory.

Building blocks for higher order diagrams

Similarly to what happens at one-loop as shown in Figure 2.3, the contribu-
tions of the (Q, Q̃) and (H, H̃) hypermultiplets always have a color factor that
contains a “primed” trace of generators, i.e. they contain the tensor C′b1...bn

defined
in (2.4.28). We will use the symbol C′(n) to denote such a tensor when we do not
need to specify explicitly its n indices. Notice that, according to the Feynman
rules, each insertion of a generator on the hypermultiplet loop carries a factor of
g, so that the color factor C′(n) is always accompanied by a factor of gn.

In the difference theory all diagrams up to order g6 can be formed using the
building blocks depicted in Figure 3.3, and suitably contracting the adjoint lines,
corresponding to V or Φ propagators, inserted in the loops.

As a matter of fact, we can also have quartic vertices with two gluon lines
inserted in the same point along the hypermultiplet loop, each of which comes
with a factor of g2 and two generators. However, for the purpose of identifying the
color factors, these contributions do not substantially differ from those produced
by two separate insertions. Therefore, the possible color structures that occur up
to the order g6 can all be derived from the diagrams in Figure 3.3. Organizing the
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C
′
(3) C

′
(4) C

′
(5) C

′
(6)

a a a
a

b b b b

c

c
c

cd

d d
e

e

f

Figure 3.3: Each building block is accompanied by its color coefficient of the type
C′(n). Here we used a generic dashed lines for hypermultiplets loops. In reality
some part of the loop should be dashed and some dotted, in accordance with the
Feynman rules.

Feynman diagrams according to their color coefficients C′(n) in the way we have
outlined facilitates the comparison with the matrix model.

In constructing higher order diagrams we exploit a further simplification: in
N = 2 theories the one-loop correction to any hypermultiplet propagator vanishes.
This is illustrated in Figure 3.4. Such one-loop corrections cannot therefore appear
as sub-diagrams of higher loop diagrams.

= + = 0

Figure 3.4: The one-loop correction to hypermultiplet propagator vanishes.

Two loops

At order g4 there are two classes of diagrams that may contribute, whose color
coefficients are proportional to C′(3) or to C′(4). The diagrams proportional to g3 C′(3)
always contain also an adjoint vertex proportional to g with which they are con-
tracted. This is the case represented on the left in Figure 3.5. However, due the
symmetry properties of the tensor C′(3) (see (B.2.8)), they vanish and one is left
only with the diagrams with four adjoint insertions in the hypermultiplet loop.

Let us now consider these diagrams. As remarked before, a building block
with four adjoint lines inserted on the hypermultiplet loop is proportional to g4 C′(4),
so at this order we cannot add any other vertices to it. Moreover, there is a
unique contraction allowed, since each hypermultiplet field has a vanishing one-
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C
′
bdcd

b c

i f bedC
′
ced = 0

d

e

b c
d

Figure 3.5: Two-loop diagrams and their color factors

loop propagator. Thus, the only diagram at this order is the one represented on
the right in Figure 3.5. This has already been computed in [41] (see also [46]).
Performing the Grassmann algebra and the momentum integral, we obtain a finite
result proportional to ζ(3), which explicitly reads

b c

=
1
q2

(
g2

8π2

)2

ζ(3) × 6 C′bdcd . (3.4.2)

Using the properties of the C′-tensors - see in particular (B.2.10) and (B.2.11) -
we have

6 C′bdcd = 6 C′(bcdd) = C′4 δ
bc . (3.4.3)

Since this is the only correction to the propagator at this order, from (3.4.1) we
find

Π =

(
g2

8π2

)2

ζ(3)C′4 + O(g6) , (3.4.4)

in perfect agreement with the matrix model result reported in (3.3.3) and (3.3.5).
This is an extension to a generic N = 2 SYM theory of the check originally
performed in [41] for conformal SQCD.

Three loops

At order g6 many diagrams survive even in the difference theory. Moreover,
some of them can be divergent in d = 4. However, since we are dealing with
conformal field theories, all divergences cancel when one sums all contributing
diagrams. Therefore, we can concentrate on extracting the finite part, which the
matrix model result (3.3.2) suggests to be proportional to ζ(5). Thus we only
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look for diagrams which provide ζ(5) contributions, and we check that their sum
reproduces exactly the matrix model result.

To scan all the possible ζ(5)-contributions we use the same approach we ap-
plied above. We start from the building blocks in Figure 3.3 and contract their
adjoint lines in all the possible ways, introducing new vertices when necessary. It
is quite simple to realize that many of the diagrams that are created in this way
have a vanishing color factor. For example, the diagrams proportional to C′(3) van-
ish for the same reason we discussed before. As far as the diagrams with C′(4) are
concerned, we can discard those containing as a sub-diagram the two-loop con-
tribution on the right of Figure 3.5 since this latter is proportional to ζ(3), and
no ζ(5)-contribution can arise from this kind of diagrams. All other possible di-
agrams that one can construct using as building block a sub-diagram with C′(4)
vanish by manipulations of their color factors.

We are left with diagrams whose color factor is proportional either to C′(5) or
to C′(6). In the first case, the building block is proportional to g5 and thus we have
insert a further cubic vertex to obtain the desired power of g; in the second case,
instead, the building block is already of order g6, and so we can only contract
its adjoint lines among themselves. We have made a systematic search of all
diagrams that can be obtained in this way. Many of them vanish either because of
their color factor or because of the θ-algebra, while in other cases the momentum
integral does not produce any ζ(5)-contribution. In the following we list all of
the diagrams that do yield a ζ(5)-term. There are seven such diagrams, named
W

(I)
bc (q) with I = 1, . . . 7, which are explicitly computed in Appendix C.2. Here

we simply report the result in a schematic way, writing each of them in the form

W
(I)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) × x(I) T
(I)
bc (3.4.5)

where T (I)
bc is the color factor, which is in fact proportional to δbc, and x(I) is a

numerical coefficient determined by the explicit evaluation of the integrals over
the loop momenta. In detail, we have

W
(1)
bc (q) =

b c
→ x(I) T

(1)
bc = 20 C′bdeced , (3.4.6)

W
(2)
bc (q) =

b c
→ x(2) T

(2)
bc = −20 C′bdeced − 20 C′bdecde ,

(3.4.7)
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W
(3)
bc (q) =

b c
→ x(3) T

(3)
bc = 10 C′bdecde , (3.4.8)

W
(4)
bc (q) =

b c

→ x(4) T
(4)
bc = 20 C′bdcede + 20 C′bedecd ,

(3.4.9)

W
(5)
bc (q) = b c

→ x(5) T
(5)
bc = −40 i fce f C′bde f d − 40 i fbe f C′cde f d ,

(3.4.10)

W
(6)
bc (q) = b c → x(6) T

(6)
bc = −20 i fcedC′b f d f e + 20 i fcedC′be f d f

− 20 i fbedC′c f d f e + 20 i fbedC′ce f d f ,

(3.4.11)

W
(7)
bc (q) =

b c
→ x(7) T

(7)
bc = 10 i fde f C′b f ecd + 10 i fde f C′c f ebd .

(3.4.12)

Since each color factor is proportional to δbc, we can identify terms that are equal
up to an exchange of b and c. In this way we get

7∑
I=1

x(I) T
(I)
bc = −80 i fcedC′b f d f e+80 i fcedC′b f de f−10 C′bdecde+40 C′bdcede+20 i fde f C′b f ecd .

(3.4.13)
Using the relation (B.2.5), it is easy to see that the first two terms actually cancel,
and that the remaining ones can be written as follows:

7∑
I=1

x(I) T
(I)
bc = 30 C′bdcede − 10i fcedC′b f d f e + 20 i fde f C′b f ecd . (3.4.14)

This expression is apparently different from the color tensor in the g6-term of
the matrix model result (3.3.2). In fact, the latter contains the totally symmetric
combination 30C′(bdcede) and does not contain any C′ with five indices. However,
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using again (B.2.5) and the properties of the C′ tensors described in Appendix B,
it is possible to show that the last two terms in (3.4.14) precisely symmetrize the
first term. The total three-loop contribution is therefore

7∑
I=1

W
(I)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) × 30 C′(bdcede)

= −
1
q2

(
g2

8π2

)3

ζ(5) × C′6 δbc , (3.4.15)

where in the last step we used (3.3.3). Altogether, adding the two-loop term
(3.4.4), the quantum corrections of the scalar propagator proportional to g4 ζ(3)
and g6 ζ(5) are

Π = ζ(3)
(

g2

8π2

)2

C′4 − ζ(5)
(

g2

8π2

)3

C′6 + O(g8) . (3.4.16)

This result fully agrees with the matrix model prediction given in (3.3.5).
As already mentioned at the end of Subsection 3.3.1, we observe that the

color tensors C′b1...bn
and the coefficients C′n can be defined for any representa-

tion of SU(N) (or U(N)). Moreover, the steps that we performed above to show
the agreement with the matrix model predictions only rely on the symmetry/anti-
symmetry properties of these tensors and their group-theory properties, and not on
their specific expressions for the SU(N) theories with matter in the fundamental,
symmetric or anti-symmetric representations. For this reason we believe that the
same match could be proved and realized also in more general superconformal
theories with other gauge groups and matter representations.

3.4.2 Supersymmetric Wilson loop

We apply the results for the scalar propagator on the Wilson loop vev, follow-
ing the same logic as the matrix model case.

We already fix our convention for the Wilson loop shape, by taking the same
as the N = 4 case, see eq (3.1.3). Therefore, the leading order in g is of course
the same in N = 2 and N = 4, and there is no g2- contribution to the vacuum
expectation value of W(C) in the difference theory. Also at order g4 there are
no contributions in the difference, since the only possible sources for such con-
tributions are the one-loop corrections to the scalar and gluon propagators, which
however vanish for superconformal theories in the Fermi-Feynman gauge [76,83],
see Figure 2.3. One begins to see a difference between the N = 4 and the confor-
mal N = 2 results at order g6. Indeed, as we have seen in the previous Section,
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in a generic conformalN = 2 theory the propagator of the adjoint scalar gets cor-
rected by loop effect starting at order g4. Due to supersymmetry, also the gluon
propagator in the Fermi-Feynman gauge gets corrected in the same way and thus
(3.1.5) can be replaced by

〈
ϕ̄a(x1)ϕb(x2)

〉
=

δab

4π2x2
12

(
1 + Π

)
,

〈
Aa
µ(x1)Ab

ν(x2)
〉

=
δabδµν

4π2x2
12

(
1 + Π

)
, (3.4.17)

where Π is the quantity introduced in (2.1.13).
Exploiting this fact, and repeating the same steps as before, we can easily

compute the contribution to the vacuum expectation value of W(C) corresponding
to the diagram in Figure 3.6, which yields a term proportional to g2n+2 ζ(2n − 1).

n− loop

Figure 3.6: The graphical representation of the contribution to
〈
W(C)

〉
arising

from the n-loop correction of the gluon and scalar propagators.

Using (3.4.16), for n = 2 this calculation yields

g2(N2 − 1)
8N

(
g2

8π2

)2

ζ(3)C′4 , (3.4.18)

while for n = 3 it gives

−
g2(N2 − 1)

8N

(
g2

8π2

)3

ζ(5)C′6 . (3.4.19)

Comparing with (3.3.13) and (3.3.14), we find a perfect agreement with the matrix
model predictions for the lowest order terms in the g-expansion ofX3 andX5. The
precise match with the matrix model results suggests that in the vacuum expec-
tation value of W(C) the terms proportional to a given Riemann ζ-value with the
lowest power of g, namely the terms proportional to g2n+2 ζ(2n − 1), are entirely
captured by the n-th loop correction of a single gluon or scalar propagator inserted
in the Wilson loop. Moreover, the agreement with the matrix model also suggests
that all diagrams contributing to

〈
W(C)

〉
have an even number of legs attached to

the Wilson loop. We shall now check that this is indeed true, at the first relevant
orders.
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Absence of other contributions

Let us consider diagrams with three insertions on the Wilson loop contour. In
the N = 4 theory there is such a diagram already at order g4 which is shown in
Figure 3.7. Here the internal vertex can be with three gluons or with two scalars
and one gluon. In both cases it carries a color factor proportional to fabc. This

a

cb

i fabc

Figure 3.7: The vertex correction to
〈
W(C)

〉
in the N = 4 theory at order g4.

contribution has been proven to vanish long ago [66, 84]. The cancellation is
justified by symmetry properties of the (finite) integral over the insertion points
along the circular loop.

In the difference theory, instead, the first three-leg diagram appears at order g6

and is depicted in Figure 3.8. This contribution, however, has a vanishing color
factor (see also [48]). This is due to the different roles of the Q or H superfields,
transforming in the representation R, and of the Q̃ or H̃ ones, transforming in the
representation R̄. This implies that the color factor is

Tr′R T aT bT c + Tr′
R̄

T aT bT c = C′abc −C′acb , (3.4.20)

which is automatically zero due to the complete symmetry of C′(3) as shown in
(B.2.8).

a

cb

C
′
abc − C

′
acb = 0

Figure 3.8: The one-loop vertex corrections to
〈
W(C)

〉
at g6 order in the difference

theory is vanishing.
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At order g8 there are several possible three-leg diagrams. Again, if we classify
them in terms of their color factor, we can distinguish three classes, represented in
Figure 3.9. The first two have again a color factor proportional to the combination
(3.4.20) which vanishes, while the last type has a color factor proportional to fabc.
We have not performed a detailed calculation of this class of diagrams, but it is

a

cb

∝ (C
′
abc − C

′
acb) = 0

a

cb

∝ (C
′
abc − C

′
acb) = 0

a

cb

∝ i fabc

Figure 3.9: Possible two-loop vertex corrections contributing to
〈
W(C)

〉
at order

g8 together with their color factors.

natural to expect that they cancel by a mechanism analogous to the one at work in
the g4 diagrams of theN = 4 theory represented in Figure 3.7, since they have the
same color structure and symmetry properties.

This concludes our analysis on the check of the agreement between the matrix
model prediction and the field theory results of

〈
W(C)

〉
at order g8.
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Chapter 4

Defect Conformal field theories

In this Chapter we study modifications of a CFT which preserve a large sub-
group of the conformal group (see for instance [85–88]). We introduce the notion
of conformal defect, which can be seen as an extended operator inserted into the
theory; the physical meaning of this operation can be found in checking the behav-
ior of a theory in presence of an external probe. Indeed the goal of these Chapter
is to outline some techniques, in order to consider the insertion of a Wilson loop
as a conformal defect and therefore to compute some specific sets of observables
in presence of such a probe.

The structure of this Chapter is the following. In Section 4.1 we describe the
residual conformal symmetry after the defect insertion. In Section 4.2 we outline
the methods to fix the correlation functions in this case, and we provide explicit
examples of correlation functions that we will use in the following Chapters. In
Section 4.3 we discuss one of the key points of the insertion of a defect in the
vacuum, namely the energy-momentum conservation. Finally in Section 4.4 we
introduce the Wilson operator as a specific example of conformal defect, following
the approach that we will keep in the next Chapters.

4.1 Restricted conformal group

We consider a d-dimensional conformal field theory defined on a flat Eu-
clidean space Rd described by coordinates xµ = (xa, xi), where a = 1, . . . , p and
i = 1, . . . , d − p, with the insertion of a p-dimensional hyperplane fixed in xi = 0.
This means that xi is the perpendicular distance of the defect from a general point
xµ belonging to the bulk. The quantity d − p ≡ q is known as the codimension.

The original conformal symmetry SO(1, d + 1) is broken, then we have to
restrict the conformal group to those transformation leaving xi = 0 invariant. This
subgroup is given by SO(p + 1, 1)×SO(q) ⊂ SO(1, d + 1), namely a conformal

73
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group along the defect plus rotations of the transverse directions with respect to
the defect. The generators of this subgroup are then:

Parallel translations Pa = −i∂a

Parallel rotations Mab = i(xa∂b − xb∂a)
Dilatations D = −ixµ∂µ

SCT Ka = −i(2xaxν∂ν − x2∂a)
Transverse rotations Mi j = i(xi∂ j − x j∂i)

(4.1.1)

where the special conformal transformations (SCT) are simply the ordinary SCT
restricted to the values preserving the defect, namely bµ = (ba, 0). The algebra
associated to (4.1.1) is given by:

[Ka, Pb] = 2i(δabD − Lab)
[Pc,Mab] = i(δcaPb − δcbPa)
[Kc,Mab] = i(δcaKb − δcbKa)
[Mab,Mcd] = i(δad Mbc + δbcMad − δacMbd − δbd Mac)
[D, Pa] = iPa

[D,Ka] = −iKa

[Pa, Pb] = [Ka,Kb] = [D,Mab] = 0
[Mi j,Mkl] = i(δilM jk + δ jkMil − δikM jl − δ jlMik)
[Pa,Mi j] = [Ka,Mi j] = [D,Mi j] = 0

(4.1.2)

The main feature of this algebra rules is that the original rotation group SO(d)
is broken to SO(p) × SO(q), and we can consider SO(q) as an "internal symme-
try" group on the defect: thus from the defect point of view we remain with a
p-dimensional conformal field theory (CFTp) with a SO(q) flavor group. How-
ever, note that there is an important difference between this theory and a general
conformal field theory with an internal symmetry group: in such CFTs generally
there exists a stress-tensor, while no such defect stress-tensor is available in the
spectrum of defect operators, as we will see in the following.

Bulk and defect operators

Apart from the symmetry breaking pattern, a DCFT is defined by the CFT data
that specify the correlation functions of local operators. In this context, we have
to distinguish between the insertion of operators in the bulk or on the defect.
Bulk operators depend on the bulk coordinates xµ and have the properties we
described in Section 1.2. In general they are rank-L tensors of SO(d), of the form
O
µ1,...,µL
∆

(xµ). In this Chapter we denote defect operators as Ô. These excitations
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live on the defect (xi = 0) and only admit parallel dependence xa. Moreover, they
have "parallel" and "transverse" components, since defect operators are rank-l
tensors of SO(p) and rank-s tensors of their flavor symmetry group SO(q). Hence
in general they take the form Ôa1,...,ali1,...,is

∆̂
(xa).

And now we have to reckon with this important distinction to discuss the form
of the Operator Product Expansion in a DCFT. Clearly the fusion of primary op-
erators in the bulk is a local property and then is unaffected by the presence of the
defect. Hence we still have the usual bulk OPE defined in (1.2.14):

Oi(xi)O j(x j)
xi→x j
=

∑
O

ci jO
1

x∆i+∆ j−∆O
i j

CO(xi − x j, ∂ j)O(x j). (4.1.3)

However, as we saw the defect also possesses local excitations Ô not related by
symmetry to the bulk ones and when a bulk excitation is brought close to the defect
it becomes indistinguishable from a defect excitation. This process is captured by
a new expansion, the bulk-to-defect OPE, which will be singular when the bulk
operator approaches to the defect:

O(xa, xi) = bOÔ
1

|xi|
∆O−∆̂

Ô

CÔ(|xi|, ∂2
a)Ô(xa). (4.1.4)

where again the differential operator C∆̂ creates the whole conformal family be-
longing to the primary defect operator Ô. Note that among the bOÔ coefficients we
find bO1̂ which plays a special role, since it allows bulk operators to acquire a non
trivial one point function:

〈O(x) =
AO

|xi|
∆
. (4.1.5)

4.2 DCFT correlators
Considering the p-dimensional defect as an extended operator D placed in

the vacuum of a CFT, the correlation functions of the theory are intended to be
measured in presence of this extended operator, whose expectation value is di-
vided out. In general we can define a correlator with bulk and defect insertions as
follows:

〈O1(x1) . . . Ô1(xa
1) . . . 〉D ≡

1
〈D〉0

〈O1(x1) . . . Ô1(xa
1) . . .D〉0 , (4.2.1)

where the subscript 0 denotes expectation values taken in the conformal invariant
vacuum.
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4.2.1 Preliminary: tensors as polynomials on the light-cone
We review a method to deal with correlation functions of operators with spin,

using the embedding space formalism we described in Section 1.2.2. Let us start
with a set up without any defect. We consider operators that are symmetric, trace-
less tensors, and can be encoded in polynomials by introducing an auxiliary vector
zµ:

Fµ1,...µJ (x)→ FJ(x, z) = zµ1 . . . zµJ Fµ1,...µJ (x) , (4.2.2)

with z2 = 0 to enforce tracelesness of F. The index structure can be recovered by
using the Todorov differential operator:

Dµ =
(d − 2

2
+ z ·

∂

∂z

) ∂
∂zµ
−

1
2

zµ
∂2

∂z · ∂z
. (4.2.3)

If we apply this operator J times we can free all the indices:

Fµ1,...µJ =
Dµ1 . . .DµJ FJ(x, z)

J!
(

d−2
2

)
J

(4.2.4)

We move to the embedding space, where any field Fµ1,...µJ (x) can be obtained
from a field FM1,...MJ (P) by restricting it to the Poincarè section. We also want
FM1,...MJ (P) to be

• homogeneous of degree −∆, i.e. FM1,...MJ (λP) = λ−∆FM1,...MJ (P), λ > 0;

• transverse, i.e. PM1 FM1,...MJ (P) = 0,

which guarantees FJ to project to a primary operator in physical space. We can
encode symmetric traceless tensors in embedding space in a polynomial, as be-
fore:

FM1,...MJ (P)→ FJ(P,Z) ≡ ZM1 . . . ZMJ FM1,...MJ (P) ,

Z2 = 0
P · Z = 0

.

(4.2.5)
where the two conditions preserve tracelessness and transversality. the two con-
ditions (4.2.5) and (4.2.2) agree if

Z = (0, 2x · z, xµ) . (4.2.6)

In general it is convenient to write polynomials in the variable Z and constrain
the coefficients such that the polynomials satisfy the required properties. We can
rephrase the transversality condition as:

FJ(P,Z + αP) = FJ(P,Z) , (∀α) (4.2.7)
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In particular we define the transverse tensors that can be used as building blocks.
If no defect is present, there is only one tensor with these features:

CMN = ZMPN − ZNPM . (4.2.8)

Finally, let us point out some considerations about conserved tensor. The con-
servation condition in physical space can be written using the Todorov operator
(4.2.3):

∂µDµT (x, z) = 0 . (4.2.9)

This condition is consistent if the dimension of T is ∆ = d − 2 + J. This conserva-
tion law has consequances on the correlators, so it is convenient to rephrase it on
the light cone, where it reads:

∂MDMT̂ (P,Z) = 0 . (4.2.10)

DM has the same expression as (4.2.3) with z replaced by Z, while T̂ (P,Z) is
obtained from T (x, z) with the conditions Z2 = Z · P = 0.

Generalization to mixed symmetry case

We consider the case of a tensor in a mixed symmetry representation of the
orthogonal group SO(d). We briefly outline the main idea (for a complete and
general derivation, see [89]), but we especially concentrate on the case of a rank
2 antisymmetric operator that we will encounter in Section 6.4.
A tensor t` in an irreducible representation ` is described by a Young tableau,
with indices in each box. The indices in the rows are symmetrized, those in the
columns are anti-symmetrized. To make these operation manifest we contract all
the indices of the i-th row with the same polarization vector z(i):

t`(z) = t`


z(1) . . . . . . . . . . . . . . . z(1)

z(2) . . . . . . . . . z(2)

...
...

...
...

z(k) . . . z(k)

 = t`


µ1

1 . . . . . . . . . . . . . . . µ1
l1

µ2
1 . . . . . . . . . µ1

l2...
...

...
...

µk
1 . . . µk

lk


k∏

i=1

z(i)
µi

1
· · · z(i)

µi
`i

(4.2.11)

The result is a polynomial t`(z) which satisfies the following properties:

• t`(z) is defined on the subspace (z(i) · z( j)) = 0

• t`(z) has homogeneity `i for all the z(i), so ti satisfies:

z(i) · ∂z(i) t`(z) = `i t`(z) . (4.2.12)
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• t`(z) is transverse, so it satisfies:

z(i) · ∂z( j) t`(z) = 0 , ∀ j > i . (4.2.13)

• To recover the original tensor one needs to apply the Todorov operator
(4.2.3) according to the tableau structure (4.2.11).

The way to lift mixed symmetry operators to the embedding space follows in
a straightforward way. We encode the operator in a polynomial:

O(P,Z(i)) ≡ O(P)


M1

1 . . . . . . . . .M
1
l1...

...
...

...

Mk
1 . . .M

k
lk


k∏

i=1

Z(i)
Mi

1
· · · Z(i)

Mi
`i

, (4.2.14)

where the auxiliary vectors satisfy:

P · P = 0 , P · Z(i) = 0 , Z(i) · Z( j) = 0 , (4.2.15)

and the operators satisfy the following transversality and scaling conditions:

P · ∂Z( j) O(P,Z(i)) = 0 , Z(k) · ∂Z( j) O(P,Z(i)) = 0 , ∀k > j ,

O(αP, βiz(i)) = O(P,Z(i))α−∆

[d/2]∏
i=1

β`i
i . (4.2.16)

Thanks to the linear action of SO(1, d + 1), we can think the operator O(P,Z(i)) as
contracted with antisymmetric tensors of the form

C(m)
P M1,...,Mm

≡ P[M1
Z(1)
M2
· · · Z(m−1)

Mm] , m = 1, . . . ,
[
d
2

]
+ 1 . (4.2.17)

which is the antisymmetric analogous of (4.2.8).
We do not want to provide a detailed analysis of this construction, we simply

extract the cases we are interested in. First of all note that the totally symmet-
ric tensor defined in (4.2.2) corresponds to a (4.2.11) with a single row Young
diagram: its polynomial has been defined in terms of a single auxiliary vector
z(1)
µ ≡ zµ.

We provide a more interesting example, namely a totally antisymmetric rank-2
tensor Hµν. In this case the Young diagram is simply , and following (4.2.11)
we need two auxiliary vectors:

Hµν(x)→ H(x, z(1), z(2)) = z(1) [µz(2) ν]Hµν(x) . (4.2.18)

When we uplift this operator in the embedding space we get

H(P,Z(1),Z(2)) = Z(1) [M1Z(2)M2]HM1,M2(P) (4.2.19)

and we constrain its correlation functions using the structure associated to the
rank-2 antisymmetric tensor (4.2.18), which is simply:

C
M1,M2,M3

≡ P[M1
Z(1)
M2

Z(2)
M3] . (4.2.20)
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4.2.2 Defect tensorial structures

In presence of a defect, defect operators carry both SO(p) and SO(q) quantum
numbers, corresponding to transverse (s) and parallel ( j) spins. We can still en-
code spinning operators into polynomials, using two auxiliary variables (wi and
za) associated to transverse and parallel spin respectively. Again we impose con-
ditions wiwi = zaza = 0 to have symmetric traceless representations of both SO(p)
and SO(q). To remove the polarization vectors we use two kinds of Todorov op-
erators:

Da =
( p − 2

2
+ zb ∂

∂zb

) ∂
∂za −

1
2

za
∂2

∂zb∂zb
,

Di =
(q − 2

2
+ w j ∂

∂w j

) ∂

∂wi −
1
2

wi
∂2

∂w j∂w j
. (4.2.21)

In the embedding space, we split the coordinates in two sets, distinguishing the
“parallel" directions denoted by A, B, . . . indices, and “orthogonal" directions de-
noted by I, J, . . . . SO(1, p + 1) and SO(q) act on these sets respectively:

M = (A, I) , A = 0, 1, . . . p + 1 , I = p + 2, . . . , d + 1 . (4.2.22)

The symmetry is still linearly realized in embedding space, we simply have to
build two scalar products:

P • Q = PAηABQB P ◦ Q = PIδIJQJ (4.2.23)

For the symmetric tensors case these are the only structures possible. Since bulk
insertions still satisfy the conditions P2 = Z2 = Z · P = 0, only a subset of the
scalar products (4.2.23) is independent

P • P = −P ◦ P , Z • Z = −Z ◦ Z , Z • P = −Z ◦ P . (4.2.24)

Many correlation functions in the embedding space which satisfy transversality
can be written in terms of the broken transverse tensor (4.2.8). Among the three
possible structures CAB, CIJ, CAI , only the last one

CAI = PAZ I − PIZA (4.2.25)

will be necessary for bulk correlation functions with a non trivial tensorial struc-
ture. Instead, CAB will define the transversality rule for defect operators, which are
simply defined as p + 1-dimensional light cone extensions of operators defining a
CFTp.
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Mixed symmetry case

The set of all the structures arising for a generic bulk or defect operator can
be implemented using parallel or orthogonal projection. the general procedure is
quite involved and is thoroughly described in Section 3 of [89]. Here we sim-
ply extract the case we are interested in, namely the rank-2 antisymmetric tensor
whose expression in the embedding space is (4.2.19). The structures that can enter
in the game (in particular in its one-point function in presence of a defect) corre-
spond to the projection of (4.2.20) along the parallel and orthogonal directions:

CA1,A2,A3
= P[A1

Z(1)
A2

Z(2)
A3] , CI1,I2,I3

= P[I1
Z(1)

I2
Z(2)

I3] , (4.2.26)

where the indices run as in (4.2.22).

4.2.3 Examples of correlation functions
We provide some examples of the correlation functions that can be computed

and constrained using the tools of previous Subsection. In particular we will ex-
plicitly write down the results that we are going to use in the following. For a
more detailed discussion see [88, 89].

Defect channel

As already remarked, from the defect point of view, this is just a CFTp with a
SO(q) flavour symmetry; thus all the correlation functions containing defect oper-
ators will maintain the same form as we found in Section 1.2. The only difference
is that they can also carry some irreducible representations of SO(q).
Given two defect operators with the same dimension ∆̂, scalar under SO(p), they
belong to two representations of SO(q). Therefore they will need auxiliary trans-
verse vectors W I and will be denoted on the light-cone as Ô∆̂,0,s(Pi,Wi). Then the
two-point function of defect scalar primaries reads:

〈Ô∆̂,0,s(P1,W1)Ô∆̂,0,s(P2,W2)〉D = CO
(W1 ◦W2)s

(2P1 ◦ P2)∆
, (4.2.27)

where CO is the two-point coefficient.
This expression can be projected down to the physical space, then it is possible
to free the indices associated to the SO(q) global symmetry using the orthogonal
Todorov operator (4.2.21).
In the following we will only need correlation functions for defect primaries which
are scalar under SO(q). In such a case the final result is precisely equal to a
common two-point function. We only need to specify the section we are projecting
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to. In particular, in the following we will consider a physical space with a (1-
dimensional) spherical defect with radius R. In this case it is convenient to split
xµ into p + 1 directions (denoted by a ~) in which the p-sphere is embedded:

xµ = (xã, xi) , ã = 1, . . . , p + 1 , i = p + 2, . . . , d . (4.2.28)

Using this notation the defect is placed in r = R, where r =
∣∣∣xã

∣∣∣. After defined the
operators in the p + 2-dimensional space the Poincaré section will be now defined
as:

PM = (P0, P1, . . . , Pd, Pd+1) =

(
1 + x2

2
, xµ,

1 − x2

2

)
, (4.2.29)

where the coordinates will be splitted into parallel and orthogonal directions con-
sistently with (4.2.22):

PA = (P0, P1, . . . , Pp+1) , PI = (Pp+2, . . . , Pd+1) . (4.2.30)

A point on the defect is defined by coordinates τa, and in general will be parametrized
as xã(τ).
Therefore starting from (4.2.27) we project down to physical space and we obtain
the generic two point function of scalar primaries in presence of a spherical defect
D takes the form:

〈Ô∆̂,0,0(τa
1)Ô∆̂,0,0(τa

2)〉D =
CO

x2∆̂
12

. (4.2.31)

where x12 = x(τ1)−x(τ2) is fixed by the parametrization of the defect and CO is the
two-point coefficient which in general depends on the couplings of the theory. It
can also have an important physical meaning, as we will see in the next Chapters.

Bulk channel: symmetric tensor

As we already noticed in Section 4.1, bulk operators in presence of a defect
acquire a non-trivial one point function, due to the broken translational invari-
ance. The structure of the one-point function of a primary is constructed using the
machinery introduced before. Scale invariance implies the form:〈

O∆,J(P,Z)
〉
D = AO

QJ(P,Z)
(P ◦ P)∆/2 , (4.2.32)

where AO is the one-point coefficient. The structure of this one-point function will
be our guideline in the following.
QJ(P,Z) is a homogeneous polynomial of degree J in Z. It must also have degree
zero in P and be transverse. The unique function with these properties can be built
out of the transverse tensor (4.2.25):

QJ =

(
CAICAI

2P ◦ P

)J/2

=

(
(P ◦ Z)2

P ◦ P
− Z ◦ Z

)J/2

. (4.2.33)
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Since Z appears with even powers only, only even spin operators can acquire an
expectation value in a parity preserving theory. Indeed it is impossible to act once
with the Todorov operator (4.2.3) and obtain a finite result. This will be a crucial
point in the following.
We provide as an example the exact expression of the one-point function of the
stress tensor, which is a totally symmetric L = 2 bulk primary with conformal
dimension ∆ = d. This result is obtained from (4.2.32) and (4.2.33), using a
Poincarè section for a flat defect case:

PA = (1, x2, xa) , PI = 0 , ZA = (0, 2xaza, za) , (4.2.34)

and the indices are then opened using (4.2.21). This procedure yields:

〈T µν(x)〉 =


〈T ab(x)〉 = AT

|xi |d
d−p−1

d δab

〈T ai(x)〉 = 0

〈T i j(x)〉 = − AT
|xi |d

(
p+1

d δi j − xi

|xi |
x j

|x j |

) (4.2.35)

Finally we notice that the structure of the one-point function is compatible
with conservation. The condition

∂MD
M QJ(P,Z)

(P ◦ P)∆/2 = J(q + J − 3)(d − ∆ + J − 2)
P ◦ Z QJ

2(P ◦ P)
∆+2

2

= 0 (4.2.36)

is satisfied when ∆ = d − 2 + J (then it holds for the stress tensor, as expected).

Bulk channel: rank-2 antisymmetric tensor for d = 4, p = 1

We also treat the case of the one-point function for a rank-2 antisymmetric
tensor H(P,Z(1),Z(2)) introduced in (4.2.19).
Also in this case the structure is fixed by the building blocks introduced before:
we found 2 possible tensors (4.2.26) preserving transversality and antisymmetry
in presence of a defect. For a single operator insertion, the result should be a linear
combination of these tensors opportunely saturated.
It turns out that there is a specific situation where we can obtain a non-zero result.
If we consider d = 4, p = 1 (a line defect in a four dimensional theory) we can
saturate the antisymmetrized indices for each structure in (4.2.26) with parallel
and orthogonal epsilon tensors

εA1A2A3 , Aa = 0, 1, 2 , εI1I2I3 , Ii = 3, 4, 5 . (4.2.37)

Therefore in this case the structure of the one-point function is the following:〈
H(P,Z(1),Z(2))

〉
D

=
1

(P ◦ P)∆/2

k1εI1I2I3 PI1 Z(1)
I2

Z(2)
I3

+ k2εA1A2A3 PA1 Z(1)
A2

Z(2)
A3

P ◦ P


(4.2.38)
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where k1 and k2 are the one-point coefficients.

4.3 Energy-momentum conservation and displace-
ment operator

This Section is devoted to discuss the energy-momentum conservation in a
DCFT. We do not want to propose a complete analysis (see Section 5 of [88] for
further details), but rather to try to outline the main steps, focusing on the most
relevant physical features.

We consider a DCFT defined on a manifold M described by a metric gµν,
in presence of a defect sub-manifold D parametrized by the coordinates τa, a =

1, . . . , p, and whose embedding is defined as xµ = Xµ(σa). We want to deter-
mine how conformal invariance get modified due to the presence of the defect.
We write the conformal Ward identities that follows from the fact that conformal
transformations are a subgroup of diffeomorphisms ×Weyl transformations. Thus
we impose the theory to be invariant under diffeomorphisms x′µ = xµ + ξµ(x) on
M and under Weyl rescaling δσgµν = 2σ(x)gµν. A conformal killing vector ξ̃ is
defined as

∇(µξ̃ν) = −
∇ρξ̃

ρ

d
gµν ≡ −σ̃gµν . (4.3.1)

This equation means that effecting a diffeomorphism of parameter ξ̃µ and com-
pensating with a Weyl rescaling of parameter σ̃ corresponds to a conformal trans-
formation that leaves the metric invariant. However, no Weyl transformation can
compensate the action of diffeomorphisms on the embedding functions Xµ, then
the variation of the partition function is non-vanishing, due to the presence of the
defect.
We see this effect through the action of a conformal transformation on a correla-
tion function of bulk local operators X ≡ O1(x1), . . . ,On(xn). In particular here we
provide the explicit expression of the conformal Ward identity in a flat space in
presence of a flat defect, since it has a simple shape but presents a strong physical
meaning:

(δξ̃ + δσ̃)〈X〉 =

∫
D

ξ̃i〈Di X〉 . (4.3.2)

Here we note the presence of a new primary operator Di defined on the defect: this
is the displacement operator and encodes the effects of conformal transformations
on correlation functions in the presence of a defect. The full physical meaning of
the displacement operator appears in the stress tensor conservation laws. We have
already mentioned that, unless there is a decoupled sector on the defect, there is
no conserved stress tensor on the defect, since energy is expected to be exchanged
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with the bulk, so that only the global stress tensor, which we denote here as T µν
tot,

is conserved. In term of T µν
tot the conservation laws read:

∂µT
µa
tot = 0 , ∂µT

µi
tot = −δD(x)Di + total derivatives , (4.3.3)

and obviously (Ttot)
µ
µ = 0 to keep scale invariance.

We observe that the breaking of translational invariance due to the defect induces
the displacement operator to appear as a delta function contribution to the diver-
gence of the stress tensor, i.e. it determines its discontinuity across the defect. As
a proper defect excitation, the displacement operator has a well-defined two-point
function, so its form is fixed as in equation (4.2.31):

〈Di(x)D j(0)〉 = CD
δi j

x2∆D
, (4.3.4)

equation (4.3.3) assures that the scale dimension ∆D of the displacement operator
is fixed in terms of the stress tensor, namely ∆D = p + 1. Its normalization CD is
part of CFT data, and it represents an important physical observable, as we will
see in the following.

4.3.1 Relation between AT and CD

Equation (4.3.3) suggests an interesting physical connection between the stress
tensor and the displacement operator. We analyze how conformal symmetry re-
lates the displacement coefficient CD to the one-point coefficient of the stress ten-
sor AT , defined in (4.2.35).
Choosing X = Tµν in the conformal Ward identities (4.3.2), we can relate the
one-point function

〈
Tµν

〉
with the two-point function

〈
Di Tµν

〉
. The latter can be

evaluated exactly using the bulk-to-defect OPE (4.1.4) in terms of three coeffi-
cients b1,2,3

T D (see Subsection 5.2 of [88] for further details), so the conformal Ward
identities yield two simple conditions:

b2
T D =

1
p + 1

(
2b3

T D − b1
T D

)
,

b3
T D = 2p+2π−

p+1
2 Γ

(
p + 3

2

)
AT . (4.3.5)

Then we exploit the conservation law (4.3.3), and we evaluate it inside a proper
correlation function 〈

∂µT µi(x)D j(0)
〉

= −δD
〈
Di(xa)D j(0)

〉
, (4.3.6)
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which returns a further relation, this time involving b1,2,3
T D and CD:

b2
T D =

1
p

(
(d + q − 2)

b3
T D

2
+ q

Cd

Ωq−1

)
, (4.3.7)

where Ωq−1 is the volume of a sphere S q−1. We see that combining (4.3.5) and
(4.3.7) we fix the bulk-to-defect coefficients b1,2,3

T D in terms of (AT ,CD) quantities,
but there is no universal relation between AT and CD only using conformal con-
straints. In Chapter 6 (and in particular Section 6.3) we will clarify this statement,
since we will analyze the further constraints coming from extended supersymme-
try.

4.4 Wilson loop as a line defect
We discuss here a specific example which represents the central point of the

present thesis, i.e. the Wilson loop operator as a p = 1 defect in conformal gauge
theories. In particular we concentrate on a N = 2 SYM theory on R4 with gauge
group SU(N) with a superconformal matter content, of the same class as Chap-
ter 3. In the following Chapter we will need to evaluate specific observables of
the theory, associated to one-point function of local operators in presence of a
supersymmetric Wilson loop. Here we fix the set up from a DCFT point of view.

We consider a 1/2 BPS Wilson loop in the fundamental representation of
SU(N), the same as (3.1.3):

W(C) =
1
N

tr P exp
{

g
∮

C
dτ

[
i Aµ(y) ẏµ(τ) +

R
√

2

(
ϕ(y) + ϕ̄(y)

)]}
. (4.4.1)

Without any loss of generality, we can place the circle C in the plane (x1, x2) ⊂ R4.
The loop C is parameterized as in (3.1.4), so yµ(τ) = R

(
cos τ, sin τ, 0, 0

)
, with

τ ∈ [ 0, 2π ].
We are going to evaluate specific observables in presence of the Wilson op-

erator. The fact that (4.4.1) has an explicit form in terms of fundamental fields
allows to find very explicit formulas for these observables: conformal symmetry
fixes the kinematic factors, up to a coefficient which depends on the couplings
of the theory. This coefficient can be then computed using both supersymmetric
localization and perturbative computations in field theory. This will be the general
goal of Chapters 5 and 6.

4.4.1 One-point functions
The first quantity of interest is the one-point function〈

W(C) O∆,J(x)
〉
, (4.4.2)
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where O∆,J(x) is a local operator inserted in the bulk. We discuss the generic form
of this one-point function following the results obtained in Subsection 4.2.3: we
can explicitly write the spacetime structures fixed by conformal symmetry.

We start by considering a generic scalar operator O∆,0(x) to obtain the simplest
example for the one-point function (4.4.2). We fix the denominator of the one-
point function defined in (4.2.32) projecting to a flat space Poincarè section, in
this specific case of a circular defect W(C) of radius R. Using the embedding
formalism, a point x ∈ R4 is associated to a null section P of the form

P =
(R2 + x2

2R
, xµ,

R2 − x2

2R

)
, (4.4.3)

which satisfies P2 ≡ PTη P = 0 with η = diag(−1, 1, 1, 1, 1, 1). In presence
of the Wilson loop, we can split the spacetime coordinates into “parallel” and
“transverse” ones:

xµ → (xa, xi) , where a = 1, 2 , i = 3, 4 . (4.4.4)

We will denote xaxa = r2 and xixi = L2, so that x2 = r2 + L2. The symmetry is
reduced according to the pattern

SO(1, 5)→ SO(1, 2) × SO(3) , (4.4.5)

with SO(1, 2) and SO(3) linearly acting, respectively, on

P‖ =
(R2 + x2

2R
, xa

)
and P⊥ =

(
xi,

R2 − x2

2R

)
. (4.4.6)

There are two scalar products invariant with respect to the two symmetry factors,
which we denote as

P • P ≡ PT
‖ η P‖ with η = diag(−1, 1, 1) and P ◦ P ≡ PT

⊥ P⊥ . (4.4.7)

We know they are not independent, since P • P + P ◦ P = P2 = 0. Therefore, we
can take as the single independent invariant the quantity

‖x‖C ≡ 2
√

P ◦ P =

√
(R2 − x2)2 − 4R2L2

R
. (4.4.8)

This is the “average distance” between x and C, which is invariant under the
SO(1, 2) × SO(3) subgroup of the conformal symmetry that is preserved by the
Wilson loop, see Figure 4.1
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x

W(C)
x2

x1

x3, x4

r

L
R

Figure 4.1: The geometric set-up for the configuration we consider.

The one-point function
〈

W(C)O∆,0(x)
〉

=
〈

W(C) O∆,0(P)
〉

must depend on
‖x‖C, and must be homogeneous of degree ∆ in it; thus it must necessarily be of
the form 〈

W(C) O∆,0(P)
〉

=
AO

(2π‖x‖C)∆
. (4.4.9)

The 2π factor is inserted for convenience and the constant AO is the one-point
coefficient, related to the value of the correlator at x = 0, i.e. at P = P0 = (R

2 ,
R
2 ,
~0)

where ‖x‖C → R, so that 〈
W(C) O∆,0(P0)

〉
=

AO

(2πR)∆
. (4.4.10)

The explicit computation of AO, both using localization and perturbative compu-
tations, for O∆,0 being a chiral primary operator will be the main topic discussed
in Chapter 5.

The other important observable to be discussed in the following involves the
stress energy tensor, which in this formalism is associated to an operator O∆,2.
We already discussed how residual conformal symmetry constrains its one-point
function in presence of a defect in Subsection 4.2.3. In that case we obtain the
one-point function

〈
Tµν

〉
W

in the flat space, see equation (4.2.35). In Chapter 6
we will need the equivalent of (4.2.35) in a curved space, in order to discuss the
computation of the one point coefficient aT in supersymmetric theories defined on
ellipsoids.

4.4.2 Two-point function of the displacement operator
Another relevant physical quantity that we want to introduce in presence of

a Wilson loop is an example of defect correlation function, i.e. the two-point
function of the displacement operator. This special defect operator has been intro-
duced in Section 4.3 from the conformal Ward identities in presence of a defect,
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see (4.3.2). For a Wilson loop W = trP exp
[
i
∫
A

]
it can be written as:

δ〈W〉 = trP
{∫

dτ δxi(τ) ei
∫ τ
−∞
A Di(τ) ei

∫ ∞
τ
A

}
(4.4.11)

Since the Wilson loop (4.4.1) has an explicit expression in terms of elementary
fields, the same can be done for the displacement operator. In this case we find
(see [90] for a consistent description in terms of conservation laws):

Di(τ) = igẋµFµi(τ) + g
(
Diϕ + Diϕ̄

)
(τ) . (4.4.12)

Notice that the form (4.4.12) follows from (super)conformal invariance only.
The two-point function of the displacement operator is fixed by DCFT: following
the prescriptions of Section 4.2 and in particular the form (4.3.4) we find:〈

Di(τ)D j(0)
〉

W
=

CD δi j

τ4 . (4.4.13)

The two-point function coefficient CD also determines the expectation value of
a Wilson loop with a wavy line profile (see [91]). The physical interpretation is
quite clear: the displacement operator describes small deviation from the original
defect shape, and its normalization (6.3.15) represents an important piece of CFT
data, as we will see in Chapter 6.



Chapter 5

Correlators between Wilson loop
and chiral operators

We introduced the class of chiral primary operators (CPOs) in Chapter 1 in
the context of representations of superconformal symmetry. They are protected
observables, so have always played an important role in N = 4 theories [92], and
their correlation functions have been explored in the AdS/CFT context [5, 6, 93]
and in perturbative computations [94–96]. Correlators for CPOs in presence of
Wilson loops have also been considered [97–99]; in particular, correlators of a
1/8-BPS circular loop and chiral primaries in N = 4 SYM theory have been
computed [100–104], mapping them to multi-matrix models. Also correlators
with local chiral operators and Wilson loops in higher representations have been
discussed [105, 106].

A crucial progress has been made also inN = 2 SYM theories, mainly thanks
to the localization computation [9] of the partition function and the Wilson loop
vev, which are reduced to a matrix model on a four-sphere, as seen in Chapter
3. The computation of observables in such a matrix model is allowed when the
N = 2 theory is also conformal: it has been shown that the matrix model for the
partition function on S 4 also contains information about correlators of chiral oper-
ators on R4 [107–111], provided one disentangles the operator mixing induced by
the map from S 4 to R4 [112–114]. In [46] this disentangling of operators has been
realized as a normal-ordering procedure and the relation between field theory and
matrix model correlators has been shown to hold also in non-conformal situations
for a very special class of operators.
It is natural to conjecture that, as it is the case in the N = 4 theory, also in su-
perconformal N = 2 theories the matrix model for the circular Wilson loop on
S 4 may contain information on correlators of chiral operators in the presence of
a circular loop in R4. In particular, from Section 4.4 we know that the functional
form of the one-point function in presence of a Wilson loop is completely fixed

89
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up to a coefficient AO(g), see eq. (4.4.9); this coefficient can be encoded in the
Pestun matrix model.

This Chapter is structured as follows: in Section 5.1 we identify the ma-
trix model counterparts of chiral operators in the field theory through a normal-
ordering prescription, whereas in Section 5.2 we compute the one-point functions
of such operators in the matrix model. Then in Section 5.3 we compare them with
the corresponding field theory one-point functions in presence of the Wilson loop
computed in standard perturbation theory up to two loops for finite N, and to all
orders in perturbation theory in planar limit for the ζ(3) dependent part. Again we
consider the diagrammatic difference between N = 4 and N = 2, following Sub-
section 2.1.1. We find complete agreement between the matrix model and field
theory results.

These achievements are valid for any N = 2 Lagrangian SCFTs. In particu-
lar, we verified them for any SCFTs with SU(N) gauge group, which correspond
to the 5 theories described in Table 3.1. For brevity, in the present Chapter we
will show only the results related to the most famous N = 2 SCFT, namely the
Superconformal QCD, corresponding to the A theory in Table 3.1.

5.1 Chiral operators in N = 2 SCFTs

5.1.1 Flat space CPOs

Chiral primaries in N = 2 SCFTs were introduced in Section 1.3. They trans-
form as scalars of SU(2)R and their conformal dimension is completely determined
by their U(1)R charge. Moreover they parametrize the Coulomb branch of vacua,
thus in Lagrangian theories they are written as combinations of the scalar field φ
(φ̄ for the anti-chiral operators) of the N = 2 vector multiplet in a gauge invariant
way. Therefore they can be labeled by a vector of integers ~n = (n1, n2, · · · , n`) and
take a multi-trace expression of the form

O~n(x) = trϕn1(x) trϕn2(x) · · · trϕn`(x) ,
∑̀
k=1

nk = n , (5.1.1)

where n is the conformal dimension. Equivalently, by expanding ϕ(x) = ϕb(x) T b,
where T b are the generators of SU(N) in the fundamental representation canoni-
cally normalized as in (3.2.5) we can write

O~n(x) = R b1...bn
~n ϕb1(x) . . . ϕbn(x) (5.1.2)
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where R b1...bn
~n is a totally symmetric n-index tensor whose expression is encoded1

in (5.1.1). The quantity of interest is the one-point function〈
W(C) O~n(x)

〉
, (5.1.3)

where the definition of the Wilson loop corresponds to eq. (4.4.1) and is reported
here for convenience:

W(C) =
1
N

tr P exp
{

g
∮

C
dτ

[
i Aµ(y) ẏµ(τ) +

R
√

2

(
ϕ(y) + ϕ̄(y)

)]}
. (5.1.4)

Following the analysis of Section 4.4, the correlator (5.1.3) takes the form

〈
W(C) O~n(x)

〉
=

A~n(
2π‖x‖C

)n
(5.1.5)

where A~n is a g-dependent constant, which corresponds to the one-point function
evaluated in the origin:

A~n(g) = (2πR)n 〈
W(C) O~n(0)

〉
. (5.1.6)

In the next Sections we will compute this function in two different ways: one by
using the matrix model approach of Section 3.2, and the other by using standard
perturbative field theory methods, following Section 2.1.

5.1.2 Chiral operators in the matrix model
As shown in Section 2.4, evaluating the physical object in the matrix model,

corresponds to reduce the fields on the saddle point configuration, see (2.4.9),
where Aµ = 0 and ϕ = ϕ̄ = a/

√
2. Therefore the Wilson loop (5.1.4) in the fun-

damental representation and on a circle of radius R = 1 is given by the following
operator in the matrix model (already introduced in (3.1.9)):

W(a) =
1
N

tr exp
g
√

2
a =

1
N

∞∑
k=0

gk

2
k
2 k!

tr ak . (5.1.7)

On the other hand, it would seem natural to associate to any multi-trace chiral
operator O~n(x) of the SYM theory defined in (5.1.1) a matrix operator O~n(a) with

1Explicitly,

R b1...bn

~n = tr
(
T (b1 · · · T bn1

)
tr

(
T bn1+1 · · · T bn1+n2

)
. . . tr

(
T bn1+...+n`−1+1 · · · T bn))

where the indices are symmetrized with strength 1.
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precisely the same expression but with the field ϕ(x) replaced by the matrix a (up
to an overall numerical factor), namely

O~n(a) = tr an1 tr an2 · · · tr an` = R b1...bn
~n ab1 ab2 · · · abn . (5.1.8)

However, since the field theory propagator only connects ϕ with ϕ̄, all operators
O~n(x) have no self-contractions, whereas the operators O~n(a) defined above do not
share this property. This means that the dictionary between the SYM theory and
the matrix model is more subtle. Indeed, we have to subtract from O~n(a) all its
self-contractions by making it orthogonal to all the lower dimensional operators,
or equivalently by making it normal-ordered. As discussed in [46], given any
operator O(a) we can define its normal-ordered version O(a) as follows. Let be
∆ the dimension of O(a) and

{
Op(a)

}
a basis of in the finite-dimensional space

of matrix operators with dimension smaller than ∆. Denoting by C∆ the (finite-
dimensional) matrix of correlators(

C∆

)
pq =

〈
Op(a) Oq(a)

〉
, (5.1.9)

we define the normal-ordered operator

O(a) = :O(a) :g = O(a) −
∑
p,q

〈
O(a) Op(a)

〉
(C−1

∆ )pq Oq(a) . (5.1.10)

As emphasized by the notation, the normal-ordered operators are g-dependent,
since the correlators in the right hand side of (5.1.10) are computed in the inter-
acting N = 2 matrix model.

Using these definitions, the correspondence between field theory and matrix
model operators takes the following simple form

O~n(x) → O~n(a) = :O~n(a) :g . (5.1.11)

This is a prescription to compute chiral correlation function in a N = 2 matrix
model.
Let us make a recall of the matrix model shape:

ZS 4 =

∫
da e−tr a2−S int(a) , S int(a) =

∑
n=2

(−1)n

(
g2

8π2

)n
ζ(2n − 1)

n
Tr′R a2n ,

(5.1.12)

and a generic observable is computed in this matrix model according to (3.2.2),
namely:

〈
f (a)

〉
=

1
ZS 4

∫
da e− tr a2−S int(a) f (a) =

〈
e−S int(a) f (a)

〉
0〈

e−S int(a) 〉
0

, (5.1.13)
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where the subscript 0 stands for Gaussian matrix model. Throughout the present
Chapter, we will make explicit references to Section 3.2 for all the details about
the matrix model techniques. Since in the present Chapter we concentrate on the
SCQCD case (Theory A in Table 3.1), all the computations are written in the
specialized N = 2 SCQCD matrix model defined by the interactive action (see
first row of Table 3.2):

S int(a) =
3 ζ(3) g4

(8π2)2

(
tr a2

)2
−

10 ζ(5) g6

3(8π2)3

[
3 tr a4 tr a2 − 2

(
tr a3

)2 ]
+ · · · . (5.1.14)

We now provide some explicit examples by considering the first few low-
dimensional operators. At level n = 2 we have just one operator:

O(2)(a) = : tr a2 :g = tr a2−
N2 − 1

2
+

3 ζ(3) g4

(8π2)2

(N2 − 1)(N2 + 1)
2

+O(g6) . (5.1.15)

Similarly, at level n = 3 we have one operator, which in the SU(N) theory does
not receive any correction:

O(3)(a) = : tr a3 :g = tr a3 . (5.1.16)

At level n = 4, we have instead two independent operators corresponding to ~n =

(4) and ~n = (2, 2). Their normal-ordered expressions are given, respectively, by

O(4)(a) = : tr a4 :g

= tr a4 −
2N2 − 3

N
tr a2 +

(N2 − 1)(2N2 − 3)
4N

(5.1.17)

+
3 ζ(3) g4

(8π2)2

[ (2N2 − 3)(N2 + 5)
N

tr a2 −
2(N2 − 1)(N2 + 4)(2N2 − 3)

4N

]
+ O(g6) ,

and

O(2,2)(a) = :
(
tr a2

)2
:g

=
(
tr a2

)2
− (N2 − 1) tr a2 +

N4 − 1
4

(5.1.18)

+
3 ζ(3) g4

(8π2))2

[
(N2 − 1)(N2 + 5) tr a2 −

(N4 − 1)(N2 + 4)
2

]
+ O(g6) .

Up to the order g6 we have considered, it is easy to check that these operators
satisfy 〈

O~n(a)
〉

= 0 ,〈
O~n(a)O~m(a)

〉
= 0 ,

(5.1.19)
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for n , m. Normal-ordered operators of higher dimension can be constructed
without any problem along these same lines.

We observe that the g-independent parts of the above expressions correspond
to the normal-ordered operators in the Gaussian model, i.e. in the N = 4 theory.
Since we will often compare ourN = 2 results with those of theN = 4 theory, we
find convenient to introduce a specific notation for the g → 0 limit of the normal
ordering and write

Ô~n(a) ≡ lim
g→0
O~n(a) = :O~n(a) : , (5.1.20)

so that most of the formulas will look simpler.
In the following Section we will explicitly compute the one-point functions

between the Wilson loop and the chiral operators in the N = 2 matrix model,
namely

A~n =
〈
W(a)O~n(a)

〉
(5.1.21)

which will later compare with the field theory amplitudes defined in (5.1.6).

5.2 Matrix model correlators in presence of a Wil-
son loop

Our main goal here is the computation of A~n in the interacting matrix model
described above. As a warming-up, but also for later applications, we begin by
presenting the results in the Gaussian matrix model, i.e. in the N = 4 theory.

5.2.1 The N = 4 theory

In this case we should consider the operators Ô~n(a) defined in (5.1.20) and
compute

Â~n =
〈
W(a) Ô~n(a)

〉
0 (5.2.1)

where 〈 f (a)〉0 =
∫

da e− tr a2
f (a).

The simplest example is the amplitude with the identity (~n = (0)), which yields
the vacuum expectation value of the Wilson loop operator (5.1.7):

Â(0) =
〈
W(a)

〉
0 =

1
N

∞∑
k=0

gk

2
k
2 k!

tk (5.2.2)

with tk defined in (3.2.4). We already review the computation of this quantity in
Chapter 3, it yields the well known N = 4 exact result for the Wilson loop vev
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(3.1.11), which we report here for convenience:

Â(0) =
1
N

L1
N−1

(
−

g2

4

)
exp

[g2

8

(
1 −

1
N

)]
(5.2.3)

where Lm
n is the generalized Laguerre polynomial of degree n.

Next we consider the amplitude between the Wilson loop and the operator
Ô(2)(a) at level 2. This is given by

Â(2) =
〈
W(a) : tr a2 :

〉
0 =

1
N

∞∑
k=0

gk

2
k
2 k!

(
tk,2 −

N2 − 1
2

tk

)
. (5.2.4)

The recursion relations (3.2.8) imply

tk,2 =
(k
2

+
N2 − 1

2

)
tk , (5.2.5)

and thus the amplitude (5.2.4) becomes

Â(2) =
1
N

∞∑
k=0

k
2

gk

2
k
2 k!

tk =
g
2
∂gÂ(0) . (5.2.6)

Expanding for small g, we get

Â(2) = g2 N2 − 1
8N

+ g4 (N2 − 1)(2N2 − 3)
192N2 + g6 (N2 − 1)(N4 − 3N2 + 3)

3072N3 + · · · .

(5.2.7)
This same procedure can be used to compute the amplitudes Â~n for any ~n. The re-
markable fact is that, thanks to the recursion relations (3.2.8), it is always possible
to obtain compact expressions in terms of Â(0) and its derivatives that are exact,
i.e. valid for any N and any g. For example, at level n = 3 we find

Â(3) =
g
√

2
∂2

gÂ(0) −
g2

4
√

2N
∂gÂ(0) −

g(N2 − 1)

4
√

2N
Â(0) , (5.2.8)

while at level n = 4 we have

Â(4) = g ∂3
gÂ(0) +

g2

4N
∂2

gÂ(0) +
g3 − 4gN(2N2 − 3)

16N2 ∂gÂ(0) +
g2(N2 − 1)

16N2 Â(0) ,

(5.2.9)
and

Â(2,2) =
g2

4
∂2

gÂ(0) −
g
4
∂gÂ(0) . (5.2.10)

We have performed similar calculations for higher dimensional operators, but we
do not report the results since they would not add much to what we have already
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exhibited. Instead, we point out that the lowest order term in the small g expansion
of Â~n, which we call “tree-level term”, can be compactly written as

Â~n

∣∣∣∣
tree−level

=
gn

N 2
n
2 n!

R b1...bn
~n

〈
tr an :ab1 . . . abn :

〉
0

=
gn

N 2
n
2

R b1...bn
~n tr

(
T b1 . . . T bn

) (5.2.11)

where R b1...bn
~n is the symmetric tensor associated to the operator O~n(a) according

to (5.1.8). For later convenience, in Tab. 5.1 we collect the explicit expressions of
Â~n

∣∣∣
tree−level

for all operators up to level n = 4.

~n Â~n

∣∣∣
tree−level

(2) g2 N2−1

8N

(3) g3 (N2−1)(N2−4)

32
√

2N2

(4) g4 (N2−1)(N4−6N2+18)

384N3

(2, 2) g4 (N2−1)(2N2−3)

192N2

Table 5.1: The tree-level contribution to Â~n for operators up to order n = 4.

5.2.2 The N = 2 SCQCD theory
Let us now return to our main goal, namely the computation of the one-point

amplitudes in the interacting matrix model that describes the N = 2 SCQCD the-
ory. ComparingA~n with the N = 4 amplitudes Â~n, we see two main differences:

1. the normal-ordered operators O~n explicitly contain g-dependent terms;

2. the vacuum expectation value is computed in a g-dependent matrix model.

Both effects arise from the interaction terms of S int(a) given in (5.1.14); thus we
can write

A~n = Â~n + δA~n (5.2.12)

with

δA~n =
3 ζ(3) g4

(8π2)2 X~n −
10 ζ(5) g6

3(8π2)3 Y~n + · · · (5.2.13)



5.2 Matrix model correlators in presence of a Wilson loop 97

where the ellipses stand for terms of higher transcendentality, proportional to ζ(7),
ζ(3)2 and so on. The quantities X~n, Y~n and the analogous ones at higher transcen-
dentality depend on the coupling constant g and can be expressed using vacuum
expectation values in the Gaussian model and, eventually, Â(0) and its derivatives
in a compact way. Since δA~n starts at order g4, i.e. at two loops, we clearly have

δA~n

∣∣∣∣
tree−level

= 0 and δA~n

∣∣∣∣
1−loop

= 0 (5.2.14)

for any ~n. In the following we will restrict our analysis to the first correction X~n
for which we will provide explicit formulas in several examples.

Let us start with the Wilson loop, i.e. with the identity operator (n = 0). In
this case there is no normal-ordering to do and thus the only contribution to X(0)

comes from the interactions in the matrix model. Focusing on the ζ(3)-term which
is proportional to

(
tr a2

)2
, after some straightforward algebra we get

X(0) = −
〈
W(a)

(
tr a2

)2 〉
0 +

〈
W(a)

〉
0
〈 (

tr a2
)2 〉

0 . (5.2.15)

Evaluating the vacuum expectation values by means of the recursion relations
(3.2.8) and expressing the results in terms of the N = 4 Wilson loop, we can
rewrite the above expression as

X(0) = −
g2

4
∂2

gÂ(0) −
g(2N2 + 1)

4
∂gÂ(0) . (5.2.16)

Using (5.2.3) and expanding for small g, we easily get

X(0) = − g2 (N2 − 1)(N2 + 1)
8N

− g4 (N2 − 1)(2N2 − 3)(N2 + 2)
192N2

− g6 (N2 − 1)(N4 − 3N2 + 3)(N2 + 3)
8N

+ · · · .

(5.2.17)

Therefore, in the difference δA(0) the leading term, which is a 2-loop effect in-
duced by the g4-part of S int(a) proportional to ζ(3), turns out to be

δA(0)

∣∣∣∣
2−loop

= −g6 ζ(3)
(8π2)2

3(N2 − 1)(N2 + 1)
8N

. (5.2.18)

This expression has been successfully checked in [41] against an explicit pertur-
bative 2-loop calculation in field theory.

Let us now consider the operator O(2) at level n = 2. In this case we have

X(2) = −
〈
W(a) Ô(2)(a)

(
tr a2

)2 〉
0 +

〈
W(a) Ô(2)(a)

〉
0
〈(

tr a2
)2 〉

0

+
(N2 − 1)(N2 + 1)

2
〈
W(a)

〉
0 (5.2.19)
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where the last term is due to the normal-ordering procedure in the interacting
theory which indeed yields a part proportional to (N2−1)(N2 +1)/2 (see (5.1.15)).
Evaluating the vacuum expectation values, this expression becomes

X(2) = −
g3

8
∂3

gÂ(0) −
g2(2N2 + 7)

8
∂2

gÂ(0) −
5g(2N2 + 1)

8
∂gÂ(0) , (5.2.20)

while its perturbative expansion is

X(2) = −g2 3(N2 − 1)(N2 + 1)
8N

− g4 (N2 − 1)(2N2 − 3)(N2 + 2)
48N2

− g6 5(N2 − 1)(N4 − 3N2 + 3)(N2 + 3)
3072N3 + · · · .

(5.2.21)

The leading term tells us that the 2-loop correction to theN = 2 amplitudeA(2) is

δA(2)

∣∣∣∣
2−loop

= −g6 ζ(3)
(8π2)2

9(N2 − 1)(N2 + 1)
8N

. (5.2.22)

This procedure can be easily applied to operators of higher dimensions. For
example, skipping the intermediate steps, at level n = 3 we find

X(3) = − g3 3(N2 − 1)(N2 − 4)(N2 + 3)

32
√

2N2
− g5 (N2 − 1)(N2 − 4)(N4 + 2N2 − 8)

128
√

2N3

− g7 (N2 − 1)(N2 − 4)(3N6 + 5N4 − 35N2 + 75)

12288
√

2N4
+ · · · ,

(5.2.23)
while at level n = 4 we get

X(4) = − g4 (N2 − 1)(N6 + 2N4 − 18N2 + 81)
96N3

− g6 (N2 − 1)(2N8 + 5N6 − 41N4 + 270N2 − 486)
3072N4

− g8 (N2 − 1)(2N10 + 9N8 − 53N6 + 270N4 − 960N2 + 1710)
122880N5 + · · · ,

(5.2.24)
and

X(2,2) = − g4 (N2 − 1)(2N2 − 3)(N2 + 3)
32N2 − g6 (N2 − 1)(7N2 + 27)(N4 − 3N2 + 3)

1536N3

− g8 (N2 − 1)(4N2 + 19)(2N6 − 8N4 + 15N2 − 15)
61440N4 + · · · . (5.2.25)

Multiplying the leading terms in these expansions by 3 ζ(3) g4

(8π2)2 , we obtain the 2-
loop corrections to the amplitudesA~n, whose explicit expressions are collected in
Tab. 5.2 for all operators up to dimension n = 4.
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~n δA~n

∣∣∣
2−loop

(2) −g6 ζ(3)

(8π2)2

9(N2−1)(N2+1)

8N

(3) −g7 ζ(3)

(8π2)2

9(N2−1)(N2−4)(N2+3)

32
√

2N2

(4) −g8 ζ(3)

(8π2)2

(N2−1)(N6+2N4−18N2+81)

32N3

(2, 2) −g8 ζ(3)

(8π2)2

3(N2−1)(2N2−3)(N2+3)

32N2

Table 5.2: The 2-loop contribution to the difference δA~n between the N = 2 and
the N = 4 amplitudes for operators up to order n = 4.

It should be clear by now that this procedure can be used to find X~n for any
~n, and also that it can be straightforwardly generalized to obtain the exact ex-
pressions of the corrections with higher transcendentality, like for example Y~n

in (5.2.13). Of course, the resulting formulas become longer and longer when
one goes higher and higher in n or in transcendentality; however this approach,
which is essentially based on the use of the recursion relations (3.2.8), provides a
systematic way to obtain exact expressions to any desired order.

5.2.3 The large-N limit
We now study the behavior of the matrix model amplitudes in the planar limit

N → ∞ with the ’t Hooft coupling

λ = g2N (5.2.26)

kept fixed. We begin with the N = 4 theory and later turn to the superconformal
N = 2 model.

The N = 4 theory

Taking the planar limit of the expectation value of the Wilson loop, from
(5.2.3) we get

Â(0)

∣∣∣∣
planar

= 1 +
λ

8
+

λ2

192
+

λ3

9216
+ · · · =

2
√
λ

I1
(√
λ
)

(5.2.27)

where In is the modified Bessel function of the first kind. This is a well-known
and established result [66].
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Next, let us consider the amplitude between the Wilson loop and the operator
at level n = 2 given in (5.2.7). In the planar limit it becomes

Â(2)

∣∣∣∣
planar

=
λ

8
+
λ2

96
+

λ3

3072
+ · · · = I2

(√
λ
)
. (5.2.28)

Also this is a known result [97].
Proceeding systematically in this way and using the explicit results in the

Gaussian matrix model, it is not difficult to find the weak-coupling expansion
of the amplitude Â~n in the planar limit for a generic operator, and also to obtain
its exact resummation in terms of Bessel functions. Indeed, for a generic vector ~n
one can show that

gn−2` Â~n

∣∣∣∣
planar

=

(√
λ
)n−`−1

2
n
2 +`−1

In−`+1
(√
λ
) ∏̀

i=1

ni (5.2.29)

where n is, as usual, the sum of the components of ~n (see (5.1.1)), while ` is
the number of these components, namely the number of traces that appear in the
corresponding operator. We have verified the validity of this formula by explicitly
computing the planar limit of the amplitudes between the Wilson loop and all
operators up to dimension n = 7. In Tab. 5.3 we collect our results up to level
n = 4. We point out that for ` = 1, i.e. for the single trace operators, our formula
(5.2.29) agrees with the findings of [97].

~n
Expansion of Exact expression of
gn−2` Â~n

∣∣∣
planar

gn−2` Â~n

∣∣∣
planar

(2) λ
8 + λ2

96 + λ3

3072 + · · · I2
(√
λ
)

(3) λ2

32
√

2
+ λ3

512
√

2
+ λ4

20480
√

2
+ · · · 3

√
λ

2
√

2
I3
(√
λ
)

(4) λ3

384 + λ4

7680 + λ5

368640 + · · · λ I4
(√
λ
)

(2, 2) λ2

96 + λ3

1536 + λ4

61440 + · · ·
√
λ

2 I3
(√
λ
)

Table 5.3: Results for the N = 4 matrix model in the planar limit. As explained
in the text, n is the sum of the components of ~n while ` is the number of these
components.
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The N = 2 SCQCD theory

Multiplying (5.2.15) by 3 ζ(3) g4

(8π2)2 and then taking the large N limit, it is straight-
forward to obtain

δA(0)

∣∣∣∣
planar

= −
3 ζ(3) λ2

(8π2)2

(λ
8

+
2λ2

192
+

3λ3

9216
+ · · ·

)
+· · · = −

3 ζ(3) λ2

(8π2)2 I2
(√
λ
)

+ · · ·

(5.2.30)
where the last ellipses stand for terms of higher transcendentality.

In a similar way, from (5.2.21) we easily get

δA(2)

∣∣∣∣
planar

= −
3 ζ(3) λ2

(8π2)2

(3λ
8

+
4λ2

96
+

5λ3

3072
+ · · ·

)
+ · · · . (5.2.31)

It is interesting to observe that if one compares this expression with the expansion
of the planar limit of the N = 4 amplitude Â(2) given in (5.2.28), one sees that
each term of the latter proportional to λk gets multiplied by

−
3 ζ(3) λ2

(8π2)2 (k + 2) . (5.2.32)

As we will see in Section 5.3, this fact has a simple and nice diagrammatic inter-
pretation. The expansion (5.2.31) can be resummed in terms of modified Bessel
functions as follows

δA(2)

∣∣∣∣
planar

= −
3 ζ(3) (

√
λ)5

2(8π2)2

(
I1
(√
λ
)

+
2
√
λ

I2
(√
λ
))

+ · · · . (5.2.33)

Taking into account the different normalization of the operator O(2)(a) we have
used, our result agrees with [114].

Proceeding in this way and using (5.2.23)–(5.2.25), it is not difficult to obtain
the weak-coupling expansions of δA(3), δA(4) and δA(2,2) in the planar limit, and
eventually their exact expressions. In Tab. 5.4 we have collected our findings for
the terms proportional to ζ(3) in δA~n for all operators up to dimension n = 4.

From these explicit results it is possible to infer the following general formula

gn−2` δA~n

∣∣∣∣
planar

= −
3 ζ(3)
(8π2)2

(√
λ
)n−`+4

2
n
2 +`

[In−`
(√
λ
)

+
2(` − 1)
√
λ

In−`+1
(√
λ
)] ∏̀

k=1

nk

+

( ∑̀
i=1

δni,2

) 2
√
λ

In−`+1
(√
λ
) ∏̀

k=1

nk

 + · · · (5.2.34)

which we have verified in all cases up to n = 7. We observe that there is a
contribution, represented by the second line above, which occurs only when the



102 5. Correlators between Wilson loop and chiral operators

~n
Expansion of the ζ(3)-term of Resummation of the ζ(3)-term of

gn−2` δA~n

∣∣∣
planar

gn−2` δA~n

∣∣∣
planar

(2) −
3 ζ(3) λ2

(8π2)2

(
3λ
8 + 4λ2

96 + 5λ3

3072 + · · ·
)

−
3 ζ(3) (

√
λ)5

2(8π2)2

(
I1
(√
λ
)

+ 2
√
λ
I2
(√
λ
))

(3) −
3 ζ(3) λ2

(8π2)2

(
3λ2

32
√

2
+ 4λ3

512
√

2
+ 5λ4

20480
√

2
+ · · ·

)
−

9 ζ(3) λ3

4
√

2(8π2)2
I2
(√
λ
)

(4) −
3 ζ(3) λ2

(8π2)2

(
4λ3

384 + 5λ4

7680 + 6λ5

368640 + · · ·
)

−
3 ζ(3) (

√
λ)7

2(8π2)2
I3
(√
λ
)

(2, 2) −
3 ζ(3) λ2

(8π2)2

(
6λ2

96 + 7λ3

1536 + 8λ4

61440 + · · ·
)

−
3 ζ(3) λ3

4(8π2)2

(
I2
(√
λ
)

+ 6
√
λ
I3
(√
λ
))

Table 5.4: Results for theN = 2 superconformal matrix model in the planar limit.
As before, n is the sum of the components of ~n while ` is their number.

operator O~n(a) contains at least a factor of the type tr a2. This fact has a precise
diagrammatic counterpart, as we will see in the next Section.

Comparing the two exact expressions (5.2.34) and (5.2.29) and using the prop-
erties of the modified Bessel functions, it is not difficult to realize that

gn−2` δA~n

∣∣∣∣
planar

= −
3 ζ(3) λ2

(8π2)2

(
λ
∂

∂λ
+ ` +

∑̀
i=1

δni,2

)(
gn−2` Â~n

∣∣∣∣
planar

)
+ · · · (5.2.35)

where, as usual, the ellipses stand for terms of higher transcendentality. Such a
relation implies that if we multiply each term λk in the weak-coupling expansion
of gn−2` Â~n

∣∣∣
planar

by

−
3 ζ(3) λ2

(8π2)2

(
k + ` +

∑̀
i=1

δni,2

)
, (5.2.36)

then we obtain the expansion of the ζ(3)-correction of the corresponding N = 2
planar amplitude gn−2` δA~n

∣∣∣
planar

. Also this formula, which generalizes (5.2.32) to
any ~n, has a simple and nice interpretation in terms of field theory diagrams, as
we will see in the next Section.

5.3 Perturbative checks in field theory
We now consider the direct field theory computation of the expectation values

of chiral operators with a circular BPS Wilson loop in a superconformal N = 2
theory defined on R4.
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As explained in Section 4.4, conformal invariance implies that all information
about these expectation values is contained in the amplitudes A~n defined in (5.1.6).
The conjecture we want to test is that these amplitudes match the corresponding
ones A~n in the matrix model that we introduced in (5.1.21), namely we want to
show that

A~n = A~n . (5.3.1)

The diagrammatic evaluation in field theory of the correlators A~n beyond tree-
level is in general quite complicated. However, it becomes tractable if one only
computes the difference between the N = 2 result and the one we would have in
the N = 4 theory. So we exploit the same techniques introduced in Section 2.1,
and we shall check, up to two loops, the following equality:

δA~n = δA~n , (5.3.2)

where δA~n is the difference between the N = 2 and N = 4 matrix model results
introduced in (5.2.12). We stress again that, even though we concentrate on the
SCQCD theory, these results are valid for any N = 2 SCFT with SU(N) gauge
group.

5.3.1 Tree-level
At the lowest order in g the N = 2 and N = 4 amplitudes coincide:

A~n

∣∣∣∣
tree−level

= Â~n

∣∣∣∣
tree−level

; (5.3.3)

in other words,
δA~n

∣∣∣∣
tree−level

= 0 . (5.3.4)

Also in the matrix model this difference vanishes at the lowest order, see (5.2.14).
Thus, the equality (5.3.2) is satisfied at tree level.

Actually, in this case it is easy (and also convenient for later purposes) to check
directly the validity of (5.3.1). Performing this check is helpful also to establish
some facts that will be useful at higher orders; in particular, the way the path-
ordered integration over the Wilson loop simplifies in the tree-level case will be
exploited also in the two-loop order computations. Thus, for later convenience we
briefly show some details. At the lowest order in g, the n chiral fields ϕ appearing
in the operator O~n must be contracted with the n antichiral fields present in the
term of order n in the expansion on the Wilson loop operator (4.4.1). This is
represented by the diagram in Figure 5.1.

Thus, we have〈
W(C) O~n(0)

〉∣∣∣∣
tree−level

=
1
N

gn

n!

〈
P tr

( n∏
i=1

∮
C

dτi
R
√

2
ϕ̄(xi)

)
O~n(0)

〉
(5.3.5)
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O~n(x)

W(C)

Figure 5.1: At the lowest perturbative order, the operator O~n(x) is connected to
the Wilson loop by n scalar propagators. Exploiting conformal invariance, we can
place the operator in the origin, i.e. in the center of the Wilson loop. Nevertheless,
in this and in the following pictures we will continue to place it outside the loop
to avoid graphical clutter.

where we have denoted by xi = x(τi) the positions along the Wilson loop C. Using
(5.1.2), we rewrite this expression as

〈
W(C) O~n(0)

〉∣∣∣∣
tree−level

=
1
N

gn Rn

2
n
2 n!
P

n∏
i=1

∮
C

dτi tr
(
T a1 · · · T an

)
Rb1...bn
~n

×
〈
ϕ̄a1(x1) · · · ϕ̄an(xn)ϕb1(0) · · ·ϕbn(0)

〉
. (5.3.6)

The vacuum expectation value in the second line above is computed using the free
scalar propagator 〈

ϕ̄a(xi)ϕb(0)
〉

=
δab

4π2 x2
i

=
δab

4π2R2 (5.3.7)

where we have exploited the fact that xi = x(τi) belongs to the circle C of radius R
and thus can be parameterized as in (3.1.4). In view of this, when we apply Wick’s
theorem in (5.3.6) we obtain an integrand that does not depend on the variables τi.
The path ordering becomes therefore irrelevant and, from the integration over τi,
we simply get a factor of (2π)n. Moreover the n! different contraction patterns all
yield the same expression, due to the symmetry of the tensor R~n. Taking all this
into account, we get〈

W(C) O~n(0)
〉∣∣∣∣

tree−level
=

1
N

gn

2
n
2

1
(2πR)n R b1...bn

~n tr
(
Tb1 . . . T bn

)
, (5.3.8)

which implies that

A~n

∣∣∣∣
tree−level

= Â~n

∣∣∣∣
tree−level

=
gn

N 2
n
2

R b1...bn
~n tr

(
T b1 . . . T bn

)
, (5.3.9)
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in full agreement with the matrix model result (5.2.11).

5.3.2 Loop corrections

At higher orders in g we concentrate on the difference δA~n. As we already
pointed out, the number of diagrams which contribute to this difference is mas-
sively reduced. For example, all diagrams represented in Figure 5.2 yield a g2

correction with respect to the tree-level amplitude A~n but they should not be con-
sidered in the computation of δA~n since they do not contain internal lines with H
or Q hypermultiplets.

W (C)

O~n(x)

W (C)

O~n(x)

W (C)

O~n(x)

Figure 5.2: Examples of diagrams which appear at order g2 with respect to the
tree-level amplitude and which do not contain hypermultiplets and therefore van-
ish in the difference between the N = 2 and the N = 4 theory. We have used the
straight/wiggle line to denote the sum of the gluon and the scalar propagator, see
Figure 3.1

One loop

It is easy to see that in any N = 2 superconformal theory there are no correc-
tions of order g2 with respect to the tree-level result. In fact, at this order the only
possible diagrams containing H and Q hypermultiplets arise from the one-loop
correction of the external scalar propagators as shown in Figure 5.3. This one-
loop correction vanishes, as we showed in Subsection 2.1.1, due to the vanishing
of the one-loop coefficient of the β function in any conformal theory. Therefore,
in any superconformal N = 2 theory we have

δA~n

∣∣∣∣
1−loop

= 0 , (5.3.10)

in full agreement with the matrix model result (see (5.2.14)).
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O~n(x)

W(C)

1

Figure 5.3: The only diagrams that yield a g2 correction to the tree-level amplitude
A~n and contain Q and H hypermultiplets arise from the one-loop correction of the
external scalar propagators.

Two loops

Let us now consider the two-loop corrections, i.e. those at order g4 with re-
spect to the tree-level amplitudes, and focus on the difference δA~n. The H or Q
diagrams which contribute at this order can be divided into two classes. The first
one is formed by those diagrams which contain a sub-diagram with the one-loop
correction to the scalar propagator, or to the gluon propagator or to the 3-point
vertex. Some examples of such diagrams are shown in Figure 5.4.

W (C)

O~n(x)

1

W (C)

O~n(x)

1

Figure 5.4: Some examples of diagrams contributing to δA~n at two loops. The
one-loop correction of the gluon propagator vanishes like the scalar case, see Sub-
section 3.4.2 for a full discussion. The one-loop correction to the 3-point vertex
vanishes in the superconformal theory, see Figure 3.5.

All these diagrams vanish in the N = 2 superconformal theory. The only
class of diagrams that can contribute to δA~n at two loops in the superconformal
theory are those of the type displayed in Figure 5.5. They contain either the irre-
ducible two-loop correction of the scalar propagator that we already computed in
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O~n(x)

W(C) (i)

2

O~n(x)

W(C)

2

(j)

Figure 5.5: Diagrams that contribute to δA~n at two loops in the N = 2 supercon-
formal theory. Diagram (i) on the left contains the irreducible two-loop correction
of the scalar propagator, while diagram (j) on the right contains the two-loop ef-
fective vertex

Subsection 3.4.1 (see Figure 3.5), or the two-loop effective vertex represented in
Figure 5.6. Thus, we can write

δA~n

∣∣∣∣
2−loop

= I~n + J~n (5.3.11)

where I~n and J~n correspond, respectively, to the diagrams of type (i) and (j).

b1

b2

a1

a2

b1

b2

a1

a2

=2

Figure 5.6: The two-loop effective vertex that can contribute to the amplitude A~n

in the difference theory.

Let us first consider the irreducible two-loop correction of the scalar propaga-
tor. We already computed it in momentum space, see equation (3.4.2). Moving to
the configuration space, we find that the two-loop correction of the scalar propa-
gator is

b c

= g4 ζ(3)
(8π2)2C

′
4

[ δbc

4π2(x1 − x2)2

]
(5.3.12)
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where C′4 for the SCQCD theory is explicitly given in the first row of Table 3.3,
and the expression in square brackets is the tree-level propagator. Therefore, when
we compute the amplitude I~n corresponding to the diagram (i) of Figure 5.5, we
simply obtain an expression which is proportional to the tree-level result (5.3.9).
Indeed we get for the SCQCD theory:

I~n = −n g4 3 ζ(3)
(8π2)2

[ gn

N 2
n
2

R b1...bn
~n tr

(
T b1 . . . T bn

)]
(N2 + 1) (5.3.13)

where the overall factor of n is due to the fact that the two-loop correction (5.3.12)
can be inserted in any of the n external propagators.

Let us now consider the two-loop diagram (j) of Figure 5.5. To compute the
corresponding amplitude J~n, we have to perform all contractions as in the tree-
level diagram but with two scalar propagators replaced by the sub-structure corre-
sponding to the two-loop effective vertex of Figure 5.6. The latter has been ana-
lyzed in [46] to which we refer again for details. Considering that the two external
legs with color indices b1 and b2 are inserted at the point x where the operator O~n

is located, and the other two external legs with indices a1 and a2 are inserted at
two points x1 and x2 on the circular Wilson loop, the relevant expression is:

2 g4 C
′ b1b2a1a2
4 W4(x, x; x1, x2) (5.3.14)

where the color factor precisely corresponds to the trace combination:

C
′ b1b2a1a2
4 = Tr′R

(
T b1T a1T b2T a2

)
, (5.3.15)

that we encounter in the matrix model computations. We explicitly evaluate it
again for the SCQCD theory:

C b1b2a1a2
4

∣∣∣
A

= −
1
2
(
δb1a1 δb2a2 + δb1b2 δa1a2 + δb1a2 δb2a1

)
, (5.3.16)

The superspace integral can be computed as a two-loops contribution of ladder
diagrams to the four-point function in a φ3-theory, explicitly done in [115] and
reproduced in Appendix B of [46]. It is always finite and leads to:

W4(x, x; x1, x2) =
6 ζ(3)

(16π2)2

[ 1
4π2(x − x1)2

1
4π2(x − x2)2

]
. (5.3.17)

As is clear from the expression in square brackets, we still recover the same space
dependence of two scalar propagators as in the tree-level computation, even if
the color structure of the C′4 tensor is different. Exploiting conformal invariance
to set x = 0 and recalling the parametrization (3.1.4) for points on a circle, the
above square brackets simply becomes 1/(2πR)4; thus the path-ordering and the
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integration over the Wilson loop become trivial to perform, just as they were in
the tree-level amplitude. Putting everything together and replacing any pair of
external scalar propagators with this effective two-loop vertex in all possible ways,
we obtain

J~n = g4 3 ζ(3)
(8π2)2

[ gn

N 2
n
2

R b1...bn
~n tr

(
T a1 . . . T an

)]
× 2

∑
p∈S n−1

C b1b2ap(1)ap(2)

4 δb3ap(3) . . . δbn−1ap(n−1) δbnan
(5.3.18)

where p ∈ S n−1 are the permutations of (n−1) elements. We observe that the 1/n!
coming from the expansion of the Wilson loop operator at order gn is compensated
by a factor of n! that arises when we take into account the complete symmetry of
the tensor R~n and the cyclic symmetry of the trace factor in the square bracket.
Furthermore the factor of 2 in the last line of (5.3.18) is a combinatorial factor due
to the multiplicity of the two-loop box diagram of Figure 5.6.

Summing I~n and J~n, we get

δA~n

∣∣∣∣
2−loop

= −g4 3 ζ(3)
(8π2)2

[ gn

N 2
n
2

R b1...bn
~n tr

(
T a1 . . . T an

)]
(5.3.19)

×
[
n (N2 + 1) δb1a1 . . . δbnan − 2

∑
p∈S n−1

C b1b2ap(1)ap(2)

4 δb3ap(3) . . . δbn−1ap(n−1) δbnan
]
.

This is the final result of our diagrammatic computation of the two-loop correction
to the amplitude A~n in the N = 2 superconformal theory.

As an example, we work out the explicit expression for the lowest dimensional
operator O(2). In this case, we simply have

Rb1b2
(2) = tr

(
T b1T b2

)
=

1
2
δb1b2 . (5.3.20)

Thus, the contribution from the diagram (i) is (see (5.3.13)):

I(2) = −2 g4 3 ζ(3)
(8π2)2

[ g2

2 N
(N2 − 1)

4

]
(N2 + 1) , (5.3.21)

while from the diagram (j) we get (see (5.3.18)):

J(2) = −g4 3 ζ(3)
(8π2)2

[ g2

2 N
(N2 − 1)

4

]
(N2 + 1) . (5.3.22)

Note that in this case both diagrams (i) and (j) provide color contributions with the
same leading power of N. This is a specific property of this operator and it does
not hold for higher dimensional operators unless they contain a factor of tr φ2.
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We are going to give a further evidence in a moment. This fact will have impor-
tant consequences for the planar limit as we will see in the following Subsection.
Summing (5.3.21) and (5.3.22), we finally get

δA(2)

∣∣∣∣
2−loop

= −g6 ζ(3)
(8π2)2

9(N2 − 1)(N2 + 1)
8N

, (5.3.23)

in perfect agreement with the matrix model result (5.2.22).
We have explicitly performed similar checks for many operators of higher

dimension. We report the final results for the (4) and (2, 2) cases. See Appendix
B of [1] for the full computations.

I(4) = −g8 ζ(3)
(8π2)2

(N2 − 1)(N2 + 1)(N4 − 6N2 + 18)
32N3 ,

J(4) = −g8 ζ(3)
(8π2)2

(N2 − 1)(7N4 − 30N2 + 63)
32N3 . (5.3.24)

Notice that in the large-N limit, J(4) is subleading with respect to I(4). Summing
the two contributions, we find that the total amplitude δA(4)

∣∣∣
2−loops

is

δA(4)

∣∣∣∣
2−loops

= I(4) + J(4) = −g8 ζ(3)
(8π2)2

(N2 − 1)(N6 + 2N4 − 18N2 + 81)
32N3 (5.3.25)

which exactly matches the matrix model expression reported in the last-but-one
row of Tab. (5.2).
We report the same results for the (2, 2) case:

I(2,2) = −g8 ζ(3)
(8π2)2

(N2 − 1)(N2 + 1)(2N2 − 3)
16N2 ,

J(2,2) = −g8 ζ(3)
(8π2)2

(N2 − 1)(N2 + 7)(2N2 − 3)
32N2 . (5.3.26)

We explicitly notice that in this case both I(2,2) and J(2,2) contribute to the leading
order in the large-N limit. In total we get:

δA(2,2)

∣∣∣∣
2−loops

= I(2,2) + J(2,2) = −g8 ζ(3)
(8π2)2

3 (N2 − 1)(2N2 − 3)(N2 + 3)
32N2 (5.3.27)

which matches the matrix model expression reported in the last row of Tab. (5.2).
These checks has been done for many other operators, confirming the validity of
(5.3.2) up to two loops.
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5.3.3 Planar limit
All the above checks are easily extended in the planar limit by keeping the

highest power of N and performing the substitution g2N = λ. In this limit the
number of diagrams which contribute to the correlator is drastically reduced, and
thus such checks can be pushed to higher orders in perturbation theory without
much effort. Let us first review the well-known N = 4 case [97–99].

The N = 4 theory

At leading order, using the tree-level result (5.3.9) that corresponds to the
diagram of Figure 5.1, one easily finds

gn−2` Â~n

∣∣∣∣
tree−level,planar

= lim
N→∞

g2n−2`

N 2
n
2

R b1...bn
~n tr

(
T b1 . . . T bn

)
= c~n,0 λn−` (5.3.28)

where c~n,0 are numerical coefficients which can be deduced from Tab. 5.1. In
particular we have:

c(2),0 =
1
8
, c(3),0 =

1

32
√

2
, c(4),0 =

1
384

, c(2,2),0 =
1

96
. (5.3.29)

In [97] it was argued that all diagrams with internal vertices cancel at the next
order and it was conjectured that analogous cancellations should occur at all orders
in perturbation theory. Thus, only the “rainbow” diagrams of the type represented
in Figure 5.7 contribute to the amplitude Â~n in the planar limit.

The evaluation of these “rainbow” diagrams is particularly simple in the case
of a circular Wilson loop, see the discussion in Section 3.1. Indeed, if we de-
note by wa(x) the combination of gluons and scalars that appears inside the path-
ordered exponential in (5.1.4), namely

wa(x) = i Aa
µ(x) ẋµ +

R
√

2

(
ϕa(x) + ϕ̄a(x)

)
(5.3.30)

with x being a point on the circle C, then we have

〈
wa(x1) wb(x2)

〉
=
δab

4π2

1 − ẋ1 · ẋ2

(x1 − x2)2 =
δab

8π2R2 (5.3.31)

where in the last step we have used the circular parameterization (3.1.4). Thus,
the contribution of the internal propagators, represented by straight/wiggle lines
in Figure 5.7, is constant (see Section 3.1) so that only combinatorial coefficients
have to be computed. For example, the first diagram of Figure 5.7 yields a contri-
bution of the form

c~n,1 λn−`+1 (5.3.32)
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W (C)

O~n(x)

W (C)

O~n(x)

Figure 5.7: In the planar limit of the N = 4 theory, the tree-level expression
encoded in Figure 5.1 gets corrected only by the so-called “rainbow” diagrams,
the first two of which are represented here. We have used the usual straight/wiggle
line to denote the sum of the gluon and the scalar propagator, which always occur
together when attached to the Wilson loop and yield the simple expression given
in (5.3.31).

with

c(2),1 =
1

96
, c(3),1 =

1

512
√

2
, c(4),1 =

1
7680

, c(2,2),1 =
1

1536
. (5.3.33)

Similarly, the second diagram of Figure 5.7 leads to

c~n,2 λn−`+2 (5.3.34)

with

c(2),2 =
1

3072
, c(3),2 =

1

24480
√

2
, c(4),2 =

1
368640

, c(2,2),2 =
1

61440
. (5.3.35)

From these results it is possible to infer the following resummed expression

gn−2` Â~n

∣∣∣∣
planar

=

∞∑
j=0

c~n, j λn−`+ j =

(√
λ
)n−`−1

2
n
2 +`−1

In−`+1
(√
λ
) ∏̀

i=1

ni (5.3.36)

which agrees with the matrix model result (5.2.29).

The N = 2 theory

In this case we focus on the planar limit of the difference δA~n and in particular
on the terms proportional to ζ(3). To obtain the result at the lowest order, one
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simply has to take the two-loop result (5.3.19) and evaluate it in the large-N limit.
As we have seen in the previous Subsection, there are two types of terms, corre-
sponding to the diagrams (i) and (j) of Figure 5.5. The correction to the scalar
propagator gives rise to a contribution that always survives in the planar limit; in
fact in (5.3.12) it was proved to be proportional to g4(N2 + 1), which in the planar
limit reduces to λ2. On the other hand, the two-loop effective vertex does not al-
ways contribute in the planar limit, since it is leading for N → ∞ only when it is
attached to trϕ2. This can be realized by noticing that in this case such a diagram,
because of (5.3.16), always produces the structure

tr
(
T b1T b2

)
δb1b2 δa1a2 =

1
2

(N2 − 1)δa1a2 , (5.3.37)

with the N2 factor making the contribution leading. Thus, the diagrams of type
(i) always contribute in the planar limit, while the diagrams of type (j) are sub-
leading unless some of the components of the vector ~n are equal to 2. This fact can
be checked in the explicit computations for O(2) (see (C.3.8) and (5.3.22)) and for
O(4) and O(2,2) reported in (5.3.24) and (5.3.26). These simple considerations give
a nice field theory interpretation to some of the matrix model results presented in
Section 5.2.3.

Building on the idea that all diagrams with internal vertices cancel at all orders
in perturbation theory, like in the N = 4 model [97], one can construct a class of
ζ(3)-proportional diagrams, starting from the N = 4 “rainbow” diagrams and
performing on them one of the aforementioned planar two-loop corrections. This
can be done either by correcting one of the external scalar propagators, or by
correcting one of the internal double-line propagators 2 or by including the two-
loop effective vertex if O~n contains at least a factor trϕ2. The result of performing
any of these corrections is always equal to the original N = 4 “rainbow” diagram
multiplied by −3 ζ(3) λ2

(8π2)2 . This analysis tells us how to get the N = 2 correction
proportional to ζ(3) in the planar limit starting from the N = 4 amplitude. In
fact, expanding (5.3.36) for small λ, the term of order k corresponds to a sum
over “rainbow” diagrams with (k−n + `) internal propagators and n external ones.
Using the method we just described, any such diagram can be corrected once for
every internal propagator, once for every external propagator and once for every
factor trϕ2 appearing in O~n, giving a total of

(k − n + `) + n +
∑̀
i=1

δni,2 = k + ` +
∑̀
i=1

δni,2 (5.3.38)

2Since these internal propagators and the scalar propagators are proportional to each other (see
(5.3.31) and (5.3.7)), also their planar two-loop corrections are proportional.
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corrections proportional to −3 ζ(3) λ2

(8π2)2 . This result precisely matches the matrix
model expression (5.2.36) and suggests that this class of diagrams reconstructs
the full ζ(3)-term of the N = 2 correlator at all orders in perturbation theory, just
like the “rainbow” diagrams make up the full N = 4 correlator.



Chapter 6

Emitted radiation in
Superconformal field theories

The present Chapter is a summary of the many results that have been recently
conjectured and/or achieved in the context of the energy radiated by an accel-
erating quark in super-conformal theories in four dimensions with extended su-
persymmetry. The interest for this topic resides in the fact that it represents an
old story for electrodynamics [116], with some particularly debated outcomes
[117, 118], and its generalizations have brought many new results and several
connections with many areas of theoretical physics, from perturbative QCD to
AdS/CFT duality. In context of the present thesis, the problem of the emitted
radiation represents a perfect example of a physical observable that can be evalu-
ated exactly using a consistent implementation of both conformal invariance and
supersymmetry.

The emitted radiation is proportional to the so called Bremsstrahlung function,
which arises naturally in the study of vacuum expectation values of cusped Wilson
loops, as a special limit of the cusp anomalous dimension. Therefore we devote
Section 6.1 to an introduction to these physical quantities in quantum field theory,
with some references to their relevance in other contexts. In Section 6.2 we review
the exact computation of the Bremsstrahlung function in N = 4 SYM theory,
performed by [119] using a localization approach.

The radiated energy of an accelerated particle can be “measured” by com-
puting a flux of the stress tensor of the theory. Therefore in a conformal theory
the Bremsstrahlung function can be related to the one-point function of the stress
energy tensor in presence of the probe particle represented by a Wilson loop. Sec-
tion 6.3 is devoted to justifying and elaborating this concept: we explain the prob-
lem through some examples given by free conformal theories (free Maxwell, free
conformally coupled scalar, N = 2 abelian gauge theory), then we discuss its
generalization to non-abelian gauge theories, in presence of extended supersym-

115
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metry. It turns out that the crucial quantity for computing the emitted radiation in
superconformal theories is the stress tensor one-point function.

In Section 6.4 we provide a recipe for computing the one-point function of
the stress tensor in presence of a line defect for any N = 2 SCFT, in terms of
a small variation of the background geometry represented by a four-dimensional
ellipsoid. Finally in Section 6.5 we carry out a careful analysis of the perturbative
structure of the result, using the supersymmetric localization achievements in the
presence of a Wilson loop.

6.1 Cusp anomalous dimension and Bremsstrahlung
function

The cusp anomalous dimension represents a crucial quantity in theories of
strong interactions. It has been introduced in the context of renormalization prop-
erties of Wilson loops [120–123] and especially in the scattering of a heavy quark
off an external potential. The physical process is the following (see [124] for
a complete review): the heavy quark behaves as a classical charged particle, it
moves with a velocity vµ1 that changes to vµ2 after the scattering with the external
source. Due to instantaneous acceleration, the heavy quark starts emitting gluons,
generating both infrared (IR) and ultraviolet (UV) divergences. The dipendence
of the scattering apmplitude on both the IR and UV cut-offs is controlled by the
Cusp Anomalous Dimension Γcusp(g, ϕ) [125, 126], which explicitly depends on
the angle ϕ created by the change of velocities 1

v1 · v2 = cosϕ . (6.1.1)

The full physical process can be effectively described in terms of Wilson loops, in
particular considering a Wilson loop in presence of a cusp, see Figure 6.1.

ϕv1

v2

Figure 6.1: Cusped Wilson loop with a physical angle ϕ. In the full Chapter the
Wilson operator will be represented by a double line notation.

After introducing a UV regulator ΛUV, shielding the tip of the contour and a
IR regulator ΛIR cutting the infinite length of the line, the cusped Wilson loop

1v1 · v2 = coshϕ in a Minkowskian space, where ϕ represents a change of rapidity.



6.1 Cusp anomalous dimension and Bremsstrahlung function 117

develops a logarithmic divergence of the form:〈
W[Ccusp]

〉
∝ e−Γcusp log ΛUV

ΛIR . (6.1.2)

In the next Section we will work out an explicit computation in a N = 4 theory,
where the cusped Wilson loop behavior (6.1.2) will clearly arise.
The observable Γcusp has several important properties. For a detailed discussion of
QCD results see and references therein

• At large ϕ in Minkowski the cusp anomalous dimension is proportional to
ϕ:

Γcusp(g, iϕ)
ϕ→∞
−−−−→ ϕγcusp . (6.1.3)

It was computed at weak coupling in [127]. It is also related to the anoma-
lous dimensions of twist-two conformal operators with large spin [128–
131], computed also in supersymmetric theories using integrability tech-
niques [132–135].

• Again for large values of the scattering angle ϕ, it parametrizes infrared
divergences in gluon scattering amplitudes [136,137], for which nice duality
properties in the AdS/CFT context arise [138–140].

• In conformal theories, Γcusp corresponds to the quark-antiquark potential
[141, 142], after performing a plane to cylinder map, see Figure 6.2. In this

ϕ

ϕ

ϕ

Figure 6.2: Plane to cylinder map and correspondence with the qq̄ potential

configuration, the qq̄ pair sits on a pure spatial 3-sphere, at an angle π − ϕ.
We have:

Γcusp(g, ϕ)
ϕ→π
−−−→ −

V(g)
π − ϕ

, (6.1.4)
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where V(g) is the quark-antiquark potential for a qq̄ pair, that was defined
in Section 1.42.

• In the limit ϕ→ 0 the cusped Wilson line reduces to a straight line, the cusp
divergence disappears and the cusp anomalous dimension vanishes as:

Γcusp(g, ϕ)
ϕ→0
−−−→ −B(g) ϕ2 , (6.1.5)

where B(g) is a positive definite function, dubbed Bremsstrahlung function.

In the present Chapter we explicitly concentrate on this last case, the small angle
limit (6.1.5). In particular the Bremsstrahlung function will be one of the crucial
quantities for our computations.

6.2 Exact Bremsstrahlung function in N = 4

We review the computation of the Bremsstrahlung function defined in (6.1.5)
in a N = 4 SYM theory. After defining our set up and producing a simple 1-
loop computation, we infer the exact result obtained in [119] using a localization
procedure.

6.2.1 Perturbative computation at leading order
We now compute the leading order coefficient of the small angle expansion of

the cusp anomalous dimension (see equation (6.1.5)). This quantity arises from
the expectation value of a cusped Wilson line Wcusp which we take in the fun-
damental representation of SU(N). Its contour is made of two semi-infinite rays
parametrized as follows

xµ = vµ1 τ1 for −∞ < τ1 < 0 ,
xµ = vµ2 τ2 for 0 < τ2 < +∞ .

(6.2.1)

The velocity vectors vµ1 and vµ2 are such that v1 · v1 = v2 · v2 = 1. They define the
cusp angle ϕ (see Figure 6.1) by the relation v1 · v2 = cosϕ .
The cusped Wilson line is explicitly defined by

Wcusp =
1
N

trP exp
(
g
∫ 0

−∞

dτ1 L1(τ1) + g
∫ +∞

0
dτ2 L2(τ2)

)
, (6.2.2)

2In Section 1.4 we wrote the quark-antiquark potential for a qq̄ pair at a distance R. In (6.1.4)
the scale distance R is fixed to 1 for conformal symmetry.
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where we introduced the generalized connections

L1(τ1) = i v1 · A(v1τ1) +
1
√

2

(
e+iϑ/2 φ(v1τ1) + e−iϑ/2 φ̄(v1τ1)

)
,

L2(τ2) = i v2 · A(v2τ2) +
1
√

2

(
e−iϑ/2 φ(v2τ2) + e+iϑ/2 φ̄(v2τ2)

)
.

(6.2.3)

Here ϑ is an “internal” angular parameter that can be defined at the cusp [143,
144]; it represents an additional freedom due to the coupling with the scalars of
the vector multiplet. It is defined as

cosϑ = ~n · ~n , (6.2.4)

where nu is the six-dimensional unit vector parametrizing the direction of the
scalars inside the internal space S 5, see eq. (1.4.12).
In general the Wilson loop defined by (6.2.2) and (6.2.3) is not BPS, but there
exists a nontrivial configuration where the loop becomes BPS as well, and it is
when ϑ = ±ϕ. In this case we can extract the Bremsstrahlung function from an
extended formula, starting from (6.1.5), which reads:

Γcusp ' −
(
ϕ2 − ϑ2) B . (6.2.5)

This means that we can compute B(g) either by taking ϕ � 0 with ϑ = 0, or
ϑ � 0 with ϕ = 0. This property will be exploited in the following.

Expanding Wcusp in the coupling constant g, we find that its vacuum expecta-
tion value at order g2 is given by the diagram represented in Figure 6.3.

ϕ

Figure 6.3: The g2-contribution to the vacuum expectation value of a cusped Wil-
son line. The double straight/wiggled line stands for the sum of the gluon and
scalar propagators.

Using the explicit expression of the Wilson line and the propagators (6.5.17),
this leads to write

〈
Wcusp

〉
= 1 + g2 N2 − 1

2N
(

cosϕ − cosϑ
)

I(ϕ) + O(g4) , (6.2.6)
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where 3

I(ϕ) =

∫
dDk

(2π)D

1
k2 (k · v1 − δ) (k · v2 − δ)

. (6.2.7)

This integral is evaluated in Appendix C.3. Substituting the result

I(ϕ) =
1
ε

(
−

1
8π2

ϕ

sinϕ

)
+ O(ε0) . (6.2.8)

in (6.2.6), we get

〈
Wcusp

〉
= 1 −

1
ε

( g2

8π2

) N2 − 1
2N

ϕ (cosϕ − cosϑ)
sinϕ

. + O(g4) (6.2.9)

The cusp anomalous dimension Γcusp using dimensional regularization is defined
by [121] 4 〈

Wcusp
〉

= exp
(
−

1
2ε

Γcusp

)
. (6.2.10)

Taking the logarithm of (6.2.9), expanding for small angles and comparing with
(6.2.5) we find:

B =
( g2

8π2

) N2 − 1
2N

+ O(g4) . (6.2.11)

This one-loop computation will be useful in the following, Let us notice that,
in the same way as the Wilson loop vev, it contains the coupling and color de-
pendence only. This observable is indeed protected and can be computed using a
localization approach. This was done in a paper by Correa, Henn, Maldacena and
Sever [119], which we are going to review.

6.2.2 Bremsstrahlung function from localization
The authors of [119] computed the Bremsstrahlung function starting from the

vacuum expectation value of a latitude Wilson loop [33–36,100,146–148], which
we mentioned in Section 1.4. This is a generalization of the circular loop, since it
allows the contour to be on a non-maximal circle of a S 2 sphere embedded in R4.
A latitude is parametrized by an angle θ0 inside the scalar profile:

nu
θ0

= (sin θ0 cos τ, sin θ0 sin τ, cos θ0, 0, 0, 0) , (6.2.12)

3Following [145], we regulate the IR divergence of the τ1 and τ2 integrals by introducing a
dumping factor e−iδ(τ1−τ2) with Im δ > 0 which suppresses the contributions from the large (−τ1 +

τ2) region and introduces the dependence on the IR cut-off δ.
4Before we wrote the definition of Γcusp within a cut-off regularization scheme, in which case

1/(2ε) gets replaced by log (ΛUV/ΛIR), see equation (6.1.2)
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where we see that for θ0 = 0 the usual nu = δu3 typical of 1/2 BPS configurations
(circular or straight) is restored.
Following the analysis described in Section 1.4, we could see that the supersym-
metry conditions for this contour impose two independent contraints on the SUSY
parameter (differently from the single condition (1.4.16) for the straight/circular
case). So the latitude preserves 1/4 of the supercharges. The vacuum expectation
value of the latitude Wilson loop has been computed by [34], and is given by the
same expression as the circular one, up to a redefinition of the coupling constant
in terms of θ0: 〈

Wθ0(λ)
〉

=
〈
Weq(λ̃)

〉
, λ̃ = λ sin2 θ0 . (6.2.13)

The result is given in terms of the ’t Hooft coupling λ = g2N. Expanding the
equation around θ0 = 0 up to θ2

0, λ̃ ∼ λ(1 − θ2
0) we have:〈

Wθ0

〉
−

〈
Weq

〉〈
Weq

〉 = −θ2
0 λ∂λ log

〈
Weq(λ)

〉
(6.2.14)

The left hand side of (6.2.14) can be evaluated by expanding the functional inte-
gral in terms of the difference nu

θ0
− nu. Expanding again around θ0 = 0, we obtain

correlation functions of scalars along the line. Since conformal invariance is pre-
served along the line, we only have a non-vanishing two-point function, which
can be written as:〈

Wθ0

〉
−

〈
Weq

〉〈
Weq

〉 =
θ2

0

2

∫ 2π

0
dτ

∫ 2π

0
dτ′ n̂x(τ) n̂y(τ′) 〈φx(τ)φy(τ′)〉W + O(θ3

0) ,

(6.2.15)
where n̂x represents a 2-dimensional unit vector (here x, y = 1, 2) and the subscript
W denotes by notation an expectation value evaluated along the Wilson loop, fol-
lowing the definition:

〈
φa(τ)φb(τ′)

〉
W

=

〈
Tr

[
P φa(τ) e

∫ τ′
τ (idxµAµ+|dx|φunu)φb(τ′)e

∫ τ
τ′(idxµAµ+|dx|φunu)

]〉
〈
W

〉 ,

(6.2.16)
which represents an explicit realization of the definition of defect correlation func-
tion (4.2.1). We evaluate this correlator without using the explicit form in terms
of fundamental fields. We simply use the achievements of Chapter 4 to con-
strain the kinematics, in particular Equation (4.2.31). Then we impose the circular
parametrization of the loop and we find〈

Wθ0

〉
−

〈
Weq

〉〈
Weq

〉 = θ2
0 aφ

π

2

∫ 2π−ε

ε

dτ
cos τ

1 − cos τ
= −θ2

0 π
2 aφ , (6.2.17)
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where aφ is the 1-point coefficient. Now comparing this result with (6.2.14) we
derive:

aφ =
1
π2λ∂λ log〈WC(λ)〉, (6.2.18)

which is an explicit expression for the coefficient aφ in terms of the known expec-
tation value of the 1/2 BPS circular Wilson loop.

Using a similar approach it is possible to relate aφ with the second derivative
of the cusp anomalous dimension, namely the Bremsstrahlung function. It is con-
venient to see the cusp configuration coming from the energy of two static quarks,
sitting at opposite points on S 3, see Figure 6.2. The cusp anomalous dimension
arises from the vev of a cusped Wilson loop, but in this situation we switch off the
physical angle ϕ, keeping the internal angle ϑ between the scalars, see equation
6.2.4. We proceed as before, varying with respect to the ϑ angle, and we obtain
again a relation with the scalar two-point function:

Γcusp(ϕ = 0, θ, g) = −θ2 1
2

∫ ∞

−∞

dτ 〈φ(τ)φ̄(0)〉W + O(θ3) . (6.2.19)

Exploiting again the DCFT achievements and solving the integral, we find the
relation between Γcusp and the coefficient aφ:

Γcusp(θ, g) = θ2 aφ
2

+ O(θ3) . (6.2.20)

Now comparing (6.2.20) with (6.2.5), and inserting the value of aφ computed in
(6.2.18) we obtain a formula for the Bremsstrahlung function in term of the vac-
uum expectation value of the circular Wilson loop, which we reviewed in Chapter
3. We write this formula in terms of the Yang-Mills coupling g =

√
λ/N:

B(g,N) =
1

4π2 g
∂

∂g
log 〈WC(g,N)〉, (6.2.21)

where 〈WC(g,N)〉 is given by (3.1.11). The result (6.2.21) is remarkable, since it
represents an exact formula, valid for any values of the coupling constant g. In
particular it matches previous results at weak and strong coupling [142,144,149].

6.3 Bremsstrahlung, displacement operator and stress
tensor

It is possible to infer a deeper meaning of the Bremsstrahlung function in terms
of correlation function of important local operators. This is related to some of the
basic questions in any field theory, namely the reaction to the presence of a source.
We start by reviewing some simple theories, where the simplicity of the problem
allows us to concentrate on the physical aspects.
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6.3.1 Radiation in free theories
We consider the problem of study the radiation induced by a probe coupled to

a free field theory, in order to perform a purely classical analysis. The goal is to
describe the Bremsstrahlung radiation, and how we can “measure” it using field
theory instruments.

Maxwell theory

Given the Maxwell theory action

S Maxwell =
1
4

∫
d4xFµνFµν , (6.3.1)

we consider a cusped Wilson line representing the world line of an external elec-
tron which emits energy along its trajectory, which in this case reads:

W = exp
[
i e

∫ 0

−∞

dt v1 · A(v1t) + i e
∫ +∞

0
ds v2 · A(v2s)

]
, (6.3.2)

where e denotes the coupling constant (i.e. the electric charge). Repeating the
same computation as Subsection 6.2.1 (note that here the tree level contribution
provides the full result) we find the Bremsstrahlung function for a charge e in
Maxwell theory 5

Bv =
e2

12π2 . (6.3.3)

We can relate this quantity to a correlation function of local operators in presence
of the external probe.

Since this theory has no scales, a Wilson loop can be considered a conformal
defect. We are particularly interested in the one-point function of the stress-energy
tensor in presence of W defined by

〈
Tµν

〉
W

and fixed in terms of a unique coeffi-
cient AT (see eq. (4.2.35)) which in all this Chapter will be denoted hW and can
be considered as the scaling weight of W and in general depends on the couplings
of the theory. Following [87] we define hW as

〈T00〉W =
hW

r4 , (6.3.4)

where r represents the distance from W. The other components of
〈
Tµν

〉
W

are
fixed analogously to (4.2.35).
The stress tensor for a Maxwell theory explicitly reads:

Tµν =
1

4π

(
FµλFλ

ν −
1
4
δµνFλσFλσ

)
. (6.3.5)

5The subscript v stands for vector, since here the vector field is the only contribution
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It is traceless, even off-shell. It is possible to compute the explicit solution for
the gauge potential Aµ(x) in presence of the source, it corresponds to the Lienard-
Wiechert retarded potential at a generic point xµ, see [150, 151] and [152] for a
complete analysis. Evaluating (6.3.5) on the retarded solution [150] provides an
explicit expression for

〈
Tµν

〉
W

, from which it is possible to extract the value of the
one-point coefficient:

hWv =
e2

32π2 . (6.3.6)

To summarize, we showed that two separate computations determine the Bremsstrahlung
function B and the stress tensor coefficient hW for a Maxwell theory in presence
of an external electron. These quantities turn out to be functions of the coupling,
i.e. the electric charge e, and a simple relation between the two quantities arises:

Bv =
8
3

hWv . (6.3.7)

At the end of this Subsection we will discuss the physical meaning of this relation.
We now want to understand to what extent (6.3.7) is general.

Conformally coupled scalar

A similar analysis can be performed for a pure conformally coupled scalar
theory. The action and the line operator read:

S scalar =
1
2

∫
d4x

(
∂µφ∂

µφ +
R
6
φ2

)
,

W = exp
[
e
∫ 0

−∞

dt φ(v1t) + e
∫ +∞

0
ds φ(v2s)

]
(6.3.8)

where R is the Ricci scalar and the stress tensor is the following:

Tµν =
1

4π

(
∂µφ∂νφ +

1
2
δµν∂λφ∂

λφ −
1
6

(∂µ∂ν + δµν�)φ2
)
. (6.3.9)

Performing the same computations as the Maxwell case we find:

Bs =
e2

24π2 , hWs =
e2

96π2 , Bs = 4 hWs . (6.3.10)

We see that the coefficient of proportionality between B and hW is different with
respect to Maxwell theory.
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Abelian N = 2 theory

As a byproduct, we compute the same quantities in a N = 2 theory with
abelian gauge group U(1). The Wilson loop in this case is simply the combination
of (6.3.2) and (6.3.8), so the result for the Bremsstrahlung function and the stress
tensor coefficient are simply a sum of (6.3.3), (6.3.6) with (6.3.10):

Bv+s =
e2

8π2 , hW v+s =
e2

24π2 , Bv+s = 3 hW v+s . (6.3.11)

We can state that the relation between B and hW is not universal, but in general
depends on the theory. However, the presence of a simple relation in terms of a
numerical coefficient is a clear sign of a deeper physical meaning.

Physical meaning

The Bremsstrahlung function B parametrizes the radiated energy of the probe
particle in an accelerated motion. The formula reads:

∆Etot = 2πB
∫

dτ a2 , (6.3.12)

where a is the four-acceleration of the particle and τ is the proper time, parametriz-
ing its world-line. At a differential level, one finds the Larmor formula for a probe
particle with momentum pµ and velocity uµ:

P =
dp0

dt
= −2πB aµaµ , (6.3.13)

which is a well known result from classical electrodynamics [116]. From its def-
inition, this quantity is not Lorentz invariant, but it is valid under the assump-
tion that the initial and final accelerations are equal (and in particular whenever
they are equally vanishing, i.e. when the particle velocity is asymptotically con-
stant). The subtleties related to this definition generated a strong debate in the
past [117, 118].

One can define a different quantity, the invariant radiation rate (see Chapter 5
of [152]) as R = uµ

dpµ

dτ .
This power rate is not integrated along the world-line and is manifestly Lorentz
invariant, so it constitutes the proper relativistic generalization of the Larmor for-
mula. In [153] it was found that R is related to hW in a simple way:

R = −
16 π

3
hWaµaµ , (6.3.14)

which represents the proper Lorentz invariant quantity to measure the emitted
radiation of the charged particle. We summarize all these results in Table 6.1.
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CFT B hW B vs hW R

Maxwell e2

12π2
e2

32π2 B = 8
3 hW −2π

(
e2

12π2

)
a2

Conformal scalar e2

24π2
e2

96π2 B = 4 hW −2π
(

e2

36π2

)
a2

N = 2 U(1) e2

8π2
e2

24π2 B = 3 hW −2π
(

e2

9π2

)
a2

Table 6.1: The relevant quantities for three different free conformal theories.

The physical meaning of this analysis is very clear. The relation between B
and hW derives from the fact that B determines the emitted energy of the charged
particle, which can be captured by the radiation rate R, proportional to the stress
tensor coefficient hW . We expect such a relation to exist for any conformal theory,
but, as we see from Table 6.1, there is no universal relation between B and hW .

We would like to generalize these concepts to non-abelian gauge theories.
Things get harder in this case, since two main problems arise:

• It is difficult to find a relation between B and hW , since for non-abelian
Yang-Mills theories conformal invariance is broken at the quantum level;
this determines the problem of separating the radiation component from the
self-energy part of the radiating particle.

• The explicit computation of B and hW in terms of the couplings of the theory
becomes very complicated in general.

We analyze these problems in theories that preserve conformal invariance, and are
further constrained by extended supersymmetry.

6.3.2 N = 4 case
For non abelian theories the relation between B and hW is achieved with an

intermediate step: following Section 4 of [144], we derive the correspondence
between the Bremsstrahlung function defined as the second derivative of the cusp
and the two-point function of the displacement operator inserted along a Wilson
loop, defined in Subsection 4.4.2. This correspondence contributes to enrich the
physical meaning discussed in the previous Subsection. Then, following the anal-
ysis of Section 4.3, we will be able to discuss the relation with the stress tensor
coefficient hW .
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Displacement two-point function

From a conceptual point of view, the relation between the Bremsstrahlung
function and the displacement operator comes from the idea that a small deforma-
tion of a defect can correspond to some operator insertions along its profile. It is
possible to relate B to the two-point coefficient CD, defined through the two-point
function: 〈

Di(τ)D j(0)
〉

W
=

CD δi j

τ4 , (6.3.15)

by following a reasoning which is very similar to what was done in Subsection
6.2.2. Starting again from the cusped Wilson loop defined on the cylinder, see
Figure 6.2 and the definitions (6.2.2) and (6.2.3), we vary Wcusp with respect to
the physical angle ϕ. Differently from Section 6.2 (when we performed the vari-
ation with respect to the angle ϑ defining the scalar coupling), ϕ enters in both
the arguments of the gauge connection and the scalars through the velocities, see
eq. (6.2.3). Thus from the variation we get precisely the displacement two-point
function:

Γcusp
ϕ→0
−−−→ −

ϕ2

2

∫
dτ 〈Di(τ)Di(0)〉W = −

ϕ2

2

∫
dτ

CD

4(cosh τ − 1)2 + O(ϕ3) .

(6.3.16)
In the second step we used the Poincarè section specified by (P+, P−, P1, P2, P3, P4) =

(eτ,−eτ, 1, 0, 0, 0). Note that again O(ϕ) terms are not present due to the vanishing
of one-point functions along the line. Performing the integral and comparing with
(6.2.5) we get:

CD = 12B . (6.3.17)

The same quantity CD also determines the total energy ∆Etot emitted by an accel-
erated particle, as discussed in the previous Subsection:

∆Etot =
π

6
CD

∫
dτ a2 . (6.3.18)

As we stressed before, this is true under the assumption that the initial and final
acceleration are equal. The proof of (6.3.18) can be found again in Section 4
of [144]. See also [154, 155] for further considerations about properties of the
radiation emitted by a moving quark in theories with a gravity dual.

Stress tensor one-point function

In Section 4.3 it was pointed out that the relation between the bulk stress en-
ergy tensor and the displacement operator, which is evident from the conservation
law (4.3.3), is not universal in a generic conformal field theory. However, the
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further constraints from supersymmetry determine a simple relation between the
stress tensor one-point coefficient hW and the displacement two-point coefficient
CD. The relation in N = 4 arises from a simple observation [156] : the exact
formula for the Bremsstrahlung function in terms of the logarithmic derivative a
circular Wilson loop (6.2.21) corresponds (up to a numerical coefficient) to the
one-point function of a chiral operator (see eq. (5.2.6)):

〈O2(x)〉W =
A2(g,N)(
2π‖x‖C

)2
, A2(g,N) =

1
8π2 g∂g log 〈W〉 . (6.3.19)

See Section 5.2 for a complete derivation. In N = 4 theory the ∆ = 2 CPO
belongs to the same supermultiplet as the stress tensor (see for example [157]), so
it is clear a direct correspondence between the Bremsstrahlung function B and the
stress tensor coefficient hW .
The first attempt to fix the numerical coefficient between B and hW has been done
by Lewkowycz and Maldacena [158], exploiting the connection with the energy
radiated by an accelerated quark (6.3.18). Indeed they were able to integrate the
one-point function of the stress tensor over a hypersurface (in a similar way as
[87]), relating this result to the energy emitted by the quark. They found the result
for a four-dimensional N = 4 theory:

B = 3 hW . (6.3.20)

Resume

We conclude the N = 4 analysis with a recap. Also in non-abelian theories,
but in presence of maximal supersymmetry, there exists an exact correspondence
among the following physical observables:

• the second derivative of the cusp anomalous dimension, i.e. the Bremsstrahlung
function B;

• the two-point coefficient of the displacement operator CD;

• the one-point coefficient of the stress-energy tensor hW ;

• the total energy emitted by an accelerated heavy particle ∆Etot.

Such relations are displayed in eqs. (6.3.17), (6.3.18) and (6.3.20).
The second crucial point is that N = 4 symmetry is powerful enough to provide
an efficient way to compute all these quantities: exploiting the supersymmetric
localization result for the 1/2 BPS Wilson loop, B, CD and hW are computed in
terms of the logarithmic derivative of the Wilson loop vev, see (6.2.21). Since
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〈WC(g,N)〉 yields an exact result, in this N = 4 case (6.2.21) represents an exact
formula for any values of the coupling g and the rank N. This is similar to what
happens in the free theories in Subsection 6.3.1, where B and hW were simple
functions of the coupling as well.

6.3.3 N = 2 case
The natural question to ask is to what extent the previous relations hold when

we decrease the degree of supersymmetry. We will see that the N = 2 analysis
enriches the physical understanding of the relations described above for the free
theories and the N = 4 case.

First of all, we can state that the relation between B and CD is valid for any
gauge theory: the argument of [144] lies in the fact that the introduction of an
angle along the contour is equivalent to the slight modifications from the displace-
ment operator insertions along the line. Furthermore, the relation between the dis-
placement operator and the stress tensor has been proven in aN = 2 theory in [90].
Starting from the conformal analysis of Section 4.3, the authors of [90] built the
stress tensor supermultiplet and found that the conservation law ∂µT µi = −δW(x)Di

of the full supermultiplet gives rise to a corresponding displacement supermulti-
plet. Using the superconformal Ward identities they were able to prove that the
series of equalities

CD = 12 B = 36 hW (6.3.21)

holds for any N = 2 SCFT in presence of a line defect 6.

The crucial point then is to understand whether supersymmetric localization
can still be the right tool to compute the observables B, CD, hW in terms of the
couplings of the theory. It turns out that the ∆ = 2 CPO is still in the same
multiplet as the Lagrangian density, so it has a well defined one-point function
〈O2(x)〉W in terms of the localized Wilson loop vev: eq (6.3.19) still holds in N =

2, as we saw in Chapter 5. However, this one-point function is now unrelated to
the insertion of the stress tensor, which sits in a short supermultiplet of theN = 2
superconformal group which does not contain any chiral primaries. The way to
overcome this issue has been suggested by [44], where the authors conjectured a
formula

hW =
1

12π2∂b ln
〈
Wb

〉∣∣∣∣
b=1

. (6.3.22)

Here
〈
Wb

〉
is the expectation value of the Wilson loop on the ellipsoid with squash-

ing parameter b [53] and the value b = 1 corresponds to the round sphere. The
6A similar analysis has recently determined an analogous result CD = 48hW for a surface

defect, see [159], proving the complete generality of this argument.
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left hand side of this relation localizes and can be expressed in terms of a matrix
model. The proposal (6.3.22) was motivated by the fact that a first order deforma-
tion of S 4 corresponds to the insertion of an integrated stress tensor supermultiplet.
The proof of the formula represents the main result of [3].

That derivation only uses general properties of the geometric background and
of defect CFTs, thus extending the relation (6.3.22) to any superconformal line
defect. Furthermore, it provides a general recipe to extract exact results for the
stress tensor one-point function by perturbing the background geometry. We stress
that this is a peculiar feature of defect CFTs, where there is a non-vanishing one-
point function and the first-order derivative gives a non-trivial result.

The relation (6.3.22), together with the series of equalities (6.3.21) discussed
above, implies that all these apparently distinct observables are captured by the
localization of a non-local operator on a deformed geometry. In particular, this
provides a recipe to extract an exact prediction for a non-chiral scalar operator,
such as the superprimary of the stress tensor multiplet. Indeed, after proving the
relation (6.3.22), we carry out a careful analysis of the perturbative structure of
the result: we study the constraints imposed by the matrix model expansion on the
structure of the diagrams. We find that a limited class of diagrams contribute to
the final result and that the matrix model provides a precious organizing principle,
grouping different diagrams according to their color structure in a clever way.

6.4 Emitted radiation in N = 2 SCFTs
The proof of the formula (6.3.22) follows from the application of all the tools

we introduced throughout the present thesis. Indeed, we consider a N = 2 SCFT
on four-dimensional ellipsoids preserving rigid supersymmetry, as we reviewed in
Section 2.3.

We recall that a four-dimensional ellipsoid can be described by the equation

x2
1 + x2

2

`2 +
x2

3 + x2
4˜̀2

+
x2

5

r2 = 1 . (6.4.1)

and we introduce the squashing parameter b2 = `/˜̀so that is it convenient to use
the following parametrization

` = l(b) b , ˜̀=
l(b)
b

, r = r(b) , (6.4.2)

where l(b) and r(b) are such that l(1) = r(1) = r. In this way, the limit b → 1
corresponds to the sphere limit.

We want to analyze how the vacuum expectation values of gauge invariant
operators in the conformal N = 2 SYM theory respond to a deformation of the
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ellipsoid geometry, and specifically how they depend on the squashing parameter
b in the vicinity of the sphere limit. The goal is to find a direct relation between
the quantity hW defined in the previous Section and the vacuum expectation value
of half-BPS Wilson loops to prove the conjecture (6.3.22).

Let us consider a gauge invariant operator Xb which may depend on the ellip-
soid squashing parameter. Its vacuum expectation value is〈

Xb
〉

=
1
Zb

∫
DA e−S b Xb , (6.4.3)

where A here denotes schematically all fields in the conformalN = 2 SYM theory
whose action is S b, and Zb is the partition function7

Zb =

∫
DA e−S b , S b =

1
g2

∫
d4ξ
√

det GL . (6.4.4)

From this definition it easily follows that

∂b ln
〈
Xb

〉∣∣∣∣
b=1

=
−
〈
∂bS b Xb

〉
+

〈
∂bS b

〉 〈
Xb

〉
+

〈
∂bXb

〉〈
Xb

〉 ∣∣∣∣
b=1

= −

〈
:∂bS b : Xb

〉〈
Xb

〉 ∣∣∣∣
b=1

+

〈
∂bXb

〉〈
Xb

〉 ∣∣∣∣
b=1

(6.4.5)

where the : :’s indicate the normal ordering, namely the subtraction of all possi-
ble self-interactions. This expression should not depend on the parametrization
(6.4.2) of the scales of the ellipsoid.

Since the action S b depends on b only through the background supergravity
fields, we have

∂bS b =

∫
d4ξ
√

det G
[ 1
√

det G

∂(
√

det G L)
∂Gµν

∂bGµν +
∂L

∂(Vµ)JI
∂b(Vµ)JI

+
∂L
∂Tµν

∂bTµν +
∂L
∂T̄µν

∂bT̄µν +
∂L

∂M̃
∂bM̃

]
,

(6.4.6)

where the supergravity multiplet was defined in (2.2.6). We are interested in eval-
uating this expression at b = 1. By definition, the variation of the action with
respect to the metric at b = 1 yields the stress-energy tensor Tµν on the sphere.
More precisely, we have:

∂(
√

det G L)
∂Gµν

∣∣∣∣
b=1

= −
1
2

√
det G0 Tµν (6.4.7)

7Throughout this Section we will denote the ellipsoid metric as Gµν to distinguish it from the
gauge coupling g.
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where G0
µν is the metric on the round sphere S 4, namely

G0
µν = lim

b→1
Gµν . (6.4.8)

Similarly, the variations of the action with respect to the other background fields
of the supergravity multiplet yield the other bosonic components of the stress-
energy tensor supermultiplet, known also as the supercurrent multiplet. With the
conventions given in Appendix A.4, we have

∂L
∂(Vµ)JI

∣∣∣∣
b=1

= −
i
2

(tµ)JI ,
∂L
∂Tµν

∣∣∣∣
b=1

= −16Hµν ,

∂L
∂T̄µν

∣∣∣∣
b=1

= −16H̄µν ,
∂L

∂M̃

∣∣∣∣
b=1

= −O2 .

(6.4.9)

Using the Lagrangian L = LYM + Lmatter reviewed Subsection 2.3.3, we find

(tµ)JI = 4i tr[λIσµλ̄J ] − 2i tr[λKσµλ̄K ] δI
J

+ qI
↔

DµqJ +
1
2

qK
↔

DµqK δIJ ,

Hµν = − tr[F+
µν φ̄] −

i
32
ψσµνψ ,

H̄µν = − tr[F−µν φ] +
i

32
ψ̄σ̄µνψ̄ ,

O2 = −2 tr[φ̄φ] −
1
8

qIqI

(6.4.10)

where F+
µν and F−µν are the self-dual and anti self-dual parts of the gauge field

strength. As a matter of fact, in the following we will not really need these ex-
plicit expressions, but we quoted them here to allow the check that the coefficients
relating them to the variations of the Lagrangian as given in (6.4.9) are consistent
with the supersymmetry transformations reported in Appendix A.4 – indeed, these
coefficients will be important for our results.

With these definitions, we can rewrite (6.4.6) as

∂bS b

∣∣∣
b=1

= −

∫
d4ξ
√

det G0
[1
2

Tµν ∂bGµν
∣∣∣
b=1

+
i
2

(tµ)JI ∂b(Vµ)JI
∣∣∣
b=1

+ 16Hµν ∂bTµν
∣∣∣
b=1

+ 16H̄µν ∂bT̄µν
∣∣∣
b=1

+ O2 ∂bM̃
∣∣∣
b=1

]
.

(6.4.11)

In the following we will use this set-up to study how a half-BPS Wilson loop
responds to a deformation of the ellipsoid.
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6.4.1 Half-BPS Wilson loops
On the ellipsoid there are two possible half-BPS Wilson loop defects. One

wraps the circle of radius ` in the x1, x2 plane, the other wraps the circle of radius ˜̀
in the x3, x4 plane. The two configurations can be exchanged by sending b↔ 1/b.

x1

x2

x3,4,5

ℓ

Figure 6.4: Wilson loop wrapped around the circle of radius ` in the x1, x2 plane
on the ellipsoid.

Without loss of generality we can choose to wrap the circle of radius `, see
Figure 6.4. Hence, in the polar coordinates (2.3.8), the Wilson loop locus C is
defined by χ = θ = 0, ρ = π/2. The explicit expression of this Wilson loop is [53]

Wb =
1
dR

trR P exp
[
i
∫
C

dϕ
(
Aϕ − `(φ + φ̄)

)]
(6.4.12)

where dR is the dimension of the representation R in which the Wilson loop trans-
forms. Notice that this operator may explicitly depend on b through the coefficient
` of the scalar part, once the parametrization (6.4.2) is used.

From the formulæ (6.4.5) and (6.4.11), we obtain

∂b ln
〈
Wb

〉∣∣∣∣
b=1

=

∫
d4ξ
√

det G0
[1
2

〈
Tµν

〉
W ∂bGµν

∣∣∣
b=1

+
i
2

〈
(tµ)JI

〉
W ∂b(Vµ)JI

∣∣∣
b=1

+ 16
〈
Hµν

〉
W ∂bTµν

∣∣∣
b=1

+ 16
〈
H̄µν

〉
W ∂bT̄µν

∣∣∣
b=1

+
〈
O2

〉
W ∂bM̃

∣∣∣
b=1

]
+

〈
∂bWb

〉〈
Wb

〉 ∣∣∣∣
b=1

(6.4.13)
where we have adopted the short-hand notation

〈
X
〉

W to denote the normalized
one-point function of : X : in the presence of the Wilson loop on the sphere, namely

〈
X
〉

W ≡

〈
: X : Wb

〉〈
Wb

〉 ∣∣∣∣
b=1

=

〈
XW

〉〈
W

〉 − 〈
X
〉

(6.4.14)
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with W denoting the Wilson loop on the sphere. Our goal is to explicitly calculate
the integrals in (6.4.13).

6.4.2 Non-vanishing one-point functions
The half-BPS Wilson line in aN = 2 SCFT preserves an osp(4∗|2) sub-algebra

of the full su(2, 2|2) superconformal algebra and, in particular, it preserves the one-
dimensional conformal group. We compute the one-point functions of (6.4.13)
using the machinery of Chapter 4. In particular, we will use the embedding for-
malism (introduced in Section 1.2.2), implementing a projection on the sphere,
which is conformally equivalent to a plane. There is a very natural choice to make
for the light-cone section, namely

PM =
(
r, xM

∣∣∣
b=1

)
(6.4.15)

with xM

∣∣∣
b=1
, M = 1, . . . , 5 are the coordinates given in (2.3.8) evaluated on the

sphere of radius r. The coordinate P0 is determined by the condition PMηMNPN =

0, while the two coordinates along which the defect stretches, i.e. x1 and x2, are
the parallel coordinates in embedding space. To sum up, in our case P0 = r
and P1,2 = x1,2

∣∣∣
b=1

are the parallel coordinates, while P3,4,5 = x3,4,5

∣∣∣
b=1

are the
orthogonal ones.

With this assignment, the extraction of the orthogonal and parallel scalar prod-
ucts is a trivial exercise:

P ◦ P =
(
x2

3 + x2
4 + x2

5
)∣∣∣

b=1
= r2( cos2 ρ + sin2 θ sin2 ρ

)
,

P • P = −r2 +
(
x2

1 + x2
2
)∣∣∣

b=1
= −r2(1 − cos2 θ sin2 ρ

)
= −P ◦ P .

(6.4.16)

A further ingredient that is needed to write the expression of the one-point
functions is the projection of indices using the auxiliary z-variables, see Section
4.2. For a symmetric traceless tensor, like the stress-energy tensor T µν, one can
contract all indices with a complex vector zµ, such that z · z ≡ zµG0

µνz
ν = 0. Then

the one-point function of this tensor in the presence of a defect is a polynomial
in z. If one needs the one-point function with open indices, one can apply to this
polynomial the Todorov operator (4.2.3). The strategy to extend this prescription
to the light-cone is to introduce a vector Z in the embedding space given by

ZM = zµ∂µPM . (6.4.17)

Using the relation

∂µPM ηMN ∂νPN = G0
µν , (6.4.18)
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which can be easily verified in our case, one can check that

PMηMNZN = ZMηMNZN = 0 (6.4.19)

if z · z = 0.
In Section 4.2 we also included the case of tensors that are not symmetric or

traceless, specifying the case of the anti-symmetric two-index tensors. In this case
two different z-vectors, z(1) and z(2), need to be introduced, see eqs. (4.2.18) and
(4.2.19) and following.

The relevant one-point functions: In the presence of a conformal line defect,
only operators with even spin can acquire an expectation value [88] (the situation
may be different for special cases where parity odd structures are available, but
this is not the case for a line defect in four dimensions). Therefore, in our case,
the one-point function of (tµ)JI vanishes:〈

(tµ)JI
〉

W = 0 , (6.4.20)

and the only non-zero one-point functions are those of the stress-tensor Tµν, of the
two anti-symmetric tensors Hµν and H̄µν, and the scalar operator O2.

The one-point function of the stress-energy tensor can be extracted from (4.2.33)
and reads

zµzν
〈
Tµν

〉
W = 4hW

(P ◦ Z)2 − (Z ◦ Z) (P ◦ P)
(P ◦ P)3 (6.4.21)

where hW is the one-point coefficient discussed before. Using the explicit expres-
sions of P and Z given in (6.4.15) and (6.4.17), we find

zµzν
〈
Tµν

〉
W =

hW

r4( cos2 ρ + sin2 θ sin2 ρ
)3

(
z2
χ sin2 θ sin2 ρ

(
cos 2θ−2 cos2 θ cos 2ρ−3

)
− 4

(
zρ sin θ + zθ cos θ sin ρ cos ρ

)2
)
.

(6.4.22)

Applying the Todorov operator we can open the indices and easily obtain the
explicit expression of

〈
Tµν

〉
W in our coordinate system, namely〈
Tµν

〉
W = DµDν

(
zλzκ

〈
Tλκ

〉
W

)
. (6.4.23)

For the one-point function of Hµν and H̄µν we need (4.2.38), which now be-
comes:

zµ1zν2
〈
Hµν + H̄µν

〉
W = k1

εIJKPIZJ
1 ZK

2

(P ◦ P)2 + k2
εABCPAZB

1 ZC
2

(P ◦ P)2 , (6.4.24)
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where I, J,K run over the orthogonal directions and A, B,C run over the parallel
directions. To determine the constants k1 and k2, we use the supersymmetric Ward
identities that allow us to relate these coefficients to the prefactor hW appearing in
the one-point function of the stress-energy tensor. This calculation is described in
Appendix C of [3] and the result is

k1 = 0 , k2 =
3hW

8
. (6.4.25)

Inserting this in (6.4.24), we then obtain

zµ1zν2
〈
Hµν+H̄µν

〉
W =

3hW

8
cos2 θ sin2 ρ

(z1φz2θ − z2φz1θ) tan θ + (z1ρz2φ − z2ρz1φ) cot ρ

r3( cos2 ρ + sin2 θ sin2 ρ
)2 .

(6.4.26)

Opening the indices and projecting onto the self-dual and anti self-dual parts, we
find

〈
Hα

β〉
W ≡

〈
Hµν

〉
W(σµν)αβ =

3ihW

4
cos θ cos ρ (τ1)αβ − sin θ (τ2)αβ

r3( cos2 ρ + sin2 θ sin2 ρ
)2 ,

〈
H̄α̇

β̇

〉
W ≡

〈
H̄µν

〉
W(σ̄µν)α̇β̇ = −

3ihW

4
cos θ cos ρ (τ1)α̇β̇ + sin θ (τ2)α̇β̇

r3( cos2 ρ + sin2 θ sin2 ρ
)2 ,

(6.4.27)

where τi are the usual Pauli matrices.
The last one-point function, that of the scalar superprimary operator O2, is

the easiest one. Its functional form can be extracted from (4.2.32) and, in our
coordinate system, reads

〈O2〉W =
3hW

8
1

P ◦ P
=

3hW

8
1

r2( cos2 ρ + sin2 θ sin2 ρ
) . (6.4.28)

The coefficient 3hW/8 has been fixed from the superconformal Ward identities
(see also [44]).

Absence of anomalies: The functional form of the one-point functions (6.4.22),
(6.4.27) and (6.4.28) on S 4 has been obtained from that of the corresponding one-
point functions on R4 by performing a conformal transformation. However, this
transformation is affected by a Weyl anomaly and thus we have to make sure
that this anomaly will not plague our results. To show this, we can use a simple
argument inspired by [160].

Let us recall that the one-point function of the stress-energy tensor on S 4 is
not vanishing, even in the absence of a defect, and that it contains a contribution
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proportional to the anomaly coefficient a [161] 8. For a supersymmetric field the-
ory in the presence of additional background fields, like the N = 2 SYM theory
we are considering, the conformal anomaly is constructed out of the full Weyl
supergravity multiplet and not just out of the background metric [162, 163]. As a
consequence, we expect non-vanishing one-point functions for the various com-
ponents of the stress tensor multiplet. These would all be proportional to the
anomaly coefficient a. This anomalous contribution is a local feature of the stress
tensor multiplet, which is not affected by the presence or absence of a defect.
This is very natural since one never expects that bulk CFT data, like the anomaly
coefficients, are modified by a defect. Therefore, under a Weyl transformation
Ĝµν → Gµν = ε2σĜµν of a flat metric Ĝµν, the stress tensor one-point function in
the presence of a Wilson line W changes as follows〈

T̂µνW
〉〈

W
〉 →

〈
TµνW

〉〈
W

〉 = e−2σ

〈
T̂µνW

〉〈
W

〉 +
〈
Tµν

〉
(6.4.29)

where T̂µν is the stress tensor in flat space. The last term in the right hand side is
the anomalous contribution, while the term proportional to e−2σ is the result of the
conformal transformation applied to the one-point function in the flat space. In
the case where the conformal transformation maps R4 to S 4, this term is just what
we have denoted by

〈
Tµν

〉
W in the previous Subsection. Indeed, from (6.4.14) we

have 〈
Tµν

〉
W =

〈
TµνW

〉〈
W

〉 −
〈
Tµν

〉
= e−2σ

〈
T̂µνW

〉〈
W

〉 . (6.4.30)

This argument, which applies of course to all other components of the stress
tensor multiplet, shows that the sphere one-point functions that appear in (6.4.13)
are precisely those that are obtained by performing the conformal transformation
on those in flat space, as we have done to write (6.4.22), (6.4.27) and (6.4.28).
Thus, our result is not affected by the anomaly. Actually, this argument is rather
general and holds for an arbitrary line defect in anyN = 2 SCFT. For the specific
case we consider in this paper though, i.e. N = 2 SYM theory, we know that the
anomaly coefficient a does not depend on the coupling and the absence of anoma-
lous contributions can also be ascertained from a simple free theory computation.

6.4.3 Explicit integration
Using the one-point functions of Subsection 6.4.2, together with the explicit

results of the background values of the bosonic fields of the supergravity multi-
plet reported in Subsection 2.3.4, we have all the ingredients that are necessary

8For conformally flat manifolds there is no contribution from the B-type anomalies.
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to perform the integrations in (6.4.13). Let us begin by considering the integral
involving the one-point function of the stress-energy tensor. This has to be regu-
larized by introducing a cutoff ε to keep the integration away from the location of
the defect; the result is∫

d4ξ
√

det G0
[1
2

〈
Tµν

〉
W ∂bGµν

∣∣∣
b=1

]
=

(3l′ − 3r′ − 3
ε3 −

l′ − r′ − 5
ε

)
2πhW + O(ε)

(6.4.31)

where
l′ = ∂bl(b)

∣∣∣
b=1

, r′ = ∂br(b)
∣∣∣
b=1

(6.4.32)

with l(b) and r(b) being the functions used in (6.4.2) to parametrize the scales of
the ellipsoid. The expression (6.4.31) is purely divergent and does not contain any
finite contribution. The divergent part is clearly a feature of the regularization pro-
cedure since there is no universal logarithmic term. In particular, if we computed
the integral (6.4.31) in dimensional regularization we would simply find zero. For
this reason the contribution (6.4.31) can be discarded.

The other terms in (6.4.13), instead, yield finite contributions. In fact, we find∫
d4ξ
√

det G0
[
16

〈
Hµν

〉
W ∂bTµν

∣∣∣
b=1

]
=

∫
d4x
√

det G
[
− 2i

〈
Hα

β〉
W ∂bTβ

α
∣∣∣
b=1

]
=

(
14 + 4l′ − 4r′

)
π2hW −

3
2
π4hW ,

(6.4.33a)∫
d4ξ
√

det G0
[
16

〈
H̄µν

〉
W ∂bT̄µν

∣∣∣
b=1

]
=

∫
d4ξ
√

det G0
[
− 2i

〈
H̄α̇

β̇

〉
W ∂bT̄β̇

α̇

∣∣∣
b=1

]
=

(
14 + 4l′ − 4r′

)
π2hW −

3
2
π4hW ,

(6.4.33b)∫
d4ξ
√

det G0
[〈

O2
〉

W ∂bM̃
∣∣∣
b=1

]
= −

(
16 + 8l′ − 8r′

)
π2hW + 3π4hW .

(6.4.33c)

It is interesting to observe that, while the individual integrals depend on the con-
stants l′ and r′ that are related to the chosen parametrization of the ellipsoid scales,
remarkably their sum is independent of such a choice. Indeed, all terms involving
l′ and r′ exactly cancel when we add (6.4.33a), (6.4.33b) and (6.4.33c). Notice
that also the terms proportional to π4 cancel in the sum. Therefore, discarding the
unphysical divergent terms (6.4.31) for the aforementioned reasons and collecting
all the finite contributions, we can rewrite (6.4.13) as follows

∂b ln
〈
Wb

〉∣∣∣∣
b=1

= 12π2hW +

〈
∂bWb

〉〈
Wb

〉 ∣∣∣∣
b=1

. (6.4.34)
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The quantity in the left hand side is independent of the parametrization of the
ellipsoid, and so also the last term the right hand side must be independent of this
parametrization. We can then evaluate it choosing l(b) = r/b, which according to
(6.4.2) implies that ` = r. In this case the Wilson loop (6.4.12) does not explicitly
depend on b and thus

〈
∂bWb

〉
= 0. On the other hand, if we choose a different

parametrization for the ellipsoid scales, we still get this same result. Indeed, as one
can see from (6.4.12) the Wilson loop may explicitly depend on b only through
the coefficient ` in front of the scalar term in the exponent, and the derivative〈
∂bWb

〉∣∣∣
b=1

would lead to the integral of a defect one-point function, which clearly
vanishes if the defect preserves conformal invariance along its profile. This fact
can also be easily checked perturbatively at leading order, as shown in Appendix D
of [3].

In conclusion the result of our calculation is

∂b ln
〈
Wb

〉∣∣∣∣
b=1

= 12π2hW , (6.4.35)

which proves the conjecture of [44].

Independence on c1, c2 and c3: The supergravity background of the ellipsoid
given in (2.3.22) depends on three arbitrary functions c1, c2 and c3 that parametrize
the ambiguity in the solution of the Killing spinor equations. These arbitrary
functions appear in the ∆-terms given in (2.3.27) and (2.3.28). However, our
result (6.4.35) is robust and does not depend on these arbitrary functions. Here we
would like to explain why this happens.

The ∆-terms in the supergravity background give rise to the following contri-
bution∫

d4ξ
√

det G0
[〈

O2
〉

W ∂b∆M̃
∣∣∣
b=1
−2i

〈
Hα

β〉
W ∂b∆Tβ

α
∣∣∣
b=1
− 2i

〈
H̄α̇

β̇

〉
W ∂b∆T̄β̇

α̇

∣∣∣
b=1

]
(6.4.36)

Let us first observe that the terms proportional to c2
i in ∆M̃ do not contribute since

their b-derivative at b = 1 vanishes because of (2.3.29). Similarly, the depen-
dence on c3 disappears because in ∂b∆Tα

β and ∂b∆T̄α̇
β̇ it multiplies the diagonal

matrix τ3, while, as one can see from (6.4.27), the one-point functions
〈
Hα

β〉
W and〈

H̄α̇
β̇

〉
W are proportional to τ1 and τ2 and hence are anti-diagonal.

We then remain with the terms proportional to c1 and c2. Evaluating them,
we find that they vanish because they can be recast as total derivatives. Indeed,
(6.4.36) becomes

3hW

∫
d4ξ

[
∂ρ

( sin θ cos θ sin3 ρ

cos2 ρ + sin2 θ sin2 ρ
c′1

)
+ ∂θ

( sin θ cos θ sin2 ρ

cos2 ρ + sin2 θ sin2 ρ
c′2

)]
= 0 .

(6.4.37)
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This proves that the ambiguity in the background solutions does not affect our
result (6.4.35).

Using (6.3.21) we can find analogous expressions in any N = 2 conformal
SYM theory for the coefficient CD of the two-point function of the displacement
operator:

CD =
3
π2 ∂b ln

〈
Wb

〉∣∣∣∣
b=1

(6.4.38)

and equivalently for the Bremsstrahlung function B:

B =
1

4π2 ∂b ln
〈
Wb

〉∣∣∣∣
b=1

(6.4.39)

as conjectured in [44].

6.5 Perturbative structure of the result
The relation (6.4.35) between the coefficient hW in the stress tensor one-point

function and the b-derivative of the ellipsoid Wilson loop, which also implies
the relations (6.4.38) and (6.4.39) for CD and B, relies on the superconformal
symmetry of the gauge theory on the ellipsoid constructed in [53]. In that same
reference, supersymmetric localization was applied to this theory to express its
partition function and the expectation value of circular Wilson loops in terms of
a matrix model, as we reviewed in Subsection 2.4.2. This makes it possible to
explicitly evaluate hW using matrix model techniques.

6.5.1 Stress tensor coefficient hW in the localized matrix model
The Wilson loop (6.4.12) on the saddle point locus reads:

Wb =
1
N

tr exp
( b g
√

2
a
)
, (6.5.1)

and its expectation value is (see eq. (2.4.34))〈
Wb

〉
=

1
Zb

∫
daWb e− tr a2 ∣∣∣Z1-loop

b

∣∣∣2 ∣∣∣Zinst
b

∣∣∣2 . (6.5.2)

Using the special property ∂bZb

∣∣∣
b=1

= 0 of the ellipsoid partition function, in
computing ∂b

〈
Wb

〉
at b = 1 we get a contribution only when the derivative is

applied to the operatorWb itself. Thus, we obtain

∂b ln
〈
Wb

〉∣∣∣∣
b=1

=

〈
∂bWb

∣∣∣
b=1

〉〈
W

〉 ≡

〈
W ′

〉〈
W

〉 . (6.5.3)
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HereW stands forWb=1, that is

W =
1
N

tr exp
( g
√

2
a
)

= 1 +
g2

4N
tr a2 + O(g3) . . . , (6.5.4)

while

W ′ = ∂bWb

∣∣∣
b=1

=
g
√

2

1
N

tr
(
a exp

( ga
√

2

))
=

g2

2N
tr a2 + O(g3) . (6.5.5)

Note that we have the identity

W ′ = g
∂W

∂g
. (6.5.6)

In (6.5.3), both expectation values in the right hand side are given by expressions
analogous to (6.5.2) but at b = 1, i.e. they are expectation values in the matrix
model on the round sphere.

Inserting (6.5.3) into (6.4.35) expresses hW in terms of expectation values of
operators in the sphere matrix model:

hW =
1

12π2

〈
W ′

〉〈
W

〉 . (6.5.7)

Let us observe that in the matrix model it is convenient to choose a strategy, im-
plemented through the rescaling (2.4.33), such that the b-derivative acts on the
operator only. This is the opposite of what happened in the field theory proof of
Section 6.4, where the b-dependence occurred only through the action.

TheN = 4 case: In theN = 4 SYM theory, the matrix model is purely gaussian
as both the one-loop determinant and the instanton factor reduce to 1. Then, after
using (6.5.6) in (6.5.7), the g-derivative commutes with the expectation value and
thus, as already derived in [144], one has

hW

∣∣∣∣
N=4

=
1

12π2 g
∂ ln

〈
W

〉
∂g

. (6.5.8)

This big simplification no longer occurs in the N = 2 case, due to the non-trivial
1-loop determinant and instanton factors. Nevertheless the quantity in (6.5.5), and
then through eq. (6.4.35) the value of hW and B, can be computed in a standard
fashion in the interactingN = 2 matrix model on S 4. In particular, we will employ
the techniques of [2] to describe its perturbative expansion in g.
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Perturbative expansion

We now want to explicitly evaluate hW in a N = 2 superconformal gauge
theory using (6.5.7). We consider the perturbative limit in which the coupling g is
small and the instanton contributions become trivial, namely we setZinst = 1. The
one-loop determinant can instead be expanded as follows:

|Z1−loop|
2 = e−Sint , Sint =

∑
n=2

(−1)n

(
g2

8π2

)n
ζ(2n − 1)

n
Tr′R a2n . (6.5.9)

See Subsection 2.4.1 for a complete description of all the properties of this matrix
model.

The vacuum expectation value of any observable f in the interacting matrix
model can be expressed in terms of vacuum expectation values computed in the
Gaussian matrix model, which we distinguish by a subscript 0. In particular, we
can rewrite (6.5.7) as

hW =
1

12π2

〈
W ′ e−Sint

〉
0〈

W e−Sint
〉

0
. (6.5.10)

ExpandingW andW ′, as well as Sint, in series of g we obtain the perturbative
expansion of hW in terms of expectation values of multi-traces of powers of the
matrix a in the Gaussian model. Such quantities can be easily computed in a
recursive way, see Section 3.2.

Transcendentality driven expansion: It is interesting to organize the computa-
tion in terms of the Riemann zeta-values appearing in (6.5.9). Expanding (6.5.10)
in powers of g, we get an expression of the form

hW = g2 x1
(
1 + O(g2)

)
+ g6 ζ(3) x3

(
1 + O(g2)

)
+ g8 ζ(5) x5

(
1 + O(g2)

)
+ g10

[
ζ(7) x7

(
1 + O(g2)

)
+ ζ(3)2 x3,3

(
1 + O(g2)

)]
+ . . .

(6.5.11)

where the coefficients xn1,n2,... can be explicitly computed.
Let us then introduce the quantity h̃W obtained by keeping, for each Riemann

zeta-value, only the lowest term in g, namely

h̃W = g2 x1 + g6 ζ(3) x3 + g8 ζ(5) x5 + g10 [
ζ(7) x7 + ζ(3)2 x3,3

]
+ . . . . (6.5.12)

This quantity is interesting for the comparison with explicit field-theoretic pertur-
bative computations that we will carry out in the next Section.
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Considering the expression of hW given in (6.5.10), we see that it reduces to
h̃W if we keep only the lowest term in the perturbative expansions of bothW and
W ′ given in (6.5.4) and (6.5.5). Thus we can formally resum (6.5.12) and write

h̃W =
1

12π2

g2

2N

〈
tr a2 e−Sint

〉
0〈

e−Sint
〉

0
=

1
12π2

g2

2N
〈

tr a2〉 (6.5.13)

to express h̃W in terms of the propagator of the interacting matrix model. This
corresponds to what has been found in Section 3.3, see in particular (3.3.4) . Using
this in (6.5.13), we find that h̃W is given by

h̃W =
1

12π2

g2(N2 − 1)
4N

(
1 + Π

)
. (6.5.14)

The perturbative corrections Π were computed in Section 3.3.1 with the result
(3.3.5) which we display here for convenience:

Π = ζ(3)
(

g2

8π2

)2

C′4 − ζ(5)
(

g2

8π2

)3

C′6 + O(g8) , (6.5.15)

whereC′2n is the totally symmetric contraction of the tensorC′c1...c2n
= Tr′R Tc1 . . . Tc2n ,

already encountered in (2.4.28) (see Table 3.3 for all the results in the various con-
formal theories).

Exploiting these methods and using the relations (6.4.38) and (6.4.39), one
can derive the perturbative expansion of the coefficient CD in two-point function
of the displacement operator and the Bremsstrahlung function B, at any desired
order.

6.5.2 Field theory interpretation
We now compare the results of the previous Sections to the computation of the

Bremsstrahlung function B, of the normalization CD in two-point function of the
displacement operator, and of the normalization hW of the stress-energy one-point
function using ordinary perturbative field theory in flat space. This comparison is
not meant as a check of the relation (6.3.22) of these quantities to the Wilson loop
on the ellipsoid, since this is no longer conjectured but proven. Rather, it is meant
to illustrate how the matrix model results based on this relation suggest how to
organize the diagrammatic computations. These suggestions might be useful in
the future for studying related quantities and/or different theories.

We will focus on the lowest order contributions in g for each given structure
of Riemann zeta values. In the matrix model we introduced the notation h̃W for
the sum of all such contributions to hW given in (6.5.12) and (6.5.13); analogously
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we will use the notations B̃ and C̃D. As shown in (6.5.14), in the matrix model
h̃W is proportional to the propagator. This fact suggests that also on the field-
theory side the diagrams contributing to h̃W , B̃ and C̃D are given by propagator
corrections. We will see that for the Bremsstrahlung and for the displacement
two-point function this is indeed natural. It is instead much less obvious for the
one-point function of operators in the stress-energy multiplet.

Notations and conventions: In order to rely on standard literature, we perform
a change of conventions with respect to Section 2.3. We redefine the adjoint scalar
fields of the vector multiplet by

φ→
i g
√

2
φ , φ̄→

i g
√

2
φ̄ , (6.5.16)

while all other components of the gauge multiplet are rescaled by g, namely
Aµ → gAµ, etc. In this way, the sum of the YM and matter Lagrangians given
in (2.3.13) and (2.3.17), in flat space and with all supergravity background fields
set to zero, reduces to the Lagrangian described in Section 2.1. This Lagrangian
yields canonical (super) propagators. In particular, at tree level we have〈

Ac
µ(x) Ad

ν(y)
〉

0 = δcd δµν ∆(x − y) ,
〈
φc(x) φ̄ d(y)

〉
0 = δcd ∆(x − y) , (6.5.17)

where

∆(x) =

∫
dDk

(2π)D

ei k·x

k2 . (6.5.18)

with D = 4 − 2ε.
In the N = 4 SYM theory, the tree-level propagators (6.5.17) receive no correc-
tions. In the N = 2 case, instead, they are corrected in perturbation theory, and
take the form already encountered in (3.4.17):〈

Ac
µ(x) Ad

ν(y)
〉

= (1 + Π) δcd δµν ∆(x − y) ,
〈
φc(x) φ̄ d(y)

〉
= (1 + Π) δcd ∆(x − y) .

(6.5.19)
In Section 3.4 it has been shown explicitly up to three loops that the correction
factor Π introduced above coincides with the factor Π appearing in the matrix
model given in (6.5.15).

Bremsstrahlung function

We already computed the leading order coefficient of the small angle expan-
sion of the cusp anomalous dimension (see equation (6.2.11)). The pure N = 2
corrections follow from that result: the form of (6.5.14) indicates that the sum of
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all perturbative corrections contributing to the lowest order for each transcenden-
tality weight, which we denoted by B̃, can be obtained by replacing in the deriva-
tion of Section 6.2 the tree level propagators (6.5.17) with their loop-corrected
counterparts (6.5.19). In other words, at n loops, we just have to consider the
diagram represented in Figure 6.5.

n− loop

ϕ

Figure 6.5: The contribution to the vacuum expectation value of the cusped Wilson
line arising from the a single, loop corrected, propagator - of the gluon or of the
scalar.

Indeed, it is not difficult to realize that considering diagrams with more prop-
agators attached to the Wilson line increases the order in g without giving rise to
higher transcendentality. The only difference in the explicit expression of the dia-
grams in Figure 6.5 with respect to the tree-level case of Figure 6.3, is an overall
factor of (1 + Π). In this way we get

B̃ =
( g2

8π2

) N2 − 1
2N

(1 + Π) , (6.5.20)

in perfect agreement with (6.5.14), since B̃ = 3h̃W .

The displacement two-point function

We now consider the field-theory computation of the coefficient CD of the dis-
placement two-point function, introduced in (6.5.24). From (6.3.17) this quantity
was shown to be related to the Bremsstrahlung function by CD = 12B in theN = 4
SYM case. This relation holds as well in any N = 2 superconformal theory, and
it is understandable at the diagrammatic level in a simple way.

We take a circular Wilson loop 9 in the fundamental representation given by

W =
1
N

trP exp
(
i g

∫ 2π

0
dτL(τ)

)
, (6.5.21)

9We could have chosen as well a straight Wilson line.
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where
L(τ) = Aµ ẋµ − i

|ẋ|
√

2
(φ + φ̄) (6.5.22)

with the circular contour being parametrized as xµ(τ) = (R cos τ,R sin τ, 0, 0) for
τ ∈ [0, 2π]. Rather than the displacement operator Di, in this case it is easier to
consider its scalar superpartner O. While Di arises from the breaking of the con-
servation of the stress-energy tensor by the Wilson loop defect, the scalar operator
O arises from the breaking of the conservation law for the SO(1, 1)R R-symmetry
current. From this fact, following the prescription in [90], one can determine its
explicit expression finding

O(τ) =
i g R
√

2

(
φ(τ) − φ̄(τ)

)
(6.5.23)

where φ(τ) ≡ φ(x(τ)) and similarly for φ̄.
The functional form of the defect two-point function of this operator is fixed

by the residual conformal symmetry, see eq. (4.2.31), and its coefficient is re-
lated to the one of the displacement two-point function by supersymmetric Ward
identities. For the circular Wilson loop we are considering, this amounts to

〈
O(τ1) O(τ2)

〉
W =

CD

12
1

(1 − cos τ12)2 (6.5.24)

where τ12 = τ1 − τ2. Using (6.5.21) and (6.5.23), at the lowest order in g, we find

〈
O(τ1) O(τ2)

〉
W =

1
N

trP
〈
ei g

∫ τ1
0 dτL(τ) O(τ1) ei g

∫ τ2
τ1

dτL(τ) O(τ2) ei g
∫ 2π
τ2

dτL(τ)〉
= −

g2R2

4N

〈(
φc(τ1) − φ̄c(τ1)

) (
φc(τ2) − φ̄c(τ2)

)〉
+ O(g4) .

(6.5.25)

Using the tree-level scalar propagator (6.5.17) and the explicit parametrization
x(τ), we find

〈
O(τ1) O(τ2)

〉
W =

g2(N2 − 1)
16π2N

1
(1 − cos τ12)2 + O(g4) . (6.5.26)

Thus, comparing with (6.5.24), we obtain

CD = 12
( g2

8π2

) N2 − 1
2N

+ O(g4) , (6.5.27)

which agrees with (6.2.11) since CD = 12B. This tree-level computation of CD is
based on the insertion of a scalar propagator attached to the defect, and is strictly
analogous to what we have done in the previous Subsection for the calculation of
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B; the only difference is that in that case both the scalar and the gluon propagator
contribute.

The matrix model result (6.5.14) tells us that the contributions at the lowest
order for each transcendentality are simply obtained by replacing the tree-level
scalar propagator with the full propagator (6.5.19), as represented in Figure 6.6.

n− loop

τ1

τ2

Figure 6.6: The contribution to the two-point function of the scalar partner of the
displacement operator arising from the n-loop correction of the scalar propagators.

By summing all these contributions, we produce an extra factor of (1 + Π) so
that

C̃D = 12
( g2

8π2

) N2 − 1
2N

(1 + Π) = 12B̃ . (6.5.28)

The stress tensor one-point function

We finally consider the direct diagrammatic computation of the hW appearing
in the defect one-point functions of the operators of the stress-energy tensor mul-
tiplet on the sphere. To do so we consider the scalar component of this multiplet,
namely the operator O2 defined in the last line of (6.4.10), which in terms of the
rescaled adjoint scalar fields becomes 10

O2(x) = tr[φ̄φ](x) −
1
8

qIqI(x) . (6.5.29)

As before, we take the defect to be the circular Wilson loop (6.5.21).

10Notice that here we do not include the factor of g in the rescaling of φ and φ̄, to avoid intro-
ducing in the operator an explicit dependence on the coupling constant.
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The one-point function of O2 in the presence of W is fixed by the confor-
mal symmetry and depends on the orthogonal scalar product P ◦ P, as shown in
(6.4.28). While in Section 6.4 we used the sphere projection, here we project on
R4. Then, we exploit the residual conformal symmetry to place O2 in the origin,
where P ◦ P = R2/4. In this way we have〈

O2
〉

W =
3hW

2R2 . (6.5.30)

Using (6.5.21), at the lowest order we find

〈
O2

〉
W =

g2

2N
R2

2

∮
dτ1dτ2

〈
tr[φ̄(0)φ(0)] tr

[
(φ + φ̄)(x(τ1)) (φ + φ̄)(x(τ2))

]〉
+O(g4) .

(6.5.31)

Inserting the tree-level scalar propagator (6.5.17) and taking into account that
x(τi)2 = R2, we get

〈
O2

〉
W =

g2(N2 − 1)
8N

1
4π2R2 + O(g4) , (6.5.32)

from which it follows that

hW =
1
3

( g2

8π2

) N2 − 1
2N

+ O(g4) , (6.5.33)

in agreement with the lowest order term in the matrix model result (6.5.14), and
the relations CD = 12B = 36hW .

O2

Figure 6.7: Tree level contribution to the one-point function of O2

We note, however, that already at tree level the diagrammatic expansion of
this observable differs significantly from that of the Bremsstrahlung function B
and of the normalization constant CD in displacement two-point function, because
it involves two propagators, and not just one, as is clear from Figure 6.7.
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Despite this fact, the matrix model result (6.5.14) for h̃W suggests that the loop
diagrams that correct the result at leading order in each transcendentality should
organize themselves in terms of loop corrections to a single scalar propagator.
This is far from obvious from the point of view of the Feynman diagrams, which
are not so easy to compute beyond one loop. Indeed, O2 does not belong to the
class of chiral operators which enjoy nice cancellation properties due to super-
conformal symmetry (see for example [1, 46, 107, 112]). In this case, the matrix
model could therefore provide non-trivial suggestions on how one should organize
the higher loop diagrams contributing to the correlators of non-chiral operators.





Conclusions

In the present thesis we have presented a series of relevant results in N = 2
Lagrangian superconformal field theories, in presence of a Wilson loop operator
as a conformal defect. The general philosophy resides in the interplay between
defect conformal field theory, which allows to constrain the kinematic factor of
many observables of the theory, and supersymmetric localization, which enables
the computation of such observables in their coupling dependence, and represents
a guideline for the perturbative computations which have been performed using
a modern approach to the N = 1 superspace formalism. We now make some
comments about the original results mainly presented in Chapters 3, 5 and 6 and
discuss possible further developments.

In Chapter 3 we have considered the perturbative part of the matrix model, de-
rived from localization, written for a generic conformal N = 2 theory. Using this
general approach we have described the color structure of the matrix model inter-
actions in terms of the difference between theN = 2 and theN = 4 theories. This
organization has allowed us to determine the four-loop terms of order g8. This is
in itself a significant progress with respect to the checks previously available, but
the relevance of this computation stays mainly in the fact that we have shown how
the perturbative computations are made more efficient and tractable by organiz-
ing them in the way suggested by the matrix model, namely by focusing on the
color factors corresponding to traces of adjoint generators inserted on a loop of
hypermultiplets. We think that such an organization is potentially useful also for
different theories, for example non conformal ones or, maybe, even theories with
less supersymmetry for which localization techniques are not presently available.
Furthermore we singled out some theories for which the Wilson loop vev ap-
proaches the N = 4 result in the planar limit. Beside the circular Wilson loop, it
would be interesting to study other observables in the various families of N = 2
superconformal theories described in this paper and analyze their behavior in the
large-N limit to gain some insight on their holographic dual counterparts. This
direction is along the line of finding new holographic properties of N = 2 theo-
ries [164].

In Chapter 5 we have verified up to two loops in N = 2 superconformal theo-
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ries that the one-point amplitude A~n of a chiral operator in presence of a circular
Wilson loop computed using the matrix model exactly matches the amplitude A~n

computed using standard field theory methods with (super) Feynman diagrams.
This is a further proof of the power of supersymmetric localization.
Several extensions and generalizations are possible. One could the two-point
functions in presence of a Wilson loop (as in [165]) and see what kind of in-
formation could be extracted from the matrix model in this case. These correla-
tion functions are no longer fully constrained by residual conformal symmetry,
therefore additional techniques should enter in the game, such as the conformal
bootstrap [166–168].
Another direction, unexplored at the moment, would be investigating if Pestun’s
matrix model still contains information on flat space correlation functions in pres-
ence of a Wilson loop also in a non-conformal case [47], up to a proper renor-
malization group analysis from the perturbative side. It would allow to shed some
light on conformal anomaly which arises moving from R4 to S 4, as well as to work
out a direct analysis reducing the amount of extra symmetries.

In Chapter 6 we proved that the insertion of a stress tensor operator in presence
of a Wilson loop is directly related to the variation of the geometry of the space-
time. Starting from a consistent N = 2 SCFT on a four dimensional ellipsoid,
the squashing acts on the background profiles of the N = 2 off-shell supergravity
multiplet, while Defect CFT fixes the one-point functions of the full stress tensor
supermultiplet. This one-point function captures the energy emitted by an accel-
erated heavy particle represented by the Wilson loop, and it represents one of the
most important observables of the theory.
This result only uses general properties of the geometric background and the resid-
ual conformal symmetry, thus our derivation provides a general recipe to extract
exact results for the stress tensor one-point function in presence of a supercon-
formal defect by perturbing the background geometry. Another reason of interest
lies in the fact that the ellipsoid matrix model formula shows an interesting way
to approach correlation functions of non-chiral operators, whose computation is
no longer protected by supersymmetry.

Finally it is necessary to point out many other interesting results that have been
recently achieved, following the interpretation of the Wilson operator as a confor-
mal defect in supersymmetric theories [169–173]. An intriguing connection with
integrability (also in the N = 2 case [43, 174]) has been suggested, and a special
version of holographic correspondence (AdS2/CFT1) has been realized. The study
of correlation functions in presence of a Wilson loop has recently contributed also
to the exploration of new sectors of gauge theories, such as the large-charge sector
of N = 2 SCFTs [175–181]. It is clear that the approach pursued in the present
thesis shows a remarkable capacity of standing at the crossroad of many powerful
techniques to explore non-perturbative physics.
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Appendix A

Conventions on spinors, Grassmann
variables and SUSY transformations

A.1 Spinor notations
We denote by ψ a chiral spinor of components ψα with α = 1, 2, and by ψ̄ an

anti-chiral one of components ψ̄α̇, with α̇ = 1, 2. The spinor indices are raised and
lowered with the following rules:

ψα = εαβ ψβ , ψα = εαβ ψ
β , ψ̄α̇ = ε α̇β̇ ψ̄β̇ , ψ̄α̇ = εα̇β̇ ψ̄

β̇ , (A.1.1)

where
ε12 = ε 1̇2̇ = ε21 = ε2̇1̇ = 1 . (A.1.2)

We contract indices according to

(ψχ) ≡ ψα χα = εαβ ψβ χα = ψα χβ εαβ , (A.1.3)

(ψ̄χ̄) ≡ ψ̄α̇ χ̄α̇ = εα̇β̇ ψ̄
β̇ χ̄α̇ = ψ̄α̇ χ̄β̇ ε

α̇β̇ . (A.1.4)

For the “square” of spinors, we use the notation

ψ2 ≡ (ψψ) , ψ̄2 ≡ (ψ̄ψ̄) . (A.1.5)

From the previous relations, it is straightforward to obtain the Fierz identities

ψαψβ = −
1
2
εαβ ψ2 , ψ̄α̇ψ̄β̇ = +

1
2
ε α̇β̇ ψ̄ 2 . (A.1.6)

A.2 Clifford algebra
We realize the Euclidean Clifford algebra

σµσ̄ν + σνσ̄µ = −2 δµν 1 (A.2.1)
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by means of the matrices (σµ)αβ̇ and (σ̄µ)α̇β that can be taken to be

σµ = (~τ,−i1) , σ̄µ = −σ†µ = (−~τ,−i1) , (A.2.2)

where ~τ are the ordinary Pauli matrices. They are such that

(σ̄µ)α̇α = εαβ ε α̇β̇(σµ)ββ̇ . (A.2.3)

With these matrices we can write the 4-vectors as bispinors:

kαβ̇ = kµ (σµ)αβ̇ , k̄αβ̇ = kµ (σ̄µ)α̇β . (A.2.4)

We will often use the notations k and k̄ to indicate the matrices kαβ̇ and k̄αβ̇ and
form spinor bilinears of the type

θ k θ̄ = θα kαβ̇ θ̄
β̇ . (A.2.5)

The Clifford algebra, together with the property (A.2.3), allows to evaluate traces
of σ and σ̄ matrices, which we can also write in terms of traces of matrices of the
type (A.2.4). In our computations we will need the following traces:

tr
(
k1k̄2

)
= − 2 k1 ·k2 ,

tr
(
k1k̄2k3k̄4

)
= + 2

[
(k1 ·k2) (k3 ·k4) − (k1 ·k3) (k2 ·k4) + (k1 ·k4) (k2 ·k3)

]
+ . . . ,

tr
(
k1k̄2k3k̄4k5k̄6

)
= − 2 k1 ·k2

[
(k3 ·k4) (k5 ·k6) − (k3 ·k5) (k4 ·k6) + (k3 ·k6) (k4 ·k5)

]
+ 2 k1 ·k3

[
(k2 ·k4) (k5 ·k6) − (k2 ·k5) (k4 ·k6) + (k2 ·k6) (k4 ·k5)

]
− 2 k1 ·k4

[
(k2 ·k3) (k5 ·k6) − (k3 ·k5) (k3 ·k6) + (k2 ·k6) (k3 ·k5)

]
+ 2 k1 ·k5

[
(k2 ·k3) (k4 ·k6) − (k3 ·k4) (k3 ·k6) + (k2 ·k6) (k3 ·k4)

]
− 2 k1 ·k6

[
(k2 ·k3) (k4 ·k5) − (k3 ·k4) (k3 ·k5) + (k2 ·k5) (k3 ·k4)

]
+ . . . , (A.2.6)

where the ellipses in the second and last line stand for parity-odd terms containing
contractions with a space-time ε-tensor that do not enter in our computations.

A.3 Grassmann integration formulæ
The basic integration formulæ for Grassmann variables are∫

d2θ θ2 = 1 ,
∫

d2θ̄ θ̄2 = 1 . (A.3.1)
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These imply that the θ2 and θ̄2 act as fermionic δ-functions; more in general,
writing θi j = θi − θ j, we have

θ2
i j = δ2(θi j) , θ̄ 2

i j = δ2(θ̄i j) ; (A.3.2)

we also use the notation

θ2
i j θ̄

2
i j = δ4(θi j) . (A.3.3)

Spinor derivatives

Writing ∂α ≡
∂

∂θα
and ∂̄α̇ ≡

∂

∂θ̄α̇
, we have

∂α θ
2 = 2 θα , ∂∂ θ2 = −4

∂̄α̇ θ̄
2 = −2 θ̄α̇ , ∂̄∂̄ θ̄ 2 = −4 .

(A.3.4)

The covariant spinor derivatives are defined as

Dα = ∂α + i (σµ)α α̇ θ̄α̇ ∂µ and D̄α̇ = −∂̄α̇ − i θα (σµ)α α̇ ∂µ . (A.3.5)

In momentum space, they become

Dα = ∂α − (k θ̄)α and D̄α̇ = −∂̄α̇ + (θ k)α̇ , (A.3.6)

where k is the momentum flowing outward from the space-time point x, i.e. the
Fourier transform is taken with the phase exp(+i k·x).

A.4 SUSY transformations
Let us start by listing the on-shell SUSY transformations of the fields in the

vector multiplet. We follow [53], but consider the SUSY parameters ξ as Grass-
mann odd.

δAµ = iξIσµλ̄I − iξ̄Iσ̄µλI ,

δφ = −iξIλI ,

δφ̄ = +iξ̄Iλ̄I ,

δλI =
1
2
σµνξI(Fµν + 8φ̄Tµν) + 2σµξ̄IDµφ + σµDµξ̄Iφ + 2iξI[φ, φ̄] ,

δλ̄I =
1
2
σ̄µνξ̄I(Fµν + 8φT̄µν) + 2σ̄µξ̄IDµφ̄ + σ̄µDµξIφ̄ − 2iξ̄I[φ, φ̄] .

(A.4.1)
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This algebra closes on the following field equations

σ̄µDµλI = 2i[φ, λ̄I] , σµDµλ̄I = 2i[φ̄, λI] . (A.4.2)

For the hypermultiplet the on-shell SUSY transformations are

δqI = −iξIψ + iξ̄Iψ̄ ,

δψ = 2σµξ̄IDµqI + σµDµξ̄IqI − 4iξIφ̄qI ,

δψ̄ = 2σ̄µξIDµqI + σ̄µDµξIqI − 4iξ̄IφqI . (A.4.3)

Now we consider the stress tensor multiplet. In flat space, the on-shell SUSY
transformations are

δO2 = iχ̄α̇Iξ̄α̇I + iξα
I
χIα ,

δχIα = Hα
βξIβ +

1
2

jαα̇ξ̄α̇I +
1
2

tαα̇JIξ̄α̇J + ∂αα̇O2ξ̄
α̇I ,

δχ̄α̇I = −H̄β̇
α̇ξ̄β̇I +

1
2

jαα̇ξαI +
1
2

tαα̇IJξαJ − ∂αα̇O2ξ
α
I
,

δHα
β =

i
2

Jαα̇βIξ̄α̇I +
2i
3
(
∂αα̇χ

β

I
+ ∂βα̇χαI

)
ξ̄α̇I ,

δH̄β̇
α̇ = −

i
2

J̄αα̇β̇IξαI −
2i
3
(
∂αα̇χ̄

β̇I + ∂α
β̇χ̄Iα̇

)
ξα
I
,

δ jαα̇ = −
i
2

Jαα̇βIξ
β

I
−

i
2

J̄αα̇β̇Iξ̄
β̇I +

4i
3
ξ
β

I

(
2∂βα̇χIα − ∂αα̇χ

I
β

)
+

4i
3
ξ̄β̇I

(
2∂αβ̇χ̄α̇I − ∂αα̇χ̄β̇I

)
,

δtαα̇IJ = iJαα̇βJξ
β

I
+ iJ̄αα̇βIξ̄β̇J +

4i
3
ξ
β

I

(
2∂βα̇χJα − ∂αα̇χ

J

β

)
+

4i
3
ξ̄β̇J

(
2∂αβ̇χ̄α̇I − ∂αα̇χ̄β̇I

)
−

1
2
δJ
I

[
iJαα̇βKξ

β

K
+ iJ̄αα̇βK ξ̄β̇K +

4i
3
ξ
β

K

(
2∂βα̇χKα − ∂αα̇χ

K
β

)
+

4i
3
ξ̄β̇K

(
2∂αβ̇χ̄α̇K − ∂αα̇χ̄β̇K

)]
,

δJαα̇βI = 2Tαα̇ββ̇ξ̄
β̇I +

2
3
(
∂αα̇Hβ

γ + ∂βα̇Hα
γ)ξIγ − 2∂γα̇Hβ

γξIα − 2∂γα̇Hα
γξIβ

− ξ̄β̇I
(2
3
∂αα̇ jββ̇ −

1
3
∂βα̇ jαβ̇ − ∂αβ̇ jβα̇

)
+ 2ξ̄β̇J

(2
3
∂αα̇tββ̇J

I −
1
3
∂βα̇tαβ̇J

I − ∂αβ̇tβα̇J
I
)
,

δJ̄αα̇β̇I = −2Tαα̇ββ̇ξ
β

I
−

2
3
(
∂αα̇H̄γ̇

β̇ + ∂αβ̇H̄
γ̇
α̇

)
ξ̄γ̇I + 2∂αγ̇H̄β̇

γ̇ξ̄α̇I + 2∂αγ̇H̄α̇
γ̇ξ̄β̇I

− ξ
β

I

(2
3
∂αα̇ jββ̇ −

1
3
∂αβ̇ jβα̇ − ∂βα̇ jαβ̇

)
+ 2ξβ

J

(2
3
∂αα̇tββ̇I

J −
1
3
∂αβ̇tβα̇I

J − ∂βα̇tαβ̇I
J
)
,

δTαα̇ββ̇ =
i
4
ξ
γ

I

(
2∂γα̇Jββ̇α

I − ∂αα̇Jββ̇γ
I) − i

4
ξ̄γ̇I

(
2∂αγ̇ J̄ββ̇α̇I − ∂αα̇ J̄ββ̇γ̇I

)
+

(
{α, α̇} ↔ {β, β̇}

)
.

(A.4.4)

These transformations obey the commutation relations[[
δξ1 , δξ2

]
, •

]
= −2i(ξα1K ξ̄

α̇K
2 − ξα2K ξ̄

α̇K
1 )∂αα̇ • . (A.4.5)
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It is possible to verify that the normalization factors of the operators listed in
(6.4.10) are consistent with these SUSY transformations.





Appendix B

Group theory conventions

B.1 Useful group theory formulæ for SU(N)

We denote by Ta, with a = 1, . . . ,N2 − 1, a set of Hermitean generators satis-
fying the su(N) Lie algebra [

Ta , Tb
]

= i fabc Tc . (B.1.1)

We indicate by ta the representative of Ta in the fundamental representation; they
are Hermitean, traceless N × N matrices that we normalize by setting

tr tatb =
1
2
δab . (B.1.2)

In the conjugate fundamental representation the generators are

t̄a = −t T
a . (B.1.3)

The generators ta are such that the following fusion/fission identities hold

tr (taM1taM2) =
1
2

tr M1 tr M2 −
1

2N
tr (M1M2) , (B.1.4)

tr (taM1) tr (taM2) =
1
2

tr (M1M2) −
1

2N
tr M1 tr M2 , (B.1.5)

for arbitrary (N × N) matrices M1 and M2.
In the enveloping matrix algebra, we have

ta tb =
1
2

[
1
N
δab 1 + (dabc + i fabc) tc

]
, (B.1.6)
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where dabc is the totally symmetric d-symbol of su(N). Using (B.1.2) and (B.1.6),
we obtain

tr
({

ta , tb
}
tc
)

=
1
2

dabc , tr
([

ta , tb
]
tc
)

=
i
2

fabc , (B.1.7)

from which it follows that daac = 0. We can write the d- and f -symbols as (N2 −

1) × (N2 − 1) matrices

i f abc = (Fa)bc, dabc = (Da)bc (B.1.8)

and derive the following useful identities:

Tr Fa = Tr Da = Tr FaDb = 0 ,

Tr FaFb = Nδab , Tr DaDb =
N2 − 4

N
δab ,

Tr FaFbFc =
iN
2

f abc , Tr DaFbFc =
N
2

dabc ,

Tr FaFbFcDd =
iN
4

(dade f bce − f adedbce)

(B.1.9)

where Tr denotes the trace in the adjoint representation.

B.2 Traces of generators
In any representation R we have

TrR TaTb = iR δab , (B.2.1)

where iR is the index of R, and is fixed once the generators have been normalized
in the fundamental representation (see (B.1.2)). The quadratic Casimir operator
in the representation R is defined by

Ta Ta = cR 1 . (B.2.2)

By tracing this equation and comparing to (B.2.1), we have

cR =
N2 − 1

dR
iR , (B.2.3)

with dR being the dimension of the representation R.
The traces of products of generators define a set of cyclic tensors

Ca1...an = TrR Ta1 . . . Tan (B.2.4)
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whose contractions are higher order invariants characterizing the representation
R. Let us note that we can switch the order of any two consecutive indices using
the Lie algebra relation (B.1.1); indeed:

C...ab... = C...ba... + i fabc C...c... . (B.2.5)

In our computations we encounter the particular combination of traces intro-
duced in (2.4.28), namely

C′a1...an
= Tr′R Ta1 . . . Tan = TrR Ta1 . . . Tan − Tradj Ta1 . . . Tan . (B.2.6)

These are of course also cyclic, and the relation (B.2.5) applies to them as well.
If R is the representation in which the matter hypermultiplets of a supercon-

formal theory transform, one can prove that

C′ab = 0 , (B.2.7)

since C′ab is proportional to the one-loop β-function coefficient. Therefore, us-
ing this property and the relation (B.2.5) one can easily show that for conformal
theories

C′abc = C′acb + i fabeC′ec = C′acb (B.2.8)

which, together with cyclicity, implies that the tensor C′abc is totally symmetric.
Thus, it is proportional to dabc. Finally, one can prove that

C′abcc = C′(abcc) . (B.2.9)

Indeed, if we exchange the two free indices we have

C′abcc = C′bacc + i fabeC′ecc = C′bacc , (B.2.10)

where the last step follows from the fact that C′ecc = 0 since decc = 0. If instead we
switch the position of a free and a contracted index, we have

C′abcc = C′acbc + i fbceC′aec = C′acbc , (B.2.11)

where have used the fact that C′aec, being symmetric, vanishes when contracted
with fbce.

B.3 Some particular representations
The generators in the direct product representation R = ⊗ are given by

Ta = ta ⊗ 1 ⊕ 1 ⊗ ta . (B.3.1)
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This representation is reducible into its symmetric and anti-symmetric parts:

⊗ = ⊕ . (B.3.2)

In the symmetric representation one has

Tr
(
X ⊗ Y

)
=

1
2

(
tr X tr Y + tr (X Y)

)
, (B.3.3)

while in the anti-symmetric representation one has

Tr
(
X ⊗ Y

)
=

1
2

(
tr X tr Y − Tr (X Y)

)
. (B.3.4)

The adjoint representation is contained in the direct product of a fundamental
and an anti-fundamental:

⊗ = singlet ⊕ adj . (B.3.5)

The generators in the adjoint can thus represented simply 1 by

Ta = ta ⊗ 1 + 1 ⊗ ta . (B.3.6)

Using these relations it is easy to obtain the well-known results collected in ta-
ble B.1.

R dR iR

N 1
2

N(N+1)
2

N+2
2

N(N−1)
2

N−2
2

adj N2 − 1 N

Table B.1: Dimensions and indices of the fundamental, symmetric, anti-
symmetric and adjoint representations of SU(N).

If we consider a representation R made of NF fundamental, NS symmetric and
NA anti-symmetric representations, namely

R = NF ⊕ NS ⊕ NA (B.3.7)

1They should be thought of as acting on the N2 − 1-dimensional subspace orthogonal to the
invariant vector

∑
i ei ⊗ ēi, where ei and ēi, for i = 1, . . .N, are basis vectors in the carrier spaces of

the fundamental and anti-fundamental representations. This however makes no difference for the
computation of the traces we are interested in.
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as in (3.2.11), we immediately see that

Tr′R T aT b =
(
NF + NS (N + 2) + NA(N − 2) − 2N

)
tr tatb = −β0 tr tatb (B.3.8)

where β0 is the one-loop β-function coefficient of the N = 2 SYM theory (see
(3.2.13)).

With a bit more work, but in a straightforward manner, one can compute traces
of more generators. In particular, one can evaluate

Tr′R an = NF tr an + NS Tr
(
a ⊗ 1 + 1 ⊗ a

)n
+ NA Tr

(
a ⊗ 1 + 1 ⊗ a

)n

− Tradj
(
a ⊗ 1 + 1 ⊗ (−a T )

)n
, (B.3.9)

with the result

Tr′R an =
[
(NF + 2n−1(NS − NA

)
+ N

(
NS + NA − (1 + (−1)n)

)]
tr an

+

n−1∑
p=1

(
n
p

) (NS + NA

2
− (−1)n−p

)
tr ap tr an−p . (B.3.10)

In particular, when n = 2k, this expression can be rewritten as in (3.2.14) of the
main text.

B.3.1 Traces in a generic representation
A representation R is associated to a Young diagram YR; let r be the number

of boxes in the tableau. Traces in the representation R can be evaluated in terms
of traces in the fundamental representation using the Frobenius theorem. For any
group element U in SU(N), this theorem theorem states that

TrRU =
∑

M

1
|M|

χR(M) (tr U)m1 (tr U2)m2 . . . (tr Ur)mr . (B.3.11)

We denote by M a conjugacy class 2 of S r containing permutations made of m j

cycles of length j, with j = 1, . . . r; the number of elements in the class is r!/|M|,
with

|M| =
r∏

j=1

m j! jm j . (B.3.12)

With χR(M) we denote the character of the conjugacy class M in the representation
R of the group S r associated to the tableau YR. If we write U = ea, with a ∈ su(N),

2M is associated to a Young diagram with r boxes, containing m j columns of length j.
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equation (B.3.11) reads

TrR ea =
∑

M

1
|M|

χR(M) (tr ea)m1 (tr e2a)m2 . . . (tr era)mr , (B.3.13)

and expanding it in powers of a, one can obtain the expression of all traces of
the form TrR ak in terms of products of traces of powers of a in the fundamental
representation, generalizing what we have seen before for the symmetric, anti-
symmetric and adjoint representations.



Appendix C

Field theory computations

C.1 Grassmann integration in superdiagrams
We discuss a method to carry out the Grassmann integrations appearing in

N = 1 superdiagrams involving chiral/anti-chiral multiplet and vector multiplet
lines.

Diagrams with only chiral/anti-chiral multiplet lines
As we can see from the Feynman rules in Figure 2.2, the three-point vertex

with incoming chiral lines carries a factor of θ2 and thus in the integration over the
fermionic variables associated to the vertex, one remains with only an integral over
θ̄. For the three-point vertex with outgoing anti-chiral lines, we remain instead
with an integration over θ only.

We will use a graphical notation in which a black dot represents a θ vari-
able and a white circle represents a θ̄ variable. From the point of view of the
Grassmann integrations, superdiagrams with only hypermultiplet lines reduce to
bipartite graphs, which we call “θ-graphs”. In these graphs a solid line connecting
the i-th dot to the j-th circle corresponds to the factor

exp
(
2 θi ki j θ̄ j

)
= 1 + 2 θi ki j θ̄ j +

1
2

(
2 θi ki j θ̄ j

)2
(C.1.1)

coming from the chiral superfield propagator connecting two vertices at points
i and j in a Feynman superdiagram. An example of a θ-graph associated to a
superdiagram is illustrated in Figure C.1, where the momenta respect momentum
conservation at each node.

To compute the diagram we have to integrate over all θi and θ̄ j variables. To
do so, we expand the exponential factor corresponding to each line as in (C.1.1);
we graphically represent this expansion in Figure C.2.
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3
4

5 6

78

k53

k83

k57

k56

k87

k86

k47

k46

q q

k56

k53

k83

k87

k46

k47

k86k57

−→1 2

Figure C.1: On the left, a Feynman super-diagram involving only chiral/anti-chiral
lines. On the right, the corresponding θ-graph encoding the Grassmann integrals.
The two “external” propagators with momentum q do not play a rôle in the bipar-
tite graph because the external states are the lowest components of the chiral and
anti-chiral superfields, and so the corresponding Grassmann variables are set to 0.

= + +
1

2

kij kij

kij

kij

i i i ij j j j

Figure C.2: Expansion of the exponential factor corresponding to a black line in
the θ-graph. In the right hand side, each grey line corresponds to a θi k θ̄ j term.

Once this is done, it is easy to realize that one gets a non-zero contribution
from the Grassmann integration if and only if in each black (or white) node one
selects exactly two incoming (or outgoing) lines. As a consequence, one gets a
contribution for each possible non-self-intersecting path passing through all the
nodes that uses the edges present in the diagram. Such paths are collections of
closed cycles. In the example of Figure C.1 there are ten such paths, which are
drawn in Figure C.3.

We can now integrate over all Grassmann variables belonging to a cycle. By
using the Fierz identities (A.1.6) and the integration rules (A.3.1), it is possible to
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k46 k46
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k87 k87

k87
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k86
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k47 k47 k47

k47 k47
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k57

k46

k56 k56

k56

Figure C.3: The paths corresponding to non-vanishing contributions to the integral
encoded in the diagram of Figure C.1. Note that all cycles of length two are
actually accompanied by a factor of 1/2 which, however, we did not write in the
figure to avoid clutter.

show the following relation:

k1

k2

k3p1

p2

pn

=

∫
d2θ1 d2θ̄1 . . . d2θn d2θ̄n

(
2 θ1 k1 θ̄1)

(
2 θ1 p1 θ̄1

)
. . .

= (−1)n+1 tr
(
k1 p̄1 k2 p̄2 . . . kn p̄n

)
(C.1.2)

where the traces can be computed using (A.2.6) - or analogous formulæ for n > 3.
This is the key Grassmann integration formula for the calculation of Feynman
superdiagrams.
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Applying this procedure to the θ-graph of Figure C.1, we obtain

k56

k53

k83

k87

k46

k47

k86k57

= F(k83, k87, k86, k53, k57, k56, k47, k46) , (C.1.3)

where we have introduced the function F defined by

F(p1, p2, p3, p4, p5, p6, p7, p8) = − p2
1 p2

6 p2
7 − p2

2 p2
8 p2

4 − p2
3 p2

4 p2
7 − p2

1 p2
5 p2

8

+ p2
4 tr

(
p8 p̄7 p2 p̄3

)
+ p2

8 tr
(
p2 p̄1 p4 p̄5

)
+ p2

7 tr
(
p1 p̄4 p6 p̄3

)
+ p2

1 tr
(
p6 p̄8 p7 p̄5

)
+ tr

(
p6 p̄8 p7 p̄2 p1 p̄4

)
+ tr

(
p8 p̄7 p5 p̄4 p1 p̄3

)
.

(C.1.4)

With the momentum assignments as in (C.1.3), the ten terms in the right hand side
of (C.1.4) precisely reproduce the ten terms represented in Figure C.3. Computing
the traces with the help of (A.2.6), one obtains in the end a polynomial of order
six in the momenta entirely made of scalar products.

We have explicitly worked out this example because this θ-graph actually de-
scribes the prototypical example for the Grassmann factor associated to many of
the Feynman superdiagrams that we will consider in detail in Appendix C.2, the
only difference being in the different assignments of the momenta to the various
lines.

Vector multiplet lines
For Feynman superdiagrams containing vector multiplet lines, the most con-

venient strategy to handle the Grassmann integration is first to eliminate the vector
lines, so that one remains with graphs containing hypermultiplet lines only, which
can then be computed as we have previously described.

Let us first consider the graphs in which all vector lines are attached at both
ends to a hypermultiplet line. In this case, for every vector line we have a sub-
graph of the form described on the left of Figure C.4, where the solid oriented
lines indicate a generic chiral/anti-chiral multiplet propagator.

As one can see from the Feynman rules listed in Section 2.1, at each cubic
vertex, labeled by 1 and 2, both θ1 and θ̄1, and θ2 and θ̄2 are present and have to



C.1 Grassmann integration in superdiagrams 171

k1

k2

p1

p2

q

k1

k2

p1

p2

−(k1 + k2)
−→

1

2

Figure C.4: How to associate a θ-graph to a diagram with a vector line attached to
matter current.

be integrated. However, the vector propagator contains a factor of θ2
12 θ̄

2
12 which

acts as a δ-function identifying θ2 and θ̄2 with θ1 and θ̄1, respectively. Therefore,
we remain with two Grassmann variables, say θ1 and θ̄1, to be integrated. The
hypermultiplet lines attached to these variables provide the factor

exp
[
− θ1

(
k1 + p1 + k2 + p2

)
θ̄1

]
= exp

[
− 2 θ1

(
k1 + k2

)
θ̄1

]
(C.1.5)

where in the second step we have used momentum conservation. This is exactly
the same type of exponential factor that in a θ-graph we associate to a solid line
from the black dot representing θ1 to the white dot representing θ̄1 (see (C.1.1)).
Thus, we deduce the rule of Figure C.4 which allows us to write the portion of a
θ-graph corresponding to a vector line attached to matter lines.

Analogous rules can be worked out when there are vertices with the simulta-
neous emission of two vector lines from a scalar current line. The simplest case is
the one represented in Figure C.5.

−→
q

k2

p2

k1p1

k3

p3

l

k1

k2

k3

p1

p2

p3

−K

1

23

Figure C.5: The rule to replace a quartic vertex with two vector lines with the
corresponding θ-graph. Here K = k1 + k2 + k3.

Things proceed in a perfectly analogous way if there are more quartic vertices.
In the end, the subdiagram gives rise to a θ-subgraph with the same “external”



172 C. Field theory computations

lines. However now the outgoing lines are all attached to a single black dot -
corresponding to an integration variable θ - and the incoming lines are all attached
to a single white circle - corresponding to a variable θ̄. The dot and the circle are
connected by a line, associated with the exponential factor exp

(
− 2 θ K θ̄

)
, where

K is the sum of the incoming momenta.
When the diagram contains interaction vertices with three or more vectors,

things are slightly more involved because of the presence of covariant spinor
derivatives in such vertices. We will not describe the procedure in general, be-
cause only one diagram with a three-vector vertex is needed in our computations.
Indeed, we find more convenient to deal directly with this case, in which it is
again possible to rewrite the Grassmann integrals in terms of a θ-graph of the type
introduced above.

C.2 Evaluation of the relevant superdiagrams

We report the computation of the Feynman superdiagrams that yield a contri-
bution proportional to ζ(5) in the three-loop corrections to the propagator of the
scalar field in the N = 2 vector multiplet.

Any diagram of this kind, with external adjoint indices b and c, external mo-
mentum q and s internal lines, is written as

Wbc(q) = N × Tbc ×

∫ ∏
s

ddks

(2π)d δ
(d)(cons)

Z(k)∏
s k2

s
. (C.2.1)

Here N is the product of the symmetry factor of the diagram and all the factors
(like the powers of the coupling constant g) appearing in the vertices - except for
the color factors which give rise to the tensor Tbc. We have then the scalar integral
over the internal momenta ks which we perform using dimensional regularization
setting d = 4 − 2ε. The momenta are subject to the appropriate momentum con-
servation relations enforced by the δ-functions δ(d)(cons). Beside the denominator
coming from the massless propagators, the integrand contains also a numerator
Z(k) which is the result of the integration over all the Grassmann variables of the
θ-dependent expressions present in the superdiagram.

The massless scalar integrals at three loops with cubic or quartic vertices can
be evaluated by various means; in particular, we use the FORM version of the
program Mincer discussed in [182], which classifies them according to different
”topologies” described by diagrams in which a solid line indicates a massless
scalar propagator, and momentum conservation is enforced at each vertex.
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C.2.1 Diagrams with six insertions on the hypermultiplet loop

We start by considering the diagrams with six insertions of an adjoint generator
on the hypermultiplet loop. The color factor of these diagrams is proportional to
a doubly contracted C′ tensor with six indices defined in (2.4.28).

The first diagram we consider is the following

W
(1)
bc (q) =

qq

3 4

5 6

78

k53

k65

k46

k47

k78

k83

k58

k67

1 2 (C.2.2)

In this first diagram we set up the notation that we will use also in all subsequent
ones. The external momentum is always denoted as q. Regarding the labeling of
internal momenta, we label the internal vertices (from 3 to 8 in this case) and we
denote as ki j the momentum flowing in a propagator from the vertex i to the vertex
j, which is also the same convention introduced in (C.1.1). Assuming it, from
now on we will display in the figures only the labels of the vertices and not of the
internal momenta. The Feynman rules for propagators and vertices are given in
Section 2.1. Using them, we get

W
(1)
bc (q) = 8g6 ×C′bdeced ×

3 4

5 6

78

1 2 Z(1)(k). (C.2.3)

The scalar diagram has the ladder topology denoted as LA in [182]. The Grass-
mann factor Z(1)(k) is obtained integrating over d4θi for i = 3, . . . , 8 and is easily
determined using the rule described in Figure C.4. It is given by the following
θ-diagram

Z(1)(k) =

q

−q −q −q

q

= −q6 . (C.2.4)

The evaluation of this θ-diagram by means of its cycle expansion, as explained
after (C.1.1) and illustrated in Figure C.1, is immediate using (C.1.2). A factor of
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q4 removes the two external propagators in the scalar diagram, so that it reduces
to

−q2 = −
20ζ(5)
(4π)6

1
q2 . (C.2.5)

Here we have employed the standard graphical notation for diagrams with can-
celed external propagators and we have given the value of this scalar integral,
which is finite, directly in d = 4. Altogether we get thus

W
(1)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) ×
(
20 C′bdeced

)
. (C.2.6)

The next diagram is

W
(2)
bc (q) = 3 4

5

78

1 2

= 4g6 × 2T (2)
bc ×

3 4

5

78

1 2 Z(2)(k) . (C.2.7)

Here the color tensor reads

T
(2)
bc = C′bdecde + C′bdeced , (C.2.8)

the two terms stemming from the two ways to attach the gluon lines to the quartic
vertex. This expression comes with a factor of 2 in (C.2.7) to account for the dia-
gram in which the dashed and dotted parts of the hypermultiplet loop are switched.
The scalar diagram has the fan topology denoted as FA in [182]. The Grassmann
factor can be determined using the rule described in Figure C.5 and it is given by

Z(2)(k) =
−q −q

q

= q4 . (C.2.9)
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This factor removes the two external propagators in the scalar diagram, so that it
reduces to

=
20ζ(5)
(4π)6

1
q2 . (C.2.10)

Altogether we find thus

W
(2)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) ×
(
−20 C′bdecde − 20 C′bdeced

)
. (C.2.11)

The third diagram that contributes is

W
(3)
bc (q) = 3 4

5 6

78

1 2

= 8g6 ×C′bdecde ×
3 4

5 6

78

1 2 Z(3)(k) . (C.2.12)

The scalar diagram has the non-oriented topology denoted as NO in [182]. The
Grassmann factor is found applying the rule of Figure C.4 and it is given by a θ-
diagram of the type depicted in C.1.3, but with a different assignment of momenta.
In particular, one has

Z(3)(k) = F
(
k83,−(k46 + k78), k65, k53, k78,−(k47 + k65), k46, k47

)
. (C.2.13)

Evaluating this and inserting it in the scalar momentum integral, we find that the
results contains a ζ(5)-contribution. Indeed we have

3 4

5 6

78

1 2 Z(3)(k) = −
10ζ(5)
(4π)6

1
q2 + . . . (C.2.14)

where the ellipses stand for terms that do not contain ζ(5). Putting together the
various factors, we find

W
(3)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) ×
(
10 C′bdecde

)
+ . . . . (C.2.15)
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Next we consider

W
(4)
bc (q) =

3 4

5

6 78

1 2

= −8g6 × T
(4)
bc × 3 4

5

6

78

1 2 Z(4)(k) . (C.2.16)

where the color tensor reads

T
(4)
bc = C′bdedce + C′bdcede . (C.2.17)

Here the second term comes from the diagram where the dashed and dotted parts
of the hypermultiplet loop are exchanged. The scalar diagram has the “Benz”
topology denoted as BE in [182]. The Grassmann factor is found using the rule of
Figure C.4 and it is given by

Z(4)(k) = F
(
k83,−(k46 + k68), k67, k53, k68,−(k45 + k67), k47, k45

)
. (C.2.18)

The corresponding scalar momentum integration contains a ζ(5) contribution; in-
deed

3 4

5

6

78

1 2 Z(4)(k) =
20ζ(5)
(4π)6

1
q2 + . . . . (C.2.19)

Altogether we have thus

W
(4)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) ×
(
20 C′bdedce + 20 C′bdcede

)
+ . . . . (C.2.20)
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C.2.2 Diagrams with five insertions on the hypermultiplet loop

We now consider the diagrams with five insertions of an adjoint generator on
the hypermultiplet loop. The first diagram of this kind we consider is

W
(5)
bc (q) = 3 4

5

8

6

7

1 2

= −8g6 × T
(5)
bc ×

3 4

5 6

78

1 2 Z(5)(k) . (C.2.21)

The color factor is given by

T
(5)
bc = i fce f C′bde f d − i fce f C′bd f ed + i fbe f C′cde f d − i fbe f C′cd f ed

= 2 i fce f C′bde f d + 2 i fbe f C′cde f d , (C.2.22)

where the four terms that appear in the first line correspond to the four possible
ways to attach the “external” vector multiplet line. The Grassmann factor is again
found using the rule of Figure C.4 and it is given by

Z(5)(k) = F
(
0,−k78, k78,−q, 0, q, k78,−(k78 + q)

)
. (C.2.23)

Using this result inside the scalar momentum integral, which has the LA topology,
one finds

3 4

5 6

78

1 2 Z(5)(k) = −
20ζ(5)
(4π)6

1
q2 + . . . . (C.2.24)

The final result for this diagram is then

W
(5)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) ×
(
−40 i fce f C′bde f d − 40 i fbe f C′cde f d

)
+ . . . . (C.2.25)
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Another diagram in this class is

W
(6)
bc (q) = 3 4

5

6

8

71 2

= −8g6 × T
(6)
bc × 3 4

5

6

78

1 2 Z(6)(k) , (C.2.26)

where the color factor is

T
(6)
bc = i fcedC′b f d f e − i fcedC′be f d f + i fbedC′c f d f e − i fbedC′ce f d f . (C.2.27)

Here the four terms correspond to the four possible ways to attach the “external”
adjoint chiral multiplet line. Using the by-now familiar procedure, the Grassmann
factor is found to be

Z(6)(k) = F
(
k73,−(k56 + k87), k68, k53, k56, k54, k87,−(k87 + q)

)
. (C.2.28)

The scalar integral, which has the BE topology, yields the result

3 4

5

6

78

1 2 Z(6)(k) = −
20ζ(5)
(4π)6

1
q2 + . . . . (C.2.29)

The total result is thus

W
(6)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5)

×
(
−20 i fcedC′b f d f e + 20 i fcedC′be f d f − 20 i fbedC′c f d f e + 20 i fbedC′ce f d f

)
+ . . . .

(C.2.30)

Among the diagrams with five insertions that give a ζ(5) contribution, there
is one whose Grassmann factor cannot be computed simply by using the rules
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illustrated in Appendix C.1. It is the following:

W
(7)
bc (q) = 3 4

5

6

78

1 2

= −
1

16
(8g6) × T (7)

bc × 3 4

5

6

78

1 2 Z(7)(k) . (C.2.31)

The color factor reads

T
(7)
bc = i fde f C′b f ecd + i fde f C′c f ebd , (C.2.32)

with the two terms corresponding to the fact that in the hypermultiplet loop the
dashed or dotted parts can be exchanged. Since the cubic vector vertex contains
covariant spinor derivatives and is not symmetric in the three vector lines that it
contains, the diagram gets six distinct contributions arising from the six different
ways it is contracted with the other vertices of the diagram. We write these six
terms as follows

Z(7) = Z
(7)
578 +Z

(7)
758 +Z

(7)
785 +Z

(7)
875 +Z

(7)
857 +Z

(7)
587 . (C.2.33)

The first term above is

Z
(7)
578(k) =

[(
D6

)2Dα
6 δ

4(θ65)
]
δ4(θ67)

[
D6,α δ

4(θ68)
]

exp
[
A(k)

]
. (C.2.34)

Here we have denoted by D6,α and D6,α̇ the covariant spinor derivatives defined in
(A.3.6) with respect to θ6 and θ̄6. The last exponential factor exp

[
A(q, k)

]
contains

all other contributions which amount to

A(k) = 2 θ4 k45 θ̄5 + 2 θ5 k53 θ̄3 − θ5
(
k45 + k53

)
θ̄5 + 2 θ4 k47 θ̄7 + 2 θ7 k78 θ̄8

− θ7
(
k47 + k78

)
θ̄7 + 2 θ8 k83 θ̄3 − θ8

(
k78 + k83

)
θ̄8 . (C.2.35)

Using the identity

D6,α δ
4(θ68) =

(
∂6,α − k68θ̄6

)
δ4(θ68) = −

(
∂8,α + k68θ̄6

)
δ4(θ68) (C.2.36)

and then integrating by parts with respect to θ8, we can rewrite (C.2.34) as follows

Z
(7)
578(k) = δ4(θ67) δ4(θ68)

[(
D6

)2Dα
6 δ

4(θ65)
](
∂8,α − (k68 θ̄8)α

)
exp

[
A(k)

]
. (C.2.37)
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By direct evaluation one can show that(
D6

)2Dα
6 δ

4(θ65) = −4 e−θ6 k65 θ̄65
[
2 θα65 + (k65 θ̄5)α (θ65)2

]
, (C.2.38)

and (
∂8,α − (k68 θ̄8)α

)
exp

[
A(k)

]
= 2(k83 θ̄38)α exp

[
A(k)

]
(C.2.39)

where in the last step we used momentum conservation. Substituting (C.2.38) and
(C.2.39) into (C.2.37), after a Fierz rearrangement we arrive at

Z
(7)
578(k) = −16 δ4(θ67) δ4(θ68)

(
θ65 k83 θ̄38

) (
1 + θ65 k65 θ̄5

)
exp

[
A(k) − θ6 k65 θ̄65

]
= −16 δ4(θ67) δ4(θ68)

(
θ65 k83 θ̄38

)
exp

[
A(k) − θ6 k65 θ̄65 + θ65 k65 θ̄5

]
,

(C.2.40)

where in the second step we could replace the factor
(
1+θ65 k65 θ̄5

)
with exp

[
θ65 k65 θ̄5

]
because it is multiplied by θ65.

We now perform the θ-integrations using the δ-functions present in (C.2.40)
and keep as remaining independent variables θ4, θ̄63, θ65, θ6 and θ̄6; with straight-
forward manipulations, involving also the use of momentum conservation, we
rewrite

[
A(k) − θ6 k65 θ̄65 + θ65 k65 θ̄5

]
as

−2 θ4 q θ̄6 − 2 θ4 k45 θ̄65 + 2 θ5 q θ̄63 + 2 θ65 k53 θ̄63 + 2 θ6 k45 θ̄65 − 2 θ65 k53 θ̄65 .
(C.2.41)

We also have

2 θ65 k83 θ̄38 = −2 θ65 k83 θ̄63 ≡ exp
[
− 2λ θ65 k83 θ̄63

]∣∣∣∣
λ

(C.2.42)

where the notation X
∣∣∣
λ

means the term of X that is linear in λ. Altogether we have
managed to expressZ(7)

578(k) as an exponential:

Z
(7)
578(k) = − 8 exp

[
− 2 θ4 q θ̄6 − 2 θ4 k45 θ̄65 + 2 θ5 q θ̄63

+ 2 θ65 (k53 − λk83) θ̄63 + 2 θ6 k45 θ̄65 − 2 θ65 k53 θ̄65
]∣∣∣∣
λ
. (C.2.43)

This exponential can be interpreted as a θ-graph 1:

Z
(7)
578(k) = −8

q

k53 − λk83

−k53

−q

−k45

k57

∣∣∣∣∣∣
λ

= −8 F
(
k53 − λk83,−k53, 0, q, k45, 0,−k45,−q

)∣∣∣∣
λ
.

(C.2.44)
1Since we use as Grassmann variables the differences θ̄63 and θ65 of original variables, in the

resulting θ-graph momentum conservation is not realized at each node. However, this is does not
cause any problem.
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We can apply this same procedure to evaluate the other five terms in (C.2.33)
and obtain

Z
(7)
758(k) = δ4(θ65)

[(
D6

)2Dα
6 δ

4(θ67)
] [

D6,α δ
4(θ68)

]
exp

[
A(k)

]
= −8 F

(
− λk83,−k78, 0, q, k47, 0,−k47,−q

)∣∣∣∣
λ
, (C.2.45)

Z
(7)
785(k) =

[(
D6

)2Dα
6 δ

4(θ67)
]
δ4(θ68)

[
D6,α δ

4(θ65)
]

exp
[
A(k)

]
= −8 F

(
− λk53,−k78, 0, q, k47, 0,−k47,−q

)∣∣∣∣
λ
, (C.2.46)

Z
(7)
875(k) = δ4(θ67)

[(
D6

)2Dα
6 δ

4(θ68)
] [

D6,α δ
4(θ65)

]
exp

[
A(k)

]
= −8 F

(
k83 − λk53,−k83, 0, q, 0, 0, 0,−q

)∣∣∣∣
λ

= 0 , (C.2.47)

Z
(7)
857(k) = δ4(θ65)

[(
D6

)2Dα
6 δ

4(θ68)
] [

D6,α δ
4(θ67)

]
exp

[
A(k)

]
= −8 F

(
− k83,−k83 − λk78, k83,−q, 0, q, 0,−q

)∣∣∣∣
λ
, (C.2.48)

Z
(7)
587(k) =

[(
D6

)2Dα
6 δ

4(θ65)
] [

D6,α δ
4(θ67)

]
δ4(θ68) exp

[
A(k)

]
= 0 . (C.2.49)

The vanishing of the last contribution is due to the fact that in the step analogous
to the one in (C.2.39) we compute(

∂7,α − (k67 θ̄7)α
)

exp
[
A(k)

]
= 2

(
k78 θ̄87

)
α exp

[
A(k)

]
= 0 ; (C.2.50)

indeed in presence of δ4(θ68) δ4(θ67), the difference θ̄87 is null. The vanishing of
this factor makes zero the entire expression.

Now that we have computed all six terms of (C.2.33), we can insert the re-
sulting expression for Z(7)(k) in the momentum integration, which has the BE
topology, obtaining

3 4

5

6

78

1 2 Z(7)(k) =
160ζ(5)

(4π)6

1
q2 + . . . . (C.2.51)

Putting everything together, we finally get

W
(7)
bc (q) = −

1
q2

(
g2

8π2

)3

ζ(5) ×
(
10 i fde f C′b f ecd + 10 i fde f C′c f ebd

)
+ . . . . (C.2.52)



182 C. Field theory computations

We have made a thorough analysis of all diagrams that can contribute to the
propagator at order g8 and the ones we have listed above are the only ones that
yield a term proportional to ζ(5) in the difference theory for a generic superconfor-
mal matter content. Other diagrams, indeed, either vanish due their color structure
or give contributions that do not contain ζ(5).

C.3 Cusp integral
In the following we will make use of the following integrals:

• Feynman parametrizations:

1
Aα Bβ

=
Γ(α + β)
Γ(α) Γ(β)

∫ 1

0
dx

xα−1(1 − x)β−1(
xA + (1 − x)B

)α+β
(C.3.1a)

1
Aα Bβ

=
Γ(α + β)
Γ(α) Γ(β)

∫ ∞

0
dy

yβ−1(
A + yB

)α+β
(C.3.1b)

• The one-loop momentum integral (with Euclidean signature):∫
dDq

(2π)D

1(
q2 + M2)n =

Γ
(
n − D

2

)
(4π)

D
2 Γ(n)

(
M2) D

2 −n (C.3.2)

• The integral:∫ ∞

0
dy yα(Ay + B)β =

Γ(−α − β − 1)Γ(α + 1)
Γ(−β)

Bα+β+1

Aα+1 . (C.3.3)

With these ingredients, we can now perform the calculation of the following inte-
gral

I(ϕ) =

∫
dDk

(2π)D

1
k2 (k · v1 − δ) (k · v2 − δ)

(C.3.4)

where D = 4 − 2ε, and v1 and v2 are two 4-vectors such that

v1 · v1 = v2 · v2 = 1 and v1 · v2 = cosϕ . (C.3.5)

We follow essentially the procedure outlined in [183] (correcting a few typos).
We first use the Feynman parametrization (C.3.1a) to combine the two factors

that are linear in k, obtaining

I(ϕ) =

∫ 1

0
dx

∫
dDk

(2π)D

1

k2 [(
xv1 + (1 − x)v2

)
· k − δ

]2 . (C.3.6)
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Then, we use the alternative Feynman parametrization (C.3.1b) and get

I(ϕ) =

∫ 1

0
dx

∫ ∞

0
dy

∫
dDk

(2π)D

2y[
k2 + y

(
xv1 + (1 − x)v2

)
· k − yδ

]3 (C.3.7)

Evaluating the integral over k, we obtain

I(ϕ) = 2
∫ 1

0
dx

∫ ∞

0
dy y

∫
dDq

(2π)D

1
(q2 + M2)3 (C.3.8)

with

M2 = −y
[y
4
(
x2 + (1 − x)2 + 2x(1 − x) cosϕ

)
+ δ

]
. (C.3.9)

Now we can use (C.3.2) and get

I(ϕ) = −(−1)−ε
Γ(1 + ε)
(4π)2−2ε

∫ 1

0
dx

∫ ∞

0
dy y−ε

[y
4
(
x2 + (1 − x)2 + 2x(1 − x) cosϕ

)
+ δ

]−1−ε
.

(C.3.10)

The integral over y can be computed using (C.3.3), and the result is

I(ϕ) = −(−1)−ε
Γ(2ε) Γ(1 − ε) δ−2ε

(2π)2−2ε

∫ 1

0
dx

1(
x2 + (1 − x)2 + 2x(1 − x) cosϕ

)1−ε .

(C.3.11)

From this expression we explicitly see the UV divergence signaled by the pole for
ε→ 0. Since we are ultimately interested in the coefficient of this divergence, we
have

I(ϕ) =
1
ε

[
−

1
8π2

∫ 1

0
dx

1(
x2 + (1 − x)2 + 2x(1 − x) cosϕ

)] + O(ε0) . (C.3.12)

The integral over x can be evaluated by setting

x =
1
2

(
1 + cot

ϕ

2
z
)
. (C.3.13)

In this way we find

I(ϕ) =
1
ε

(
−

1
8π2

ϕ

sinϕ

)
+ O(ε0) . (C.3.14)
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