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Abstract
My project was specifically focused on trying to investigate how air pollution plays its detrimental

role  on  pregnancy  and  newborn  outcomes.  This  subject  of  research  has  been  extensively

investigated in past years, but models normally utilized for this specific kind of study are inherited

from historical epidemiological models developed to take into account the chronic and cumulative

effects of exposure, rather than using specifically developed models able to consider the peculiar

characteristics of pregnancy and its related outcomes.  In fact,  while lot is  known regarding the

detrimental  effects  that  air  pollution  is  able  to  play  if  exposure  is  continued  throughout  the

pregnancy, basically no data is available on how these molecules can play a specific detrimental

effect  in  an acute  manner,  as  example  inducing delivery  in  later  stages.  I  also  tried  to  further

elucidate  molecular  mechanisms  that  could  be  associated  with  those  kind  of  effects,  focusing

specifically  on  acute  inflammation  processes,  which  have  been  extensively  associated  as  the

underpinning  mechanisms  of  air  pollution  detrimental  effects.  Such  pro-inflammatory  trigger,

elicited by air pollution exposure, may explain an important part of the pregnancy affection played

by these molecules, paving the way to both new potential pharmacological targets and public health

measures  aimed  to  counter-play  such  effects  in  such  sensitive  population.  As  inflammation  is

strongly related to DNA mutations, I also tried to elucidate how air pollution exposure could related

to such mutations, investigating somatic mutations, a specific kind of mutation not inherited by

parents but expressly associated to environmental exposure. 

The main aspects that I tried to elucidate in the present doctoral project were:

1. acute effect that pollutants can play on specific phases of pregnancy, such as later stages and

delivery

2. pregnancy-related risk factors associated with air pollution and poor neonatal outcomes

3. molecular  mechanisms  underpinning  air  pollution  detrimental  effects  on  pregnancy  and

newborns

4. air pollution exposure and somatic DNA mutations potential association

Specifically,  I  investigated  air  pollution  acute  effect  on  pregnancy  outcomes  through  specific

Poisson regression model able to specifically identify such relationships. I then investigated habits

and substances that mothers were exposed to during pregnancy, in order to further elucidate which

could constitute risk factors for poor neonatal outcomes. Finally, focusing on acute inflammation

processes, that appeared to be the stronger link between air pollution and the detrimental effect

observed, I developed specific models to identify how these molecules could be related to DNA

somatic mutations. Overall, my doctorate project tried to shade some light on the need of specific

models and analysis approach aimed to investigate peculiar characteristics of such sensitive period

of life and possible harmful effects played by different environmental exposure sources, widening

our  analysis  on molecular  mechanisms and DNA alterations  as  well.  The research  plan  of  my

doctorate allowed bringing out several important limitations of current approaches to study focusing

on pregnancy and newborn health, especially regarding air pollution exposure effects on preterm

birth  during  latest  stage  of  pregnancy.  I further  deepened  this  analysis  investigating  potential

molecular  mechanisms  underlying  such  relationship,  revealing  a  central  role  played  by

inflammation on the detrimental effects of pregnancy related exposure and maternal habit.  I also

detected how some hospital routine procedure expose newborns to harmful endocrine disruptors,

such as bisphenols, and their subsequent effects on health. Finally,  I was able to provide the first

literature evidence of how air pollution exposure can be an important determinant of DNA somatic

mutations. I hope that this work can be a starting point to realize limitations of our current research

approaches to pregnancy and newborn related studies, and increase the awareness of how urgent the

need  for  further  public  health  measures  and  pharmacological  therapies  able  to  address  these

problems. 
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Air Pollution, Pregnancy and DNA mutations

1. Introduction

1.1. Air Pollution

1.1.1. Definition and Characteristics

Air Pollution, accordingly to the World Health Organization (WHO), is defined as “contamination

of the indoor or outdoor environment by any chemical, physical or biological agent that modifies

the  natural  characteristics  of  the  atmosphere”1.  Pollutants  derive  from many different  sources,

among which combustion devices, motor vehicles, and industrial facilities represent some of the

most common sources of air pollution. Presence of those molecules in the atmosphere is detectable

independently by human processes, but we consider those as pollutants as they reach to such levels

identified as harmful to human health. Even if detectable independently by human action, nowadays

air pollution is mainly related to both industrial production and transportation, thus it represents a

continuously  growing  global  problem.  The  huge  number  of  industrial  processes  and  machines

generating  pollutants  has  brought  the  number  of  detectable  pollutants  in  every  different  media

(water,  soil,  air,  etc.)  to  such  a  level  that  makes  it  very  difficult  to  be  monitored.  In  western

countries, the main pollutants that have been identified and thoroughly studied are molecules related

to combustion of fossil fuels. These pollutants are released into the air, where those remain for long

period of time. In developed countries levels of such pollutants are periodically or continuously

monitored, among those the most represented are carbon monoxide (CO), nitrogen dioxide (NO2),

ozone  (O3),  and  particulate  matter  (PM10 and  PM2.5).  Each  of  these  pollutants  has  specific

characteristics and processes that increase their concentration in the atmosphere. Alongside those

important pollutants, a special role is played by aeroallergens (AA), which is any airborne substance

able to trigger an allergic reaction. In western countries, AA is mainly represented by the pollen of

specific seasonal plants, which are capable of eliciting allergic reactions in susceptible subjects. AA

is  an  air  pollutant,  which  is  mostly  unstudied  and  neglected  in  historical  approach  to

epidemiological air pollution studies, but a constantly increasing number of studies on the matter is

revealing its importance for human health and air pollution related reactions. A detailed description

of each pollutant characteristics is beyond the scope of the current dissertation, but I provide here

below the main concerns and molecular mechanisms that those pollutants play on human health,

and especially during pregnancy and childhood, which has been the main focus of my doctoral

project.



1.2. Air Pollution and Human Health 

Air particles are defined as “pollutants” when their concentration reach certain levels that have been

identified as harmful for human health, mostly due to cancerogenesis and exposure related risks.

Pollutants have been historically studied for their chronic exposure related risks, while an important

chapter of their action, regarding acute exposure associated risks, have been completely neglected

until recently. Due to their diffusion and the number of people exposed, pollutants represent a major

public health concern and represent an important source of morbidity and mortality for humans.

WHO data show that almost all  of the global population (99%) breathe air  that exceeds WHO

guideline  limits  and contains  high  levels  of  pollutants,  with low- and middle-income countries

suffering from the highest exposures1. The WHO reported that around 7 million people die every

year due to exposure to polluted air, and that ambient air pollution, especially in low/middle-income

countries, caused 4.2 million deaths in 20161. Short-term exposure is able to elicit various acute

reactions,  especially  in  fragile  population  groups,  such  as  children,  pregnant  women,  and  the

elderly2,3.  Long-term exposure  is  responsible  of  several  forms  of  chronic  diseases4,  increasing

mortality  due to  respiratory and cardiovascular  diseases2,5,  lung cancer  morbidity6,  reproductive

function  disorders7 and  postnatal  development  alternations8.  Based  on  their  molecular

characteristics, different pollutants can exert very different action on human health, which has been

extensively studied and reported in literature. A particular role, which  is my project specific focus, is

the role played by air pollution on pregnancy and newborn outcomes. Different roles are played by

different pollutants based on the moment and duration of exposure, their concentration, and several

other factors that characterize this specific developmental process in this very sensitive moment, as

I will summarize in the chapters below.



1.3. Air Pollution and Pregnancy

1.3.1 Detrimental Effects

Some of the detrimental effects played by pollutants are particularly evident during pregnancy and

childhood.  As  example,  CO  has  been  extensively  linked  to  low  birth  weight9.  Several

epidemiological lines of evidence  proved how PM exposure during pregnancy is associated with

high risk pregnancy and negative birth outcomes, including preterm birth (PTB), low birth weight,

and post neonatal infant mortality10,11. An important role of such exposure has been demonstrated on

transition  from  physiological  to  high-risk  pregnancies.  High-risk  pregnancies  are  defined  as

pregnancy burdened by some form of complications,  and especially gestational diabetes mellitus

(GDM), hypertensive disorder of pregnancy (HDP), and preterm birth PTB. Briefly,  GDM is a

glucose intolerance beginning during pregnancy, with a worldwide prevalence of 6–25% depending

on race, ethnicity, and other demographics12. HDP includes gestational hypertension, preeclampsia,

and eclampsia, and it occurs in approximately 5–10% of all pregnancies and in 15% of all PTB13,14.

PTB is defined as a birth that occurs before 37 weeks of gestation, and stillbirth is the loss of the

fetus after 20 weeks of gestation. PTB and stillbirth are estimated to occur in approximately 12–

24% of all pregnancy and in 18.4 of 1000 births globally, respectively11,15. Regarding mechanisms

of  actions,  several  literature  reports  indicated  how air  pollutants are  able  to  penetrate  into  the

respiratory tract and cause Oxidative Stress (OS), DNA mutation, inflammation, and to permeate

into the blood circulation system, leading to chronic symptoms or even cell death. Reactions that in

turns lead to pregnancy complication such as HDP, GDM, PTB, and stillbirth11. Pregnant women

are especially vulnerable to air pollutants as they are in a state of active cell proliferation, fetal

organ development,  as  well  as  other  metabolic  changes  including increased  cardiac output  and

respiratory volume. As example, O2 consumption in pregnant women increase by 15-20%, and their

breathing  volume  per  minute  increases  by  30–40%,  bringing  them to  higher  exposition  to  air

pollution than normal adults16. Moreover, the extremely sensitive situation of pregnancy in which

the  fetuses  completely  relies  on  the  mother  metabolism  to  ensure  all  its  needs,  results  in  an

extremely  increased  risk  of  detrimental  effects  related  to  air  pollution.  These  effects  play  role

through all  the  biological  pathways  presented  above,  and the  main  link  is  represented  by pro-

inflammatory mechanisms, as presented below.

1.3.2.Underlying Pathological Mechanism

Air pollution has been extensively associated to  Reactive Oxygen Species (ROS) generation in

human body. ROS are forms of highly reactive free radicals, especially superoxide anion (O2
−), that

are  physiologically  produced  in  mitochondria  as  a  result  of  respiratory  activity17,18.  At  low

concentrations, ROS are physiological components of cell regulation and intracellular signaling,

maintained  in  an  oxidoreductive  balance  thanks  to  several  enzymatic  and  non  enzymatic

antioxidative processes19. Both organic and inorganic particles can directly generate ROS as a result

of particle-cell interactions, as in case of lipid peroxidation, nucleic acid damage, and structural

disruption of proteins. Several particles highly represented in air pollutants, especially transition

metals, act as catalysts and serve as a source of ROS, alongside organic components that induce the

expression  of  CYP450  cytochrome  (CYP1A1)  and  further  enhances  ROS  production17,20.  The

elicited OS acts on biologically important molecules, such as proteins, lipids, and nucleic acids,

leading to an imbalance of their functionality, until complete loss of it17,20. It is relevant how even

small action in the functioning of the respiratory chain or antioxidant mechanisms may initiate OS,

contributing  to  the  further  escalation of  the  process.  In  fact,  OS is  the classic  auto-maintained

detrimental process of which mitochondria represents both the main source of and the first target of

action. Mitochondria contain several susceptible structures (such as lipid membranes, enzymatic

proteins,  and  mitochondrial  DNA)  and  are  susceptible  to  oxidative  damage18,21.  OS and

inflammatory processes are the main response of human body (and living beings body in general) to



air  pollution,  as  briefly  summarized  in  Figure  1.  Pollutants  are  phagocytized  by  pulmonary

macrophages  within  the  lungs,  where  they  activate  ROS  synthesis  causing  a  change  in  the

oxidoreductive status of macrophages and their activation as pro-inflammatory actors19,22.

Figure . Interaction of air pollutants and reactive oxygen species (ROS) in the epithelial lining fluid

(ELF) of the human respiratory tract. ELF can be regarded as an interface between atmospheric

and physiological chemistry, through which air pollution and environmental change can induce

oxidative  stress  and  adverse  health  effects.  Atmospheric  ozone  and  OH  radicals  react  with

surfactants  and  antioxidants  (ascorbate,  uric  acid,  reduced  glutathione,  α-tocopherol)  forming

secondary  organic  oxidants.  Redox-active  components  of  fine  particulate  matter,  including

quinones, iron and copper ions, can trigger and sustain catalytic reaction cycles generating ROS

and oxidative stress23.

This pathway, once triggered, induces the release of numerous inflammatory mediators that in turn

activate the immune system and increase the expression of adhesion molecules in various cell types,

including immune cells and endothelial blood vessels. As a result, this activation leads to unsealing

the vessel barrier and the inflow of peripheral cells into several organs, eliciting the inflammatory

process in loco24. Thus, the peripheral elicited inflammatory processes are spread throughout the

whole  body  and  organs,  further  contributing  to  ROS  synthesis  and  their  detrimental  effects.

Intensive ROS synthesis in the immediate vicinity of several cell types leads to a vicious cycle of

oxidative stress, cellular energy metabolism modulation, impairment of their function, and death25,

as summarized in Figure 2.



Figure  2.  Hypothesized  mechanisms  of  air  pollution-mediated  disease  wherein  inhalational  or

nutritional either signals directly or via the generation of signals such as DAMPs may serve to

activate innate immune mechanisms such as the TLR and NLR. AP1, activator protein 1; CARD,

caspase  activation  and  recruitment  domain;  IKKb,  IkB  kinase  b;  IRAK,  interleukin  receptor-

associated kinase; IRF3, interferon regulatory factor 3; MAPK, mitogen-activated protein kinase;

MyD88,  myeloid  differentiation  primary  response  gene  88;  NAFLD,  nonalcoholic  fatty  liver

disease;  PAMP,  pathogen-associated  molecular  pattern;  PAPC,  palmitoyl-arachidonyl

phosphocholine; RNS, reactive nitrogen species; ROS, reactive oxygen species; TAK, transforming

growth factor-b-activated kinase; TBK, TANK-binding kinase 1; TRAF, TNF receptor-associated



factor;  TRIF,  Toll/IL-1  receptor-domain-containing  adapter-inducing  interferon-b;  UCP-1,

uncoupling protein-1; WAT, white adipose tissue26.

Several studies showed how an increase in several pro-inflammatory markers is detectable as a

consequence of air pollution exposure, especially the historical pro-inflammatory markers, such as

Interleukin  (IL)-127,28,  IL-629,  and  Tumor  Necrosis  Factor-α  (TNF-α)30,  alongside  an  huge  and

increasing number of new markers related to inflammation30,31.

Figure 3. The involvement of air pollution and microbiota in the pathogenesis of RA. ACPA, anti-

citrullinated  protein  antibodies;  APC,  antigen-presenting  cells;  IFN,  interferon  gamma;  IL,

interleukin; NF-KB, nuclear factor kappa-lightchain-enhancer of activated B cells; NLR, nod-like

receptor; RA, rheumatoid arthritis; ROS, reactive oxygen species; TLR, toll-like receptor; TNF-α,

tumor necrosis factor alpha; UVB, ultraviolet B radiation; VDR, vitamin D receptor32.

The huge and constantly increasing lines of both experimental and clinical evidence linking air

pollution exposure to pro-inflammatory effects strongly suggest that inflammation may represent

the main underlying pathway linking pollutants to their detrimental effects on human health. In this

regard, air pollution exposure have been historically evaluated as a chronic exposure playing its

detrimental  role  on the long-term. Nevertheless,  an increasing  number  of  literature  evidence is

reporting  how  important  acute  effects  are  played  as  well.  This  differentiation  is  of  central

importance  in  the  analysis  of  the  phenomena,  as  it  drastically  changes  statistical  models  and

analysis  approach to  the subject.  In  the present  dissertation,  I tried to  evaluate both  acute  and

chronic  exposure  effects,  based  on  the  underlying  disease  pathophysiology.  In  this  regard,  I

summarize here below some of the main evidence and differences between short- and long-term

exposure effects identifiable in literature.



1.3.3.Chronic vs. Acute Exposure

Several  markers  of  inflammation  have  been  associated  with  acute  short-term  exposure  to  air

pollution. As example, PM have been extensively associated with IL-6 over expression29. CO has

been  related  to  both  an  increased  number  of  CD4 cells  producers  of  IL-17  and  IL-2233,34.

Interestingly,  IL-22  and  IL-17  expression  are  induced  by  the  activation  of  aryl  hydrocarbon

receptors, a transcription factor that is a target for pollution35. High SO2 short-term exposure was

associated with reduction in the total leucocytes count and both PM2.5 and CO short-term exposures

were associated to CD69+T regulatory cells reduction which leads to inflammation and immune-

suppression34.  All  these  lines  of  evidence testify  the  central  pro-inflammatory  role  of  acute  air

pollution exposure. This is further underlined by several clinical entities caused by acute exposure

to air pollutants. As example, CO poisoning is a syndrome deriving from acute exposure to high

levels of CO whose affinity to Hb is higher than O2 affinity, displacing the latter from Hb molecules

in  the  blood.  Symptoms  include  headache,  dizziness,  chest  pain,  confusion,  cherry  red  skin,

vomiting, loss of consciousness, arrhythmias, seizures, and death36, which depends on CO exposure

levels, as summarized in Table 1 below:

Concentration Symptoms

35 ppm (0.0035%), (0.035‰) Headache and dizziness within six to eight hours of constant 

exposure

100 ppm (0.01%), (0.1‰) Slight headache in two to three hours

200 ppm (0.02%), (0.2‰) Slight headache within two to three hours; loss of judgment

400 ppm (0.04%), (0.4‰) Frontal headache within one to two hours

800 ppm (0.08%), (0.8‰) Dizziness, nausea, and convulsions within 45 min; insensible 

within 2 hours

1,600 ppm (0.16%), (1.6‰) Headache, increased heart rate, dizziness, and nausea within 20 

min; death in less than 2 hours

3,200 ppm (0.32%), (3.2‰) Headache, dizziness and nausea in five to ten minutes. Death 

within 30 minutes.

6,400 ppm (0.64%), (6.4‰) Headache and dizziness in one to two minutes. Convulsions, 

respiratory arrest, and death in less than 20 minutes.

12,800 ppm (1.28%), (12.8‰) Unconsciousness after 2–3 breaths. Death in less than three 

minutes.

Table 1. Effects of different levels of CO exposure

The pathophysiology of CO poisoning is related to hypoxia, as cited above, and the strong acute

inflammatory disruption deriving from oxidative stress, ROS production, etc. As summarized in the

Figure 4.



Figure  4.  Pathophysiology of  CO poisoning.  CO diffuses  rapidly  into  the  blood after  entering

through the lungs. CO causes hypoxia through the formation of COHb and a leftward shift of the

oxyhemoglobin  dissociation  curve  and  the  binding  to  heme-containing  proteins,  particularly

cytochrome c oxidase and myoglobin. CO also causes inflammation by increasing cytosolic heme

levels and the heme oxygenase-1 protein, resulting in increased intracellular oxidative stress. CO

binds  to  platelet  heme  protein,  causing  the  release  of  NO.  Excess  NO  produces  peroxynitrite

(ONOO), which in turns impairs mitochondrial function and worsens tissue hypoxia. CO induces



platelet-neutrophil  aggregation  and  neutrophil  degranulation;  release  of  myeloperoxidase,

proteases, and reactive oxygen species, which contribute to oxidative stress; lipid peroxidation; and

apoptosis.  The interaction  of  proteases  with  xanthine  dehydrogenase  in  endothelial  cells  forms

xanthine  oxidase,  which  inhibits  endogenous mechanisms  against  oxidative  stress.  Additionally,

CO-induced hypoxia activates hypoxia-inducible factor 1a, which can stimulate either protective or

injurious gene regulation depending on the CO dose and host factors36.

Similarly, the rest of pollutants treated in the current work are associated to symptoms or poisoning

syndromes due to acute exposure, depending on the exposure duration and pollutant concentration,

as summarized in the Table 2 and Table 3.

Expose Concentration (ppm) Effect Concentration (ppm) End Points

200-400 / 2/4 died

>500 >500 Death in less than 2 d due to pulmonary edema

>300-400 >300 Fatal edema, bronchopneumonia

>150-200 >150 Bronchoiolitis fibrosa obliterans with death in 3-5 weeks

50-100 50 Bronciolitis and focal pneumonia with spontaneous recovery

Table 2. Effects of NO2 acute exposure37.

Exposure System Affected Health Effects

Short term Cardiovascular Increased rates of myocardial infarction and ischemia in those 

at risk

Short term Cardiovascular Exacerbation of cardiac failure

Short term Cardiovascular Increased incidence of arrhythmia

Short term Cardiovascular Increased incidence of deep vein thrombosis

Short term Cardiovascular Increased incidence of stroke

Short term Respiratory Increased wheeze

Short term Respiratory Exacerbation of asthma

Short term Respiratory Exacerbation of chronic obstructive pulmonary disease

Short term Respiratory Bronchiolitis and other respiratory infections

Long term Cardiovascular Increased rates of myocardial infarction

Long term Cardiovascular Accelerated development of atherosclerosis

Long term Cardiovascular Increased blood coagulability

Long term Respiratory Increase in systemic inflammatory markers

Long term Respiratory Increased incidence of pneumonia

Long term Respiratory Increased incidence of lung cancer

Long term Respiratory Impaired lung development in children

Long term Respiratory Development of new asthma

Long term Reproductive Increased incidence of preterm birth

Long term Reproductive Increased incidence of low birth weight

Long term Brain Increased risk of Alzheimer disease

Long term Brain Increased risk of Parkinson disease

Long term Brain Increased risk of neurodegenerative diseases

Table 3. Short and long-term effects of PM exposure38.

All these differential effects depending on level and duration of exposure play different roles in

pregnancy. As example, clinical evidence and experimental models demonstrated how chronic CO

exposure  causes  a  reduction  in  fetal  growth,  with  an  increased  risk  of  Intrauterine  Growth

Restriction (IUGR), PTB, etc39–41. On the other side, acute exposure during pregnancy is associated

to fetal hypoxia and stillbirth, with stronger effect on developing fetuses than on adults42,43. In this



regard, O2 affinity of fetal blood is greater than that of maternal blood, so that its oxyhemoglobin

saturation curve is normally to the left. The Hb content of fetal blood is greater than that of maternal

blood, resulting in a greater O2 capacity. Normal fetal arterial O2 tension is relatively low compared

to adult ones (about 20 mm Hg), and its O2 content is about 12 ml per 100 ml of blood. Thus, a

relatively small drop in fetal arterial O2 tension can severely lower O2 content. This can result from

the lowered O2 tension of maternal placental blood with which the fetal blood equilibrates. With a

rise in the fetal carboxyhemoglobin level, the further shift to the left of the fetal curve exaggerates

the effect of decreased O2  tension, resulting in stronger hypoxia. Moreover, the timing of exposure

further  differentiates  pregnancy effects  during  pregnancy:  conception,  first  vs.  second vs.  third

trimester, continuous exposure, etc. Due to the different phases of fetal development, the moment in

which exposure takes place can strongly differentiate its resulting effects44.

From an epidemiological point of view, due to all these peculiar characteristics of pregnancy and air

pollution exposure relationship, it is extremely important an accurate choice of the experimental

approach and statistical models. In this regard, air pollution exposure has been historically studied

through long-term models that take into account primarily cumulative and chronic complications of

exposure, completely neglecting both possible acute effects and precise timing of exposure during

pregnancy45,46.  My doctoral project tried to focus the attention on the latter  aspects, in order to

compensate for this lack and bias of available studies.



1.4. Air Pollution and DNA Mutations

1.4.1.DNA, cancer and inherited mutations

The detrimental effects further testify the strong link between air pollution and inflammation that

pollutants exposure plays on DNA. Importantly, air pollution is able to cause DNA mutations in

both somatic and germ cells,  resulting in both increased risk of cancer and heritable mutations

transmitted  to  the  offspring,  for  the  exposed  subjects.  Several  lines  of  experimental  evidence

revealed how air pollutants are able to induce mutation in germ cells, which are in turn transmitted

to the offspring47,47,48. Moreover, air pollution has been extensively linked to increased risk of cancer

development, including lung, ovarian, and several other types of cancer49,50.

1.4.2.Underlying Pathological Mechanism

An  increasing  number  of  evidence,  through  both  clinical  studies  and  experimental  models,

demonstrated how air pollutants are able to induce DNA mutation primarily through inflammatory

oxidative mechanisms, as summarized in Table 4 and Figure 5.

Subjects Exposure assessment Effects on DNA damage and repair References

98 police men and 105 controls 

(office clerks) in Prague (Czech

Republic) and Kosice (Slovak 

Republic)

Concentration of polycyclic 

aromatic hydrocarbons in 

personal PM2.5 samples

Higher 8-oxodG level in lymphocytes of policemen in Kosice 

compared to controls, whereas no effect in policemen from 

Prague. Levels of 8-oxodG were very high (i.e. 53.6 lesions/106 

nucleotides, corresponding to 244 lesion/106 dG)

51

41 non-smoking men (36 ± 5 y) Urban air pollution in Cotonou 

and a rural village (Republic of 

Benin)

Higher level of oxidized DNA in taxi–moto drivers (20.5 8-

oxodG/106 dG) as compared to controls in a rural village (11.1 

8-oxodG/106 dG)

52

135 non-smoking men (34 ± 10 

y)

Populations living in Benin, 

including inhabitants in a rural 

village (6961 particles/cm3), and

three groups living in Cotonou, 

including suburban (19,980 

particles/cm3), and dense traffic 

(>200,000 particles/cm3)a

Gradient in FPG sites in mononuclear blood cells as follows: 

0.11 FPG sites/106 bp (rural), 0.19 FPG sites/106 bp (people 

living in the suburb), 0.21 FPG sites/106 bp (people living near 

roads with heavy traffic), and 0.27 FPG sites/106 bp (taxi–moto 

drivers)

53

50 male and female students 

(20–33 y) living in the centre of

Copenhagen

Seasonal exposure to urban air 

pollution

Correlation between personal exposure to PM2.5 and 8-oxodG 

content in lymphocytes, whereas there were no correlations 

between PM2.5 mass concentration and FPG sites in 

lymphocytes or 24-h urinary excretion of 8-oxodG. No 

correlation between biomarkers and stationary (urban 

background) measurements of PM2.5

54

15 non-smoking men and 

women (25 ± 3 y)

Bicycling in Copenhagen 

(32,400 particles/cm3) or indoor 

(13,400 particles/cm3)a

Increased level of FPG sites after cycling in the traffic (0.08 FPG

sites/106 bp) compared to cycling in the laboratory (0.02 FPG 

sites/106 bp)

29 non-smoking men and 

women (20–40 y)

Normal air (6169–15,362 

particles/cm3) or filtered air 

(91–542 particles/cm3)b

Filtering of air was associated with lower levels of FPG sites in 

mononuclear blood cells (0.38 FPG sites/106 bp) compared to 

inhalation of normal air (0.53 FPG sites/106 bp)

55

57 non-smoking men and 

women (45 ± 8 y)

Urban air pollution exposure 

among bus drivers in the city 

centre or rural/suburban area at 

the day of work and a day off

Bus drivers in the city centre had higher level of urinary 8-oxodG

excretion as compared to bus drivers from the rural/suburban 

area, whereas clear differences between urinary excretions on a 

working day and a day off were not observed

56

Cross-sectional study of 47 

female highway toll station 

workers (26 ± 6 y) and 27 

controls (27 ± 5 y) consisting of

females training to become toll 

station workers.

Exposure assessed as average 

exposure to vehicles/hour and 

urinary 1-

hydroxypyreneglucuronide 

excretion

Highway toll workers had higher spot urinary 8-oxodG excretion

(antibody-based detection) at the end of the workday than the 

controls.

57

50 bus male non-smoking 

drivers and controls

Stationary sampling of PM2.5 

and PM10 at two locations in 

Prague with heavy and light 

traffic

Higher urinary excretion of 8-oxodG (antibody-based detection) 

among bus drivers compared to controls

58

95 male taxi drivers and 75 

controls (community subjects) 

in Taipei city, Taiwan

Urinary 1-hydroxypyrene 

excretion

Higher spot morning urinary excretion of 8-oxodG (antibody-

based) among taxi drivers compared to controls and a positive 

correlation between 1-hydroxypyrene and 8-oxodG

59

Table 4. Air pollution exposure and DNA mutations evidence in human studies60.



Important mechanisms of DNA damage have been elucidated through animal models. In fact, as

cited above, air pollution is a strong trigger of acute inflammation and ROS generation in humans.

In this regard, one of the most important mechanism of defense against DNA mutations and is

represented by the Nucleotide Excision Repair  (NER), that relies on proteins called Xeroderma

pigmentosum group A (XPA) and the Xeroderma pigmentosum group C (XPC)61. XPC-deficient

mice have been showned to be more sensitive to oxidative DNA-damaging agents  in the lung,

compared with the XPA-deficient mice and wild-type controls62. NER-deficient mice have also been

linked  to  higher  incidence  of  tumors  when  exposed  to  air  pollution  derived  compounds63.101

Moreover, XPC mice exposed to chronic cigarette smoke developed lung tumors through impaired

repair  of  oxidatively  generated  DNA and  air  pollution  derived  compounds  can  greatly  inhibit

NER64. These findings suggests that reduction of NER capacity is an important link between air

pollution and DNA mutations. Recently, an important study on the matter took into account several

core  aspects  of  this  relationship:  inflammatory  response  using  in  vivo  imaging  and

immunohistochemical  analysis,  oxidative  stress  by  quantification  of  carbonylated  proteins,

detection of mutated DNA foci used through damage biomarker, and histopathological lesions in the

lungs31. Results revealed the central role of XPC protein, and NER pathway, in protection against

the carcinogenic potential of air pollution, further testifying the central role played by inflammation

in this relationship. Authors showed how DNA is damaged both directly and indirectly (through

ROS) by the various compounds detected in  urban air  pollution,  providing data clearly linking

ambient air pollution with the induction of DNA damage through inflammatory pathways. Several

other lines of evidence revealed the important role of inflammation on DNA mutations65,66. Thus, I

decided to further deepen our knowledge of air pollution and DNA mutations mechanisms in the

present work, investigating somatic mutations, which are the DNA mutations primarily associated

with inflammation and involved in cancer development and air pollution exposure link67.

 



Figure 5. Relationship between exposure and the measurement of DNA damage in tissues60.



1.5. Air Pollution Measurement

1.5.1. Single Pollutant Measurement

As cited above, particles assume the status of pollutant when their concentration exceed certain

levels that have been identified as harmful for human health. Thus, air pollution measurement is the

first step in identifying when those levels are exceeded and identify causes, in order to act to keep

the quality of the air inside legal limits. According to the WHO, over 6000 cities in 117 countries

now routinely monitor the quality of their air68. Pollutants measurement have extensively evolved

during latest years, and it can be now mainly divided in passive vs. active measurement. Passive

devices  are  generally  simpler  and  cheaper.  They  basically  work  by  soaking  up  or  passively

collecting air samples that is later analyzed. One of the most diffuse instrument is represented by

diffusion tube. This device consists of a small and hollow plastic tube (acrylic or polypropylene),

roughly 70mm long, capped at each end, as illustrated in Figure 6. 

Figure 6. A typical diffusion tube attached, by a cable tie, to a drainpipe. The bottom end is open to

the atmosphere. Pollution is captured by a chemical inside the red cap at the top69.

One of the caps is either completely removed to activate the tube or contains a filter specifically

permeable only to the gas under study. The other cap contains metal mesh discs coated with a

chemical reagent that absorbs the gas once it entered the tube70. Tubes can be placed on the outside

of buildings, or suitably located street furniture and after the defined period of time, the tube is

taken down and analyzed to retrieve the specific gas under study concentration. Diffusion tubes are

very easy to deploy and analyze, but it comes with several backwards. The main disadvantage is

low accuracy (accuracy is estimated ±20% of the real concentration), and it only gives a cumulative

amount over the defined period of time, making it impossible to examine shorter fluctuations. On

the other end, active devices use fans to suck the air in, filter it, and either analyze it automatically

or collect and store it for later analysis. Active devices are equipped with specific sensors that use

physical  or  chemical  methods  to  detect  the  gas  under  study.  Physical  methods  measure  an  air

sample without changing it, for example, by seeing how much of a certain wavelength of light it

absorbs.  Chemical  methods change the  sample  in  some way,  through a  chemical  reaction,  and

measure that. Active measurement is nowadays mainly represented by air quality sensors, which

range  from  small  handheld  devices  to  large-scale  static  monitoring  stations  in  urban  areas,

depending on the area under study71. Due to the variety of pollutants that needs to be monitored in

atmospheric  air,  several  different  methods  of  analysis  are  currently  employed,  including  gas

chromatography, spectrometry, spectroscopy, spectrophotometry, and flame photometry. A specific

discussion  of  each  method  characteristics  is  beyond  the  aim  of  the  current  project,  but  main

technologies used for each pollutant are presented below.



1.5.1.1. Carbon Monoxide (CO)

CO is generally measured by non-dispersive infrared light absorption based on the Beer-Lambert

law, which exploits the attenuation of light to the properties of the material through which the light

is travelling72. Once the air enters the analyzer, it splits into two paths: the former path represents

the ambient air, pulled in directly from outside, while the latter pulls ambient air through a scrubber,

which removes all of the CO. This air is now CO-free (called the background air). CO has a peak

absorption at a wavelength of ~1600 nanometers, thus light emitted at this wavelength is not able to

pass through CO. Inside the analyzer, the sample and background air are both exposed to UV light

and are alternately pumped through different cells, both equipped with a sensor that measures the

intensity  of  light  that  passes through the air,  deriving CO concentration from this.  A graphical

representation is provided in Figure 7. CO can also be measured using electrochemical gel sensors

and metal-oxide semiconductor detectors73.

Figure 7. Graphical representation of non-dispersive infrared light absorption based devices for 

CO monitor72.

1.5.1.2. Nitrogen Dioxide (NO2)

NO2 can  be  measured  passively  with  diffusion  tubes  or  actively  through  chemiluminescence

analyzers, which measures NO2 levels from the light they give off. Chemiluminescence principle is

based on the emission of light  (called luminescence)  as the result  of a chemical reaction.  This

principle exploits the fact that decay of excited state atoms to a lower energy level causes light

emission74. These devices use a stabilized photodiode to measure the intensity of the light produced

by the reaction of NO2 with O3, whose intensity is directly proportional to the concentration of NO2.

1.5.1.3. Particulate Matter (PM)

PM are currently measured using tapered element oscillating microbalance. This device is based on

a glass tube that vibrates more or less, as collected PM accumulate on it. PM particles are deposited

on the filter and the added mass causes a change in its oscillation frequency, which is detected

electronically. The element is periodically cycled to return it to its natural frequency75. The inlet to

the device only allows particles of the desired size range to enter, as graphically resumed in Figure

8. PM can also be measured using optical photodetectors76, which measure the light reflected from

samples of light, and gravimetric analysis, in which PM are basically collected on filters and then

weighed77.



Figure  8.  Graphical  representation  of  tapered  element  oscillating  microbalance  instrument

functioning78.

1.5.1.4. Ozone (O3)

Similarly to CO, O3 is measured by non-dispersive infrared light absorption devices based on the

Beer-Lambert law79. The mechanism of measurement is identical to CO one, with the difference that

O3 peak absorption is at a wavelength of ~254 nanometers, falling in the ultraviolet light region of

the  electromagnetic  spectrum  (between  visible  light  and  x-rays).  That  is  why  ozone  in  the

stratosphere protects the earth from the sun harmful ultraviolet radiation79.

1.5.1.5. Aeroallergens (AA)

AA is a more sophisticated and complicated analysis, thus these are typically analyzed through

passive methods and HIRST sampler, which consists of three core parts: a swivel head, a suction

pump and a deposition drum. The latter represents the actual sampling part. This part rotates at 2

mm/h. Collection was operated through weekly application of specific adhesive tape on the drum

part of the samples. This tape is able to capture aeroallergens, ensuring no loss of rebound or natural

detachment. A constant airflow is provided by the air pump part, thus converted to m380.

1.5.2. Air Quality Index

Single  pollutant  measurement  represents  the  first  step  to  be  able  to  monitor  air  pollutants.

Nevertheless,  it  only  gives  sparse  information  regarding  this  specific  pollutant  concentration,

ignoring  the  total  and  integrative  effects  that  different  pollutants  can  have  on  air  quality  and

subsequently on human health. This is why recently an overall index have been developed by EPA,



called  the Air  Quality  Index (AQI),  able to  take into  account  the  total  effects  due  to  different

pollutants concentration at a given timepoint81,82. AQI is defined by the formulae83: 

Ip = [IHi – ILo / BPHi – BPLo] (Cp – BPLo) + Ilo

Where: 

• Ip = index of pollutant p

• Cp = truncated concentration of pollutant p

• BPHi = concentration breakpoint (≥Cp)

• BPLo = concentration breakpoint (≤Cp)

• IHi = AQI value corresponding to BPHi

• ILo = AQI value corresponding to BPLo

AQI is calculated on the basis of the above mentioned pollutants, where the worst sub-index drives

the AQI. AQI ranges from 0 to 500, 0 being good and 500 being severe. There major pollutants that

can be taken into account for AQI calculation are PM10 and PM2.5, CO, O3, NO2. To calculate AQI,

data for a minimum of three pollutants must be present, of which one should be either PM10 or

PM2.5. Ranges are described as below:

 0-50: The range shows that the air quality is good and it poses no health threat.

 51-100: This range is moderate and the quality is acceptable. Some people may experience

discomfort.

 101-150: The air quality in this range is unhealthy for sensitive groups. They experience

breathing discomfort.

 151-200: The range shows unhealthy air quality and people start to experience effects such

as breathing difficulty.

 201-300: Air quality is very unhealthy in this range and health warnings may be issued for

emergency conditions. All people are likely to be affected.

 301-500: This is the hazardous category of air quality and serious health impacts such as

breathing discomfort, suffocation, airway irritation, etc. may be experienced by all.

AQI index and single pollutant breakpoints are provided in Figure 9.

Figure 9. EPA single pollutant breakpoint and AQI84

AQI has the main advantages of provide an overall index of air pollution level, merging different

pollutants effects, providing the single pollutant that is mostly driving the index at the same time.



Nevertheless, for some specific analysis, single pollutant analysis still represents the best option,

depending on the analysis aim.



2. Experimental Projects

2.2.1. Study Lines

2.2.1.1. Air Pollution and Acute Inflammation in Newborns and 
Pregnancy

As presented above, the main link between air pollution and its detrimental effects on human health,

especially  during  pregnancy,  is  represented  by  acute  inflammation  pathway.  In  the  present

dissertation project,  I decided to  further  investigate this  association through studies  focused on

pregnancy outcomes, especially pregnancy complications, PTB and newborn outcomes. In order to

focus  on acute inflammation,  and its  subsequent  short-term effect  of  air  pollution exposure on

pregnancy outcomes, I firstly performed a comprehensive analysis of 3 years data of pregnancies at

Sant’Anna Hospital in Turin, Italy, one of the biggest child and health hospitals in Europe. Data was

collected for >21’000 newborns and their mother, to precisely investigate, from an epidemiological

point of view, how short term exposure to air pollution may be related to poor outcomes specifically

associated with acute inflammation effects, such as PTB. I then decided to deepen my analysis and

study  possible  molecular  mechanisms  underpinning  this  relationship,  collecting  samples  from

newborn and their mothers and analyze specific pro-inflammatory mediators and markers (IL-1, IL-

6 and Isoprostane (IsoP)) possibly related to living environment and maternal habit predisposing to

acute  inflammation  consequences.  Finally,  I decided  to  further  explore  air  pollution  and  acute

inflammation  exposure  consequences  on  DNA  mutations,  focusing  specifically  on  somatic

mutation, which are not inherited from parents but accumulated during life, and specifically linked

to inflammation, as presented above. My analysis lines presented several aspects of innovation that

were elaborated in order to overcome historical approaches bias to air pollution exposure studies.

Firstly, I adapted a specific model in order to investigate the precise acute effect, within 7 days from

delivery, of air pollution exposure on PTB, and not overall or a trimester-long exposure. Secondly, I

was able to demonstrate, through pro-inflammatory markers sampling and analysis, how maternal

habits and exposure induces an inflammatory state detectable not only on the mother, but on the

newborn itself. Finally, I operated the first analysis on somatic mutations induction as a result of air

pollution  exposure.  At  the  best  of  our  knowledge,  none  of  those  aspects  has  ever  been  this

specifically investigated.

2.2.1.1.1. Study Line 1: Air Pollution as an Acute Preterm Birth Trigger

2.2.1.1.1.1. Aim and Rationale

This study was aimed to investigate the precise acute effect of air pollution on inducing PTB on the

short-term after exposure. As previously described, PTB indicates infants born before 37 weeks of

gestation, thus not fully developed for extra-uterine life. PTB is a public health concern85 affecting

~10% of total births worldwide, with higher rates in developing countries and numbers constantly

increasing86.  In  developed  countries  it  represents  the  main  cause  of  infant  mortality87 and  is

associated  with  significantly  impaired  health  outcomes88–90 and  dramatic  community  costs91.

Alongside historical and well known risk factors, namely low socioeconomic status, age, ethnicity,

tobacco,  substance  abuse,  poor  nutritional  status,  and  the  presence  of  birth  defects,92 several

epidemiological studies linked PTB with chemicals air pollution93. While air pollution role on PTB

is now known, the timing with which this effect occurs is still controversial16. Some studies claimed

early  exposure  during  pregnancy  as  responsible94,  while  others  indicated  late  exposure95.  This



confusion  is  probably  due to  different  pollution-induced reactions  causing  different  detrimental

effects on pregnancy depending on the fetal developmental stage in which they occur, their duration

and outcome analyzed. In this regard, studies focusing on definite narrow temporal windows in

order to better elucidate specific pollutants, co-factors and underlying mechanisms of action are

lacking92. Moreover, PTB is a complex subject in which the long-term nature of fetal development

is  associated  with  an  acute  medical  condition  that  mandates  delivery,  with  different  factors

potentially playing very different roles in each scenario.  PTB delivery is due to conditions that

makes  it  impossible  to  continue  the  uterine  fetal  development.  Those  acute  factors  either

prematurely  trigger  the  delivery  itself,  or  are  responsible  for  such a strong fetal  suffering  that

overcomes the string mortality and morbidity risks associated with PTB. Air pollution role in PTB

has been historically studied through models inherited from other diseases, such as cardiovascular

and neurological ones, that have a peculiar chronic nature96. Similarly, pollution-induced chronic

inflammation  during  pregnancy  proved  to  cause  developmental  impairments  that  predispose  to

PTB, but PTB itself is an acute medical emergency, whose main trigger is an inflammatory distress

inducing uterine contractions and subsequent preterm delivery97. Interestingly, acute inflammation

is the main elucidated mechanism contributing to both PTB and air pollutants-related detrimental

effects98,99. Short-term exposure to air pollution proved to trigger inflammation, detectable through

the  increased  inflammatory  markers100,  and  mice  models  revealed  how  this  induced  systemic

inflammation leads to acute diseases101. Thus, air pollutants exposure can trigger PTB through an

acute inflammatory reaction that elicits uterine contractions and subsequent preterm delivery. In this

regard, it is well known how acute inflammation induces uterine contractions and PTB102, and short

term exposure  to  air  pollutants  has  been  demonstrated  to  induce  an  upregulation  of  delivery-

involved inflammatory cytokines, such as IL-1, IL-6, and TNF-α with a strong established role in

PTB too102–104. Interestingly, this air pollution exposure-induced acute inflammation proved to be

reversible over days and is pharmacologically addressable105. All these lines of evidence advocate

for both possible preventive and therapeutic approaches to pollutants exposure and PTB, reinforcing

the need to better elucidate underlying mechanisms and possible pharmacological targets through

studies  focused  on  specific  narrow temporal  windows  currently  lacking.  Thus,  the  aim  of  the

present study is to assess the specific effect of maternal exposure to chemical and biological air

pollutants in the narrow window of 7 days before delivery in both preterm and at-term births. This

is  in  order to better  elucidate the role  of the air  pollutants,  of other  co-factors,  and underlying

mechanisms acutely associated with preterm delivery. In fact, PTB is related to different possible

reasons, but almost the totality of them is strictly related to acute uncontrolled events that brings

physicians  to  decide  that  the  intrauterine  permanence  of  the  fetus  is  far  more  dangerous  than

delivery, when delivery is not due to uncontrolled contractions.  The aim of this research line was

exactly to elucidate the acute effect of air pollution on those acute events.  A specific generalized

linear Poisson model model, which was firstly developed and used in another publication that was

specifically  aimed  to  investigate  such  acute  effect  of  air  pollutants  on  pediatric  respiratory

emergency room admissions106. was adapted. This “acute” effect focus is the innovative part and the

core aim behind this work. In fact, epidemiological studies on air pollution role on PTB are based

on models historically related to chronic diseases, but the complex nature of PTB, where a long-

term process (fetal development) is paired with an acute one (preterm delivery) strongly biases

reported  relationships,  as  testified  by the  contradictory  lines  of  evidence currently  available  in

literature, especially regarding the timing of this relationship. In order to overcome this barrier,  I

developed a specific model and analysis strategy that is presented below.



2.2.1.1.1.2. Research Plan

This study serves a tailored non-stationary Poisson model correcting for seasonality and all possible

confounding variables. I investigated the role of both chemical (PM2.5, NO2, and O3) and biological

(AA) pollutants on preterm vs. at-term birth risk.  This model specifically corrected for temporal

medium/long trend function, meteorological (daily temperature, daily relative humidity, cumulative

daily precipitations) and non-meteorological confounding variables (day of the week, holidays and

summer population decrease),  that  frequently bias these analyses,  as testified by the significant

differences in preterm vs. at-term. Relative Risk (RR) associated with each pollutant was assessed

at any time lag between 0 and 7 days prior delivery in order to specifically investigate the exact

timing of each pollutant in the acute prior-delivery phase. In order to focus on a narrow temporal

window and correctly assess short-term effects, the association between PTB (dependent variable)

and concentrations of chemical and biological air pollutants (independent variables) were analyzed

using  Generalized  Linear  Models  (GLMs)  fitting  a  non-stationary  Poisson  process106,107.  The

following model was used:

Where:

 ƒ: log link function

 λt: count of daily PTB at day t

 α: intercept constant

 β: estimated parameters vector

 Xi: matrix of k independent variables (exposure and adjustment variables)

 NS(Zt): natural spline smoothing function of calendar day Z

As  in  several  literature  reports  focusing  on  the  same  analysis  model,  in  order  to  take  the

medium/long term trend that may shape the time data under analysis into account, a natural spline

smoothing function was calculated on 14 degrees of freedom (df)107.  I restricted possible df to a

maximum of 18 (corresponding to  a window of ~60-days),  in  order to avoid overfitting108,109.  I

identified  the  best  df  as  the  value  that  minimizes  the  absolute  values  of  the  residuals  partial

autocorrelation function (PACF) sum108.  PACF residuals were corrected for day of the week, as

clarified in the point below, to remove the 7-day positive correlation, when estimating the spline

smoothing function.  I performed further variables adjustment in order to  correct for the location

under study that might otherwise bias the model: 

a) Day of the week (Monday to Sunday)

b) Holidays: I considered main holidays in our zone: Christmas and Easter; ±3 days around them; 

other holidays; other days. This resulted in a 4-level variable that was used in the model.

c) Summer population decrease: in our specific zone, population is known to decrease during 

summer holidays. This variable was intended to adjust for this effect, and resulted in a categorical 

variable with factors considering such dates: from Saturday before Mid-August to the next Sunday, 



for a total amount of 16 days per year; from July 16th to the end of August (removing the 

aforementioned period); all other days110 

d) Daily average daily temperature (°C)

e) Daily average humidity (%) - relative

f) Daily precipitations (mm) - cumulative

Once the model was fitted to the actual data,  I considered one chemical pollutant among PM2.5,

NO2,  O3 or AA, alongside medium/long trend function,  non-meteorological variables (day of the

week, holidays and summer population decrease), and meteorological variables (daily temperature,

daily  relative  humidity,  cumulative  daily  precipitations).  Temperature  and  humidity  underwent

natural splines with 1 and 2 df transformation, respectively. Those df was chosen through PACF

criterion as explained above. Daily precipitations were binary coded: 1 if cumulative precipitation

≥1 mm and 0 otherwise. Exposure variables were included in all models at different single time

lags: starting with the same day of PTBs evaluation (Lag 0) to 7 days before (Lag 7).  This time

frame was identified in order to focus the analysis on specific short-term potential effects of air

pollutants in eliciting preterm vs. full-term births. At the best of our knowledge, this is the first

literature report of such acute effect focused analysis.  Thus,  no previous specific time frame is

available. The identification of such threshold was based on a pathophysiological rationale, as my

analysis was based on investigating acute inflammation potential role in delivery and preterm vs.

full-term births compensation capacities. Thus, as acute inflammation is a process known to exert

its effect within few days from the exposure, I arbitrarily select this specific 7-days time frame in

order to include in the analysis lag all potential acute inflammatory effects of air pollutants, from 24

hours to a week from exposure. Associations between exposure variables and preterm or full-term

births are reported as relative risk (RR) with respective 95% confidence intervals (CI). RR values

and their CI are calculated as exponential of GLM resulting coefficients for each specific exposure

variable under analysis. Exposure variables association coefficients were calculated based on 10

μg/m3 increase in PM2.5, NO2, and O3 concentrations, and 10 grains/m3 increase in case of AA.

2.2.1.1.1.3. Air Pollutants and Meteorological Data

Meteorological data: meteorological data were obtained from a station placed at 254 a.s.l., on the

roof of the Department of Physics of the University of Turin, located at about 2.5 kilometers from

the S.  Anna Hospital.  The station is  permanently active and collects  weather data in  the urban

surface layer of the city. Data is collected every 5 seconds and subsequently averaged every 5 min.

Data were aggregated in a daily form for the analysis.

Chemical air pollution data: I extracted concentrations of air pollutants (NO2, PM2.5 and O3) from

data collected at the urban monitoring station located in Turin, viale Augusto Monti. The Local

Environmental  Protection  Agency  (ARPA Piemonte)  collected  and  summarized  data,  which  is

coordinated by the regional air pollution service of Piedmont Region, as per the current European

legislation (DIR 2008/50/ECX). Data were collected hourly and daily aggregated for the analysis.

AA data:  Corylaceae,  Cupressaceae,  Gramineae,  Urticaceae,  Ambrosia,  and Betula pollens were

considered in this study. A station located ~12 m above the ground without surrounding obstacles,

as required in such cases, on the flat roof of a building located 2.6 km from S. Anna Hospital,

allowed collection of AA data. A HIRST sampler compose the station. HIRST sampler consists of



three core parts: a swivel head, a suction pump and a deposition drum. The latter represents the

actual  sampling  part.  This  part  rotates  at  2  mm/h.  Collection  was  operated  through  weekly

application of specific adhesive tape on the drum part of the samples. This tape is able to capture

aeroallergens, ensuring no loss of rebound or natural detachment. A constant airflow of ~10 L/min

is provided by the air pump part. This represents ~14.4 m3 daily. AA counts were performed by the

Department of Life Science and System Biology of the University of Turin, and expressed in  my

analysis in form of grains/m3.

2.2.1.1.1.4. Cohort

Turin, the capital of Piedmont region (North-Western Italy) is one of the most polluted European

cities, located 239 m above sea level (a.s.l.); it has 886,837 inhabitants, a population density equal

to 6,813 per km2. Daily data for the period January 1st 2015 to December 31st 2017 (1,096 days) for

the city of Turin were collected or derived as described below. Daily data on births were obtained

from the birth registry and registration records of the main obstetric hospital in Turin, Italy (Fetal

Maternal Department, Sant'Anna Obstetric Gynecological Hospital), recording maternal and fetal

data during the 3-years period January 1st 2015 – December 31st 2017. Recorded data: 

 Maternal age at delivery

 Gestational age (weeks of amenorrhea)

 Apgar test at 1 and 5 minutes of life

 Sex

 Twins

 Mother’s country of origin

Data  were anonymized in respect  to  the European General  Data  Protection  Regulation  (GDPR

101/2018).

Exclusion criteria: all pregnancies resulting in stillbirth were excluded from the current analyses. At

the same manner major fetal anomalies detected prenatally were excluded from the analysis as well.

2.2.1.1.1.5. Results

In the study period, 21,509 births were observed, of which 3,167 PTB (14.7%). Median gestational

age was 39+1 for the whole cohort, 39+3 for term and 35+1 for PTB. The peculiar differences

between preterm and term subpopulations were: 

• Higher number of twins rate in PTB (preterm: 42.2% vs. term: 1.87%, p<0.01)

• Lower APGAR 1/5 scores in PTB (Preterm Apgar1 7.6 ± 2.1 vs Term 8.8 ± 0.9, 

p<0.01; Preterm Apgar5: 8.2 ± 1.5 vs Term 8.9 ± 0.6, p<0.01)

• Higher maternal age in PTB (Preterm 34.1 ± 5.5 vs Term 33.3 ± 5.4, p<0.01)

Cohorts characteristics are summarized in Table 5.

All cohort (n. 21,509) Term (n. 18,345) Preterm (n. 3,164)
Median
(IQR)

IQR /
Median

min-max mean±SD Median
(IQR)

IQR /
Median

min-max mean±SD Median
(IQR)

IQR /
Median

min-max

Maternal age at
delivery 

(weeks)

33.7 (7.4) 0,2 14.8-48.6 33.4 ± 5.4 33.6 (7.4) 0,2 14.8-48.6 33.3 ± 5.4 34.3 (7.7) 0,2 15.6-46.9



Gestational Age
(weeks + days)

39+1(2+1) 0,05 21+5-49+0 38.7 ± 2.3 39+3 (1.7) 0,04 37+0-49+0 39.4 ± 1.5 35+1(3+0) 0,09 21+5-36+6

Apgar 1 9 (0) 0 0 - 10 8.6 ± 1.2 9 (0) 0 0 - 10 8.8 ± 0.9 8 (2) 0,2 0 - 10

Apgar 5 9 (0) 0 0 - 10 8.9 ± 0.8 9 (0) 0 0 - 10 8.9 ± 0.6 9 (1) 0,11 0 - 10

Sex
Prevalence (%)

Male 11,066 (51.4%)

Female 10,443 (48.6%)

Male: 9,423 (51.4%)

Female: 8,919 (48.6%)

Male: 1,640 (51.8%)

Female: 1,524 (48.2%)
Twins

Prevalence (%)
Single: 20,005 (93.1%)

Double: 1,438 (6.6%)

>2: 66 (0.3%)

Single: 17,999 (98.3%)

Double: 317 (1.7%)

Single: 1,977 (62.5%)

Double: 1,121 (35.4%)

>2: 66 (2.1%)
Maternal country

of origin

Prevalence (%)

Italy: 16,032 (74.5%)

Romania: 1,769 (8.2%)

Morocco: 768 (3.6%)

Nigeria: 440 (2%)

Albany: 292 (1.4%)

Peru: 251 (1.2%)

Egypt: 244 (1.1%)

China: 152 (0.7%)

Other: 1,561 (7.3%)

Italy: 13,649 (74.4%)

Romania: 1,512 (8.2%)

Morocco: 651 (3.6%)

Nigeria: 368 (2%)

Albany: 252 (1.4%)

Peru: 214 (1.2%)

Egypt: 218 (1.2%)

China: 136 (0.7%)

Other: 1,342 (7.3%)

Italy: 2,381 (75.2%)

Romania: 257 (8.1%)

Morocco: 116 (3.7%)

Nigeria: 72 (2.3%)

Albany: 40 (1.3%)

Peru: 37 (1.2%)

Egypt: 26 (0.8%)

China: 17 (0.5%)

Other: 221 (6.9%)

Table 5. Characteristics of the cohort under analysis.

Temporal  distribution  of  births  was  analyzed  in  order  to  identify  the  best  smoothing  strategy

possible. Figure 10 graphically reports the daily number of births in the period under study (Jan 1st

2015 – Dec 31st 2017) and the natural spline smoothing function of calendar day Z with 14° of

freedom utilized in the models.

Figure  10.  Daily  incidence  of  births  during  the  period  under  analysis,  and  the  natural  spline

smoothing function of calendar day Z with 14° of freedom utilized in the Poisson non-stationary

models (green line).

Figure 11 summarizes the average number of daily births (panel A) and PTBs (panel B) by month of

the year, revealing the same unclear pattern of seasonality detectable in daily data in Figure 10 and

addressed through the spline smoothing function. 



Figure 11. Average number of daily births (panel A) and preterm births (panel B) by month of the 

year during the 3-years period under analysis (Jan 1st 2015 – Dec 31st 2017).

Table  6 shows  a  general  description  of  the  median  and  mean  concentrations  of  chemical  and

biological air pollutants in the area under study during the 3 years examined. 

Available data
(days)

Median (IQR) Interquartile ratio min-max Mean ± SD

PM2.5 (μg/m3) 996 17.0 (24.0) 1.4 5.0 - 163.0 25.6 ± 21.4

NO2 (μg/m3) 1081 49.9 (29.6) 0.6 10.9 - 129.8 54.1 ± 21.0

O3 (μg/m3) 1083 19.9 (51.1) 2.6 1.7 - 262.3 41.1 ± 46.6

Aeroallergens (grains/m3) 888 11.8 (42.1) 28.1 0.0 – 563.0 36.0 ± 61.4

Table 6. Distribution of daily concentrations of air pollution and aeroallergens during the three

years examined (Jan 1st 2015 – Dec 31st 2017).



Chemical pollutants show rather high concentration levels, as well known in Turin area. Due to

their natural seasonality, AA concentrations showed larger variability if compared to chemical air

pollutants (even if chemicals also have a seasonality dependent on their primary and/or secondary

origin).  According  to  the  origin,  pollutants  are  categorized  as  primary  and  secondary.  Primary

pollutants are directly emitted from their sources, while secondary ones are either formed by the

atmospheric transformation of primary pollutants or other chemical compounds. PM2.5, and NO2

(Figure 12a,12d) showed a prevailing maximum level during the coldest months, as expected due to

its primary origin. Contrarily, O3 shows a behavior typical of a pollutant of secondary origin (Figure

12b). Aeroallergens showed high concentrations during warm season, and virtually absent in winter

(Figure 12c), as expected.

Figure 12. Mean concentration of each pollutant analyzed by month during the 3-years period

under analysis.

A positive linear association between PM2.5 and NO2 was detected (r2: 0.51, p<0.01) and negative

associations  of  O3 with PM2.5 (r2:  -0.34,  p<0.01)  and NO2 (r2:  -0.46,  p<0.01).  The associations

between chemical pollutants and aeroallergens were weaker but still significant (PM2.5  r2: 0.06,

p<0.01; NO2 r
2: 0.04, p<0.01; O3 r

2: 0.08, p<0.01). All correlation plots are reported in Figure 13.

Figure 13. Correlation between pollutants under analysis.



Correlation between birth and environmental  data:  potential  confounders  and their  relationship

were considered before the analysis. Table 5 and Table 6 summarize the mean number of daily

births,  air  pollution  and  aeroallergen  concentrations  according  to  the  considered  potential

confounders. PTB were less frequent during weekends and holidays than during the other days.

PM2.5 and  NO2 were  inversely  associated  with  temperature,  due  to  their  secondary  component

nature,  whose  synthesis  is  favored  by  the  sun.  O3 and  AA resulted  positively  associated  with

temperature, as expected. Airborne pollution was lower during rainy days, as known. 

Preterm: the associations between exposure variables and PTB through the Poisson model adjusted

for all potential confounders (day of the week, holidays and summer population decrease, daily

temperature, daily relative humidity, and cumulative daily precipitations), are summarized in Figure

14. 

Figure 14. Graphical representation of chemical pollutants under analysis (PM2.5, NO2, O3) and AA

concentrations relative risk and confidence interval association with PTB as per 7-days time lags.

Red circles underline significant factors with their relative lag RR. All models were adjusted for day

of the week, holidays, summer population decrease, and yearly medium/long-term trend function.

With the exception of NO2, all pollutants resulted to be significantly associated with PTB at some 

time lag:

    1) An increase of 10 μg/m3 of PM2.5 is associated with a significant 1.023 (RR 95% C.I. 1.003 – 

1.043, p<0.05) increased risk of PTB after 4 days.

    2) An increase of 10 μg/m3 of O3 is associated with a significant 1.025 (RR 95% C.I. 1.001 – 

1.048, p<0.05) increased risk of PTB after 7 days.

    3) An increase of 10 grains/m3 of aeroallergens is associated with an increased risk of PTB from 

2 to 7 days after exposure:

• 1.006 (RR 95% C.I. 1.002 – 1.012, p<0.05) after 2 days



• 1.009 (RR 95% C.I. 1.002 – 1.014, p<0.01) after 3 days

• 1.01 (RR 95% C.I. 1.004 – 1.016, p<0.01) after 4 days

• 1.007 (RR 95% C.I. 1.001 – 1.013, p<0.04) after 5 days

• 1.007 (RR 95% C.I. 1.0008 – 1.03, p<0.05) after 7 days

This characteristics lag distribution effect detectable for AA: either the significant effect detectable

at lag7 or the non significant detected at lag6, may be related to the specific cohort under analysis.

The resulted obtained suggest that aeroallergens are likely to play a role in eliciting PTB, and this

role is probably played over different days, probably underlying a stronger pro-inflammatory effect

on  some specific  target,  accordingly  to  their  characteristics.  Further  analysis  with  larger,  more

different cohorts and more years of data collection are needed in order to better elucidate the real

significant nature and lags of aeroallergens on PTB.

Term:  correlation  between  at  term  delivery  and  chemical  pollutants  and  aeroallergens  was

performed in the exact same way than for PTB and results are summarized in Figure 15. 

Figure 15. Graphical representation of chemical pollutants under analysis (PM2.5, NO2, O3) and AA

concentrations relative risk and confidence interval association with term delivery as per 7-days’

time lags.  Red circles  underline significant  factors  with their  relative lag RR.  All  models were

adjusted for day of the week, holidays, summer population decrease, and yearly medium/long-term

trend function.

Essentially, no pollutant resulted significantly associated with an increased risk of term delivery,

with only 2 barely significant associations: an increase of 10 μg/m3 of NO2 resulted in an increased

risk of 1.01 (RR 95% C.I. 1.002 – 1.021, p<0.05) after 5 days from exposure, and an increase of 10

grains/m3 of aeroallergens resulted in a very fleble protective effect after 7 days from exposure (RR

0.996, RR 95% C.I. 0.999 – 0.993, p<0.05). No other air pollutants resulted associated at any time

lag.



2.2.1.1.1.6. Discussion

This first line of study was specifically aimed to investigate the precise acute effect of air pollution

on potentially eliciting preterm vs full-term birth. This acute focus on is the core behind model

selection.  Graphical  analysis  of  the data  and  time  distribution  of  daily  births  showed that  the

variable is best approximated by Poisson distribution, with higher λ in case of at-term births. This

specific analysis approach allowed to show that a specific role of some specific pro-inflammatory

air pollutants in eliciting preterm births is detectable. On the other hand, this acute inductive effect

of air pollution, is undetectable in case of full-term births, in which I identify different effects of the

various pollutants under analysis. Accordingly to this analysis aim, this difference may reflect some

addictive effects of pregnancy-related pathological conditions that are brought to delivery by air

pollution related stress in case of preterm births, while the same effect is likely compensated in

physiological full-term births. These results show how air pollutants could play a significant role on

PTB in the days immediately preceding delivery. In the 7 days preceding PTB delivery an increased

exposure  to  airborne  chemicals  and  aeroallergens  is  detectable.  An  exposure  to  PM2.5 5  days

preceding PTB increases its risk of 2.3% for every 10 μg/m3 PM2.5. In a similar manner, 7 days

before PTB, an exposure to O3 increases its risk of 2.5% every 10 μg/m3. Fascinatingly, an increased

exposure of 10 grains/m3 of AA showed an almost continuous (from day 2 to day 7) increase of risk

of ~1% on PTB, further testifying their strong inflammatory nature revealed in asthma and other

diseases.  Interestingly,  none  of  these  effects  was  detectable  on  physiological  term  delivery.

Contrarily,  AA resulted in a weak but protective effect and NO2, that showed no effect on PTB,

resulted in an increased ~1% risk of delivery every 10 μg/m3 at 5 days time-lag. This fascinating

difference between PTB and term births may testify the different trigger effect that these pollutants

play in at risk vs physiological pregnancies,  with the latter might have enough resources to cope

with  this  pro-inflammatory  noxa.  This  difference  may  be  related  to  molecular  differences  in

inflammatory  pathways  elicited  by  these  pollutants  on  different  physical  states,  whose  deeper

exploration is mandatory to better clarify PTB pathophysiology.  This analysis is corrected for all

possible environmental, seasonal and social confounding factors that frequently bias these analyses,

as testified by the significant differences in PTB vs. term incidence once grouped by day of the

week,  holidays,  population decrease,  and temperature.   Due to  the  huge portion  of  individuals

exposed, air pollution may explain an important portion of cases, and allow preventive strategies.

As example, considered an annual mean concentration of PM2.5 of ~25 μg/m3 in Turin area versus

10 μg/m3 in the near Switzerland, this single difference can lead to an increased ~5% risk of PTB

only attributable to PM2.5 levels. Considered ~1,050 PTB cases per year, this traduces in ~50 PTB

cases only attributable to PM2.5 exposures during days immediately preceding delivery. The focus

on narrow time-frame before delivery is of core importance for both preterm delivery abrupt nature

and potential preventive measures applicable. As example, strongly recommendations for at-risk

women to avoid highly polluted areas in the last trimester of gestation may easily save several

newborn lives and avoid PTB-related complications. Moreover, as previously explained, Il-1, IL-6,

and TNF-a, among other inflammatory cytokines, exert a central role in PTB and are increasingly

produced  as  a  consequence  of  air  pollution  exposure.  In  this  regard,  pollutants-induced  acute

inflammation may offer the molecular explanation for this relationship, and inflammation can also

be effectively and safely monitored through these biomarkers.

These findings  suggest that a specific  role  of some specific  pro-inflammatory air  pollutants on

delivery induction is detectable in PTB, while lower and different direction effects are detectable in

full-term births. This fascinating difference advocate for extensive studies on air pollutants pro-



inflammatory pathophysiology mechanisms and their specific relationship with PTB. In this view,

further identification of physiological differences underlying such relationship may bring to identify

potential pharmacological targets able to further help in prevent PTB. Moreover, to the best of our

knowledge,  this analysis is the first analysis specifically focusing on acute eliciting effects of air

pollutants on PTB vs. full-term births.  I was able to detect pollutants effects that have not been

previously reported,  probably due to their  specific pro-inflammatory short-term effect,  which is

undetectable in case of long-term studies, that represented the main approach to date. Thus, it is of

main importance to broaden our time-frame reference when investigating such complex matters, in

which  an  overlap  of  long-  and  short-term effects  play  role  on  the  same  outcome,  elaborating

specific models able to consider precise time frames to differently investigate chronic vs. acute

effects. Finally, the detection of a precise short-term acute effect of air pollutants on PTB advocate

for implementation of preventive regulations regarding air quality, especially in urban centers and

for at-risk pregnancies. Considering the huge amount of pregnant women exposed, it is of central

importance to further investigate this relationship and possible preventive thresholds, in order to

rapidly  and  easily  apply  air  pollution  related  recommendations  for  the  last  months  of  at-risk

pregnancies  and  to  further  underlying  the  beneficial  effect  of  policies  aimed  to  contrast  air

pollution.  These  anti-pollution  policies  may  prevent  a  huge  number  of  PTB,  alongside  other

countless beneficial effects on other aspects of human health, as well known and reported. 



2.2.1.1.2. Study Line 2: Air Pollution and Pregnancy Acute Inflammation

2.2.1.1.2.1. Aim and Rationale

As previously described, Oxidative Stress (OS), is defined as an imbalance between pro-oxidant

and  antioxidant  factors,  it  primarily  derives  from pro-inflammatory  mechanisms  action  and  is

known to play a central role in impaired pregnancy and neonatal outcomes111,112. Several diseases

have been linked to OS, both in pregnancy (eclampsia, miscarriage, preterm labor, and intrauterine

growth restriction) and newborns (bronchopulmonary dysplasia, chronic lung disease, retinopathy,

necrotizing  enterocolitis,  periventricular  leukomalacia,  and  patent  ductus  arteriosus),  but  the

mechanisms underlying such relationship are yet to be elucidated111. ROS represents the molecular

basis of OS. ROS are molecules with one or more unpaired electrons, extremely unstable and highly

reactive. When produced in excess in the body, they become mediators of cell and tissue damage,

resulting in OS113. Several risk factors have been associated with OS development in pregnancy and

newborns,  among  which  maternal  obesity  seems  to  be  strongly  correlated114–116.  Obesity  is

associated  with  elevated  ROS generation,  lipid  peroxidation,  decreased  antioxidant  levels,  and

subsequent  OS  in  non-pregnant  and  pregnant  women  as  too117.  Similarly,  during  pregnancy,

plasmatic  concentration  of  pro-oxidants  increases  whereas  enzymatic  antioxidants  activity

decreases118,  possibly as  a result  of gestational  metabolic  and oxygen demands.  Obesity  during

pregnancy  may  lead  to  an  imbalance  in  maternal  and  fetal  pro-oxidant/antioxidant  status  with

greater lipid accumulation in the placenta, because of its high metabolic activity119. Furthermore,

ROS generation  in  placentas  increases  according to  maternal  adiposity120,  and  fetuses  of  obese

mothers show increased production of proinflammatory adipocytokines, such as leptin, as well as

increased insulin resistance and OS116. In turn, these factors are associated with a greater risk of

developing certain diseases in later stages of life, including hypertension, type 2 diabetes mellitus

(T2DM), and obesity121. Tobacco smoking is another factor strongly related to OS122–124  and an

historical risk factor during pregnancy. Cigarette smoking during pregnancy is one of the leading

environmental factors that can adversely affect the health of mother and newborn. In this vulnerable

phase, active and passive exposure to tobacco smoke have been shown to have deleterious effects

on the development process and may result in permanent damage125,126. Maternal smoking during

pregnancy  strongly  increases  risk  of  preterm  birth,  intrauterine  growth  retardation,  placental

abruption, abortion, placenta praevia and several other pregnancy and neonatal complications127–129.

Urbanization and traffic-air pollution represents one of the main environmental and public health

challenges nowadays. In this regard, pregnancy and neonatal age is a particularly important window

of susceptibility. Traffic-air exposure can affect both mother and the developing fetus. Growing

evidence  links  exposure  traffic-air  pollutants  during  early  life  to  adverse  pregnancy  outcomes,

including preterm birth16, reduced lung function, low birth weight, intrauterine growth retardation,

impaired neurodevelopment and susceptibility to later metabolic diseases130–132. Moreover, exposure

to air pollutants in early life can show up later consequences in childhood or in adulthood with

chronic  or  lifelong  conditions.  The  precise  molecular  mechanism that  led  up  to  air  pollution-

associated health outcomes has not been clearly elucidated but several studies attribute adverse birth

and  health  outcomes  to  OS.  Pro-inflammatory  cytokines,  such as  IL-1β  and  IL-6,  are  directly

correlated  with  OS  levels,  playing  a  central  role  in  human  pathology,  including  COVID-19,

neurological,  kidney,  cardiac,  infectious  and  several  other  diseases132–136.  At  the  same  manner,

Isoprostanes are well known to be OS markers and mediators137,138. In  this regard, the aim of the

present study was to identify maternal and environmental risk factors directly associated with OS. I

served maternal and neonatal pro-inflammatory biomarkers, namely Isoprostane and interleukins, in



order to first identify subjects with higher levels of OS. I then analyzed habits and exposure of such

subjects  in  order  to  identify  which  of  those  could  be  causative  related  to  higher  levels  of  OS

detected in some of the patients.

2.2.1.1.2.2. Research Plan

In this cohort study, the levels of OS markers listed below were detected in each mother-newborn

couple, in order to identify subjects with higher levels of OS, through non-parametric comparative

tests. The habits and exposure characteristics of such subjects were then analyzed and compared to

OS levels detected, in order to recognize which of those factor may constitute risk factors for OS

levels during pregnancy ad neonatal life. The study methods are specified here below

Questionnaire:  data  on  individual,  socio-demographic  and  lifestyle  habits  (e.g.  clinical

characteristics,  scholarization,  smoking,  diet,  working  information,  living  environment)  were

obtained from mother during birth-hospitalization through a standardized questionnaire (PRAMS

questionnaire), as described in a previous work from  my group139 which is presented in the next

research line. Infant data were filled in by neonatologists. 

Biological analysis: a pool of fresh urine was collected from each mother before the discharge and

before the third day of the newborn’s life. Infants’ urine samples were collected by means of a

specific  polypropylene bag (Urinocol® Pediatric,  BRAUN) placed inside  each newborn diaper.

Urine samples stored at -80°C until analysis.

Urinary biomarkers:

 IL-1β  :  is  a master regulator of inflammation via controlling a variety of innate immune

processes. The urinary IL-1β concentration was measured by a high-competitive enzyme-

linked immunoassay (ELISA) performed with a specific microplate kit (Oxford, MI, USA),

according to manufacturer’s instructions. 

 IL-6  :  is  another  historical  inflammatory marker  and a target  biomarker  of  inflammatory

diseases.  The  urinary  IL-6  concentration  was  measured  by  a  high-competitive  enzyme-

linked immunoassay (ELISA) performed with a specific microplate kit (Oxford, MI, USA),

according to manufacturer’s instructions.

 IsoP  : is a specific indicator of lipid peroxidation, both in vitro and in vivo. The urinary 15-

F2t-IsoP  concentration  was  measured  by  a  competitive  enzyme-linked  immunoassay

(ELISA)  performed  with  a  specific  microplate  kit  (Oxford,  MI,  USA),  according  to

manufacturer’s instructions. 

 Creatinine  : urinary creatinine was determined to normalize the excretion rate of the all the 

aforementioned urinary biomarkers as previously described.179

Statistical  analysis:  due  to  non-normal  distribution,  non-parametric  correlation  tests  (Spearman

correlation)  were  performed  between  maternal  and  neonatal  inflammation  marker  levels  and  a

group of independent variables: living environment (i.e. suburban vs high urbanization), life style

habits (i.e. active and passive smoking exposure), anthropometric characteristics (i.e., weight and

BMI during pregnancy), age and level of education. Data were expressed as mean ± SD or counts

and percentages.  BMI was used both  as  continuous  and categorized  variable  (following  WHO

categorization: overweight or obese = OwO vs mother not overweight or obese = not OwO)180, in

order to perform multinomial logistic regression. In addition, IsoP concentrations were used both as



continuous and categorized variable (tertiles), in order to perform multinomial logistic regression.

As  the  statistical  distribution  of  the  quantitative  parameters  was  found  to  be  non-Gaussian

(Kolmogorov–Smirnov test), non-parametric tests were used to assess between group differences

(Mann–Whitney U-test, Spearman correlations test). Two-sided P value < 0.05 was considered to

indicate statistical significance. The Multinomial Logistic Regression model was used to assess the

association between neonatal  IsoP concentrations  (tertiles),  as dependent  variable,  and maternal

OwO and urbanization level, included in the model as categorical variables, controlled for active

and passive smoke. To account for intragroup correlation, the Huber-White standard error estimate

for cluster sampling was applied. Results were reported as odds ratios (ORs) with 95% confidence

intervals  (CIs).  All  analyses were carried out using the software STATA 16.1 (StataCorp LLC:

College Station, TX, USA).

2.2.1.1.2.3. Epidemiological Sample and Recruitment

The epidemiological  sample was selected to be representative of the Turin newborn population

(Turin, Piedmont Region). As I already presented in my previous article139, subjects were recruited

from July 2016 to October 2017 by consulting the register of births of the Sant'Anna Gynecological

Hospital. Each mother and their relative newborn were enrolled and informed about the aim of this

study and signed a written informed consent  for  both of them. The local  Ethics  Committee of

“A.O.U.  Città  della  Salute  e  della  Scienza”  of  Turin  (October  22nd,  2015,  file  No.  CS/709)

approved the  study protocol  and,  subsequently,  sensitive  data  were  replaced by an  anonymous

identification code to ensure full privacy of data.

2.2.1.1.2.4. Results

A total number of 125 mother-newborn couples were enrolled in the analysis. Table 7 describes the

characteristics of the study population.

PART A NEWBORN GROUP (N = 125)

Sex (Mean ± SD)
male 80 (64%)

female 45 (36%)

Height at birth (Mean ± ND) 50.1 ± 6.7

Weight at birth (Mean ± SD) 3.3 ± 0.4

Cranial circumference (Mean ± SD) 33.9 ± 1.16

Respiratory procedures N (%)
NO 110 (88%)

YES 15 (12%)

General medical check-up N (%)
NO 45 (36%)

YES 80 (64%)

Diseases at birth N (%)
NO 80 (64%)

YES 45 (36%)

PART B MOTHER GROUP (N = 125)

Age (Mean ± SD) 34.2 ± 4.6

Height (Mean ± SD) 164.1 ± 7.3

Weight (Mean ± SD) Pre-pregnancy 64.2 ± 13.8

End of pregnancy 76.8 ± 13.7



Δ 12.7 ± 4.6

BMI (Mean ± SD)
Pre-pregnancy 23.8 ± 4.9

End of pregnancy 28.5 ± 4.8

Educational level

N (%)

Low level 15 (11.9%)

Medium level 49 (38.9 %)

High level 62 (49.2%)

Occupation N (%)

Yes 112 (88.9%)

No 5 (4%)

Others 9 (7.1%)

Living place N (%)
Suburban 69 (54.8%)

Urban 57 (45.2%)

Smoking Habits

N (%)

No 101 (80.8%)

Passive

[Average exposure time: 3 hours]
16 (12.8%)

Yes

8 (6.4%)

< 10 sig/diea 4 (50%)

> 10 sig/die 4 (50 %)

Table 7. (part A) Physical characteristics of the newborn sample at birth (i.e, sex, height, weight

and cranial circumference), general information; Characteristics of mother population according to

age, height, weight and BMI pre-pregnancy, weight and BMI at the end of pregnancy, educational

level, occupation, living place, active and passive smoking (part B).

Table  8  reports  the  inflammation  marker  concentrations  in  the  study  population,  split  up  for

newborn and mother group.

Inflammatory markers concentrations in the study population

mean ± SD  / median [Q1-Q3] Mother Newborn

IsoP 2.6 ±  2.7 / 1.9 [0.9-3.5] 6.6 ± 4.7 / 5.9 [3.2-8.9]

IL1 30.9 ± 75.7 / 3.8 [3.8-15.5] /

IL6 77.4 ± 146 / 9.3 [9.3-86] /

Table 8. Mean, standard deviation, median and Q1-Q3 of inflammatory marker levels in newborns

and mothers (IL1 and IL6 were not screened in the newborn samples).

Among marker levels, significant associations of maternal and newborn IsoP levels (p<0.01) and

maternal IL-1β and IL-6 levels were detected (figure 16).  No other significant correlation was

identified among maternal/newborn oxidative stress biomarkers (figure 16).



Figure 16. correlation matrix of maternal/newborn biomarker levels

Maternal BMI, living environment and tobacco smoke exposure (both active and passive) showed

significant correlations with inflammatory markers. Maternal IL-1 levels resulted associated with

active (cigarette/die, p<0.01 and smoke yes/no p: 0.01) and passive (exposition hours, p: 0.02 and

exposition yes/no p: 0.03) smoke. No significant association was found between tobacco smoke

exposure and inflammatory levels in newborns. Maternal BMI resulted to significantly correlate

with maternal IL-1 (p: 0.01), IL-6 (p: 0.01),  and neonatal Isop (p: 0.04) levels (figure 17).



Figure 17. Correlation matrix between BMI at the term of pregnancy and maternal and newborn

markers.

Moreover,  higher  urbanization  level  proved  to  be  significantly  associated  with  higher  OS  in

newborns  (Mann-Whitney  =  p:  0.02).  Finally,  I performed  a  Multinomial  Logistic  Regression

between  neonatal  IsoP (categorized  in  tertiles)  and  maternal  OwO  (Obese/overweight  vs  Not

Obese/overweight),  Urbanization (High vs Low), active and passive smoke exposure (figure 18).

The model proved that newborn with higher maternal OwO showed and increased likelihood of

having higher oxidative stress and inflammation level (OR: 3.1, 95% CI 1.14–6.3, p = 0.04) while

urbanization, even not statistically associated (OR: 1.74, 95% CI 1.00–1.89, p = 0.06), show a trend

of decrease of OS levels in lower urbanized newborns (high urbanization was the level of reference

used in the analysis, thus Figure 18 shows a protective effect for the “low urbanization group”). No

other significant associations with active and passive tobacco smoke exposure were found.

Figure 18.  Multinomial Logistic Regression between neonatal IsoP (categorized in tertiles)  and

maternal OwO and urbanization, controlled for active and passive smoke exposure.

2.2.1.1.2.5. Discussion 

This comprehensive  analysis  of  maternal  clinical  characteristics  and  lifestyle  habits  allowed

identification of 3 main factors strongly associated with OS: maternal BMI, urbanization levels and

tobacco smoke exposure. Importantly, a direct and significant association between maternal and

neonatal IsoP levels  was detected, proving a direct relationship and contribution between mother

and newborns in terms of OS. These results indicates how strongly maternal OS is able to influence

not only foetus development but directly increase neonatal OS levels, advocating increased focused

to preventive strategies and health education campaigns aimed to control and reduce maternal OS



levels during pregnancy. In this regard,  my analysis showed some important factors that could be

controlled  in  order  to  reduce  maternal  OS  levels.  Maternal  overweight/obesity  proved  to

significantly  increase  OS  levels  in  newborns.  This  is  an  important  risk  factors  for  impaired

pregnancy and neonatal outcomes140,141. First, subclinical metabolic dysfunctions in obese women

are proved to be associate with adverse pregnancy outcomes, such as GDM and pre-eclampsia142.

Besides,  obese  women  have  an  increased  risk  of  spontaneous  preterm  births  and  perinatal

mortality143. Neonates born to obese women have an increased risk of overgrowth, greater insulin

resistance  and  they  are  more  susceptible  to  develop  chronic  diseases  during  adolescence  and

lifespan141,144. In particular,  newborns of obese mothers have higher concentrations pro-oxidant and

pro-inflammatory species (e.g.IL-6) than infants of lean mothers140,141.  In these perspectives,  my

results  are  in  line  with  the  previous  literature  and proved  a  direct  link  between  maternal  and

neonatal  OS  levels.  Moreover,  this  direct  link  may  help  explaining  underlying  mechanisms  of

different  neonatal  chronic  diseases  associated  with  maternal  overweight/obesity,  such  as

bronchopulmonary  dysplasia,  chronic  lung  disease,  retinopathy,  necrotizing  enterocolitis,

periventricular leukomalacia or patent ductus arteriosus. Similarly, I also showed a trend, even not

statistically significant, between maternal urban environmental exposure and increased neonatal OS

levels. Air pollution is gaining evidence as a detrimental factor in pregnancy and neonatal outcomes

and most of its consequences on human health are associated with inflammation and OS levels. In

general, the urban environment has a number of features that could have adverse effects, mainly on

children's respiratory health, especially during the first few years of life when the immune system

are rapidly developing145. Prenatal and maternal exposures can affect immune development and it is

evident  that the variability of newborn immune responses is not random: in fact, the development

of the fetal immune system during the perinatal and postnatal periods appears to be responsive to

maternal characteristics and experiences145,146.  These results of direct association with neonatal OS

levels  show  the  important  association  between  maternal  and  perinatal  urban  environmental

exposure and the immune and inflammatory response, underlying the strongly connection between

environment and health outcome. This could be an important evidence on which develop preventive

measures aimed to reduce risks associated with air pollution exposure in this delicate life phase.

Finally, smoking in pregnancy constitutes the largest remediable risk factor for maternal and child

health, such as increased risks of obstetric complications, higher rates of spontaneous abortions,

ectopic  pregnancies,  placental  abruption,  premature  labour,  and  preterm  birth147,148.  Besides,

maternal tobacco smoking is a source of active oxidizing agents that release free radicals harmful

for health149. Confirming the literature, these results showed that tobacco smoke, both in active and

passive form, proved a strong influence on increased maternal  OS and inflammation levels,  as

proved  by  its  significant  association  with  IL-1/IL-6.  Overall,  this study  confirmed  literature

evidence of maternal overweight/obesity, air pollution exposure and tobacco smoking influence on

OS levels.  Moreover,  the direct association identified between neonatal and maternal OS levels

further advocate for public health preventive measures that, reducing risks connected to lifestyle

habits, can improve pregnancy and neonatal outcomes.



2.2.1.2. Bisphenols as Endocrine Disruptors in Newborns

2.2.1.2.1. Study Line 3: Bisphenols detection in Newborns

2.2.1.2.1.1. Aim and Rationale

Bisphenols  (BPs)  have long been used for  the production  of  polycarbonate plastics  and epoxy

resins150. BPs are well-known as harmful substances for human health, and they are usually ingested

mainly through the diet, but BP intake can also occur by inhalation or dermal contamination. Once

they have entered the body, BPs exert estrogenic and/or oxidant activity140,141, which is particularly

harmful  during  pre-  and  neonatal  life152,153.  BPs  are  detoxified  to  inactive  forms  in  the  liver,

primarily through conjugation and glucuronidation, then excreted in the urine within 2 to 6 h. Thus,

the  detection  of  conjugated  BP  forms  is  critical  for  determining  BP  risk  exposure.  In  the

glucuronidated form, BPs—particularly Bisphenol A (BPA) (their main representative member)—

are inactive, whereas their free (unconjugated) forms, albeit basically unstable, promote bio toxicity

through mild estrogenic activity154. BPs are prevalently found in urine (75–90%), but they are also

traceable, albeit at lower concentrations, in other body fluids such as blood, breast milk, semen,

cord blood, fetal serum, and placental tissue155–158. In this scenario, gestation appears to be a critical

window of  fetal  exposure to  BPs,  as they trigger  cellular  responses even at  very low doses 149,

influencing  sex-  and  gender-differentiation  morphology  or  leading  to  immune  hyper-

responsiveness160. Infants appear to be particularly susceptible to the harmful effects of BPs151, and

prior  studies  have  demonstrated  that  exposure  to  these  chemicals  can  occur  through  both

breastfeeding  and  skin  contact  with  plastic  devices  (e.g.,  polycarbonate  feeding  bottles  and

pacifiers)  routinely  employed in  neonatal  intensive  care  units159,160,162.  This  harmful  exposure  is

further exacerbated by the inefficient UDP-glucuronosyltransferase system in newborns, which is

required for BP detoxification and not completely developed until  ~2–3 months of age162–164.  In

2015,  following  a  public  consultation  on  the  harmful  effects  of  BPA on  human  health227,  the

European  Food  Safety  Authority  (EFSA)  reduced  the  temporary  tolerable  daily  intake  (t-TDI)

threshold of BPA from 50 to 4 µg/kg bw/day. Since then, plastics manufacturers have been striving

to  replace  BPA with  alternative  compounds,  including  bisphenol  S  (BPS),  its  closest  chemical

relative. However, BPS has also recently been shown to exert genotoxic and biological activity

similar to that of BPA165,166. These lines of evidence indicate that these BPA alternative compounds

may also  become a serious  public  health  concern  in  the  near  future  due to  lack  of  regulatory

limits167,168. Given these premises, the aim of the present study was to assess the modulation and

possible health effects of BP exposure on perinatal and neonatal life. The final aim of this study was

to investigate direct and indirect pathways and effects of BP exposure during pregnancy and the

first days of life. Toward this end, I determined both BPA and BPS concentration levels in a group

of newborn babies and their mothers. I particularly intended to focus my study on the identification

of factors, devices, and behaviors responsible for high BP uptake in this sensitive population in the

very first  days of life.  Finally,  I evaluated  wether higher BP concentrations are correlated with

specific hospital procedures or babies health status immediately after birth.

2.2.1.2.1.2. Research Plan

In this cohort study, BPs levels were tested in the urine of each mother-newborn couple. Such levels

were tested both in form of free and conjugated in both component of the dyad. Characteristics and

maneuvers that these newborns underwent to, both in terms of delivery and postnatally, were then

reviewed in order to identify risk factors associated with higher levels of BPs in the cohort, mainly

through non parametric association tests.

Questionnaire:  a  standardized  questionnaire  (PRAMS questionnaire169)  was  administered  to  the

mothers  during  hospitalization.  Questions  regarded  individual,  socio-demographic,  and  clinical



characteristics such as smoking, diet, the mother’s working and lifestyle habits, especially in the last

month of pregnancy, and education. Infant data, filled in by neonatologists, included gestational age

and weight, sex, head circumference, length, the baby’s health status at the time of birth, and any

medical check-ups.

Biological Analysis: a pool of fresh urine was collected from each subject, for both babies and their

mothers. Infants’ urine samples were collected by means of a specific BP-free polypropylene bag

(Urinocol Pediatric, B BRAUN, Milan, Italy) placed inside each newborn’s diaper from their birth

to their third day of life, during hospitalization. Mother urine samples were collected in glass tubes

(Pyrex,  CORNING,  Corning,  NY,  USA)  during  hospitalization.  All  urine  samples  (infants  and

mothers)  were  then  stored  in  glass  mini-jars,  pre-treated  with  methanol  to  reduce  the  risk  of

environmental contamination, and stored at −80°C until analysis.

Free BPA and BPS collection: 2  milliliters  of  urine  was  transferred  in  a  tube  pre-treated  with

methanol, vortexed, and acidified with HCl at pH 1. Subsequently, NaCl was added (salting-out

process) together with 30 μL of a standard solution containing BPS-d8 and BPA-d16 with a final

concentration of 0.10 and 0.05 mg/L, respectively.  Next,  750 μL of chloroform and 500 μL of

acetone  were  added  for  liquid–liquid  extraction  (LLE).  Each  sample  was  vortexed  and  then

sonicated for 1 min. Finally, the sample was centrifuged at 1250× g for 20 min at room temperature,

and the resulting supernatant was collected and transferred to a new pre-treated vial.  LLE was

repeated by adding 800 μL of chloroform. All of the supernatant was then brought to dryness by

means of a nitrogen stream at room temperature and then resuspended in 100 μL of a solution

composed of 5 mM ammonium acetate in ultrapure water (70%) and 5 mM ammonium acetate in

acetonitrile (30%).

Total  (Free  +  Conjugated)  BPA and  BPS  collection:  4  milliliters  of  fresh  urine  was  thawed,

vortexed, and aliquoted in two vials: 2 mL was used for the determination of free BP, while the

other 2 mL was used for the determination of bisphenol-glucuronides after 12 h of incubation with

20 units of β-glucuronidase/arylsulfatase.

Conjugated  BPA  and  BPS  collection:  After  12  h  of  incubation  with  the  enzyme

β-glucuronidase/arylsulfatase, the same extraction procedure was performed as described above.

BPA and BPS Analysis: The instrumental analysis for both the free and conjugated procedures was

carried out with a UPLC Shimadzu Nexera X2 System interfaced through an ESI source (Turbo Ion

Spray™) to a Sciex 5500 QTrap mass spectrometer. The analytes were detected in negative ion

mode.  Concerning  the  LC  set-up,  the  chromatographic  column  consisted  of  a  Phenomenex

(Bologna, Italy) Luna Omega C18 (1.6 μm, 100 mm × 2.1 mm), and the mobile-phase solvents for

reverse-phase analysis were 5 mM ammonium acetate in water and 5 mM ammonium acetate in

acetonitrile. The final pH value of both solvents was corrected to 7.5–8.0 by adding a few drops of

33% ammonia solution to ensure a more significant presence of BPA and BPS in deprotonated

form.  Concerning  chromatographic  gradient,  the  flow rate  was  set  at  0.35  mL min−1.  Mobile

phases, initially consisting of 30% of 5 mM ammonium acetate in acetonitrile and 70% of 5 mM

ammonium acetate in water, were held for 2 min then increased linearly to 100% organic solvent

over 12 min, held there for 3 min, and finally brought back to the initial condition in 0.1 min.

Moreover, 7 min of re-equilibration was necessary between samples. Moving to MS parameters, the

drying gas (nitrogen) was set at 325 °C, 20.0 psi, and 10 L min−1; capillary voltage was set at 2000

V. Data acquisition was made in multiple reaction monitoring (MRM) mode by monitoring the



transitions of deprotonated ions [M-H]−. For each analyte, two transitions were monitored: one for

quantification and the other for confirmation. All the MS/MS parameters are described in Table 1.

Procedural  blank samples  with ultrapure water  in  place of urine were collected,  extracted,  and

analyzed by HPLC-MS/MS following the same protocol. In all processed blanks, I did not observe

BPA contamination above the method limit of detection (LOD). All solvents and reagents (i.e.,

acetonitrile, acetone, ammonium acetate, and chloroform) were from VWR International (Radnor,

PA,  USA).  All  aqueous  solutions  were  prepared  with  ultrapure  water,  Millipore  Milli-QTM.

Analytical standard compounds were purchased from Sigma-Aldrich (Milan,  Italy). The method

was  based  upon  previously  published  methods  with  slight  modifications158.   To  check  method

performances,  I validated  my procedure by verifying quality parameters according to Eurachem

guidelines160. I checked for selectivity, sensitivity, linearity, accuracy, and repeatability. In particular,

method sensitivity LOD was 0.0035 ng mL−1 for BPA and 0.0030 ng mL−1 for BPS.

Creatinine:  urinary  creatinine  was  determined  to  normalize  the  excretion  rate  of  all  the

aforementioned urinary biomarkers as previously described125.

2.2.1.2.1.3. Epidemiological Sample and Recruitment

The  epidemiological  sample  was  recruited  from July  2016 to  October  2017 by  consulting  the

register of births of the Sant’Anna Gynecological Hospital (Turin, Piedmont Region), following

these  selection  criteria:  (1)  full-term  pregnancy  (>37  GA-W-);  (2)  physiological  pregnancy

conditions;  (3)  no drugs  or  pharmacological  treatment  during  pregnancy;  (4)  single  babies  (no

twins) with Apgar scores > 5; and (5) healthy babies at birth (not admitted to the neonatal intensive

care unit or in life-threatening conditions). Each adult subject was informed about the aim of this

study and signed their written informed consent. Newborns were enrolled in the study upon written

authorization from both parents. Sensitive data were replaced by anonymous identification codes to

ensure  full  privacy  of  data.  The local  Ethics  Committee  of  “A.O.U.  Città  della  Salute  e  della

Scienza” of Turin (22 October 2015, file No. CS/709) approved the study protocol.

2.2.1.2.1.4. Results

Table 9 describes the characteristics of the study population (newborns and mothers). 200 mothers

with their babies were enrolled, but only 134 subjects followed all the selection criteria and were

eligible. In fact, in addition to the selection criteria, about 33% of enrolled mothers/babies were

excluded for three other main reasons:

 Not-fully completed information (questionnaire and infant data);

 Insufficient urine samples (mothers: <30 mL/babies: <5 mL);

 Withdrawal of informed consent.

PART A NEWBORN GROUP (N = 125)

Sex (Mean ± SD)
male 84 (62.7%)

female 50 (37.3%)

Height at birth (Mean ± ND) 50.1 ± 6.7

Weight at birth (Mean ± SD) 3.3 ± 0.4

Cranial circumference (Mean ± SD) 38.3 ± 1.6

Breast-fed N (%) 111 (82.8%)



Infant formula dispensed N (%) 36 (26.9%)

Glucose dispensed N (%) 38 (28.4%)

Pacifier dispensed N (%) 42 (31.3%)

Respiratory procedures N (%) 16 (11.9%)

General medical check-up N (%) 85 (63.4%)

Diseases at birth N (%) 32 (23.9%)

PART B MOTHER GROUP (N = 125)

Age (Mean ± SD) 33.9 ± 4.7

Height (Mean ± SD) 164.1 ± 7.1

Weight (Mean ± SD)

Pre-pregnancy
64.4 ± 13.9

End of pregnancy
76.8 ± 13.7

Δ
12.3 ± 4.8

BMI (Mean ± SD)
Pre-pregnancy

23.9 ± 4.9

End of pregnancy
28.5 ± 4.8

Educational level

N (%)

Low level
20 (14.9%)

Medium level
51 (38%)

High level
63 (47.1%)

Occupation N (%)

Yes
114 (85.1%)

No
6 (4.5%)

Others
14 (10.4%)

Living place N (%)

Rural
40 (29.9%)

Suburban
51 (38.1%)

Urban
43 (32.1%)

Smoking Habits

N (%)

No
98 (73.1%)

Passive

[Average exposure time: 3 hours]
21 (15.7%)

Yes

15 (11.2%)

< 10 sig/diea

8 (53.3%)

> 10 sig/die 7 (46.7%)

Delivery N (%) Vaginal 81 (60.4%)

Caesarian 46 (34.3%)

Vacuum 7 (5.2%)

Table  9.  Physical  characteristics  of  the  newborn  sample  at  birth  concentrations  (part  A);

Characteristics of mother population (part B).

The  newborn  sample  was  homogeneous  in  terms  of  height,  weight,  and  cranial  circumference

(Table 9,  part  A).  About 80% of the babies were breastfed,  with only 27% of babies (n = 36)

receiving infant formula as extra integration before being discharged from the hospital. Moreover,

about 30% of newborns were administered oral glucose as extra integration and/or pacifiers. Sixteen

babies (12%) required respiratory procedures, while 24% of newborns (n = 32) were diagnosed with

potentially  pathological  conditions  after  general  medical  check-up. The sample of mothers was

homogenous according to age, height, weight, and BMI variables. Among mothers (n = 134), 94%

were European while 6% were classified as other nationalities (non-European). The education level

was low (i.e., primary and middle school) in 14.9% of subjects, while it was medium and high



(secondary school and above) in 38% and 47.1% of subjects, respectively. Fifteen mothers (11%)

reported  being  active  smokers  during  pregnancy,  whereas  twenty-one  (15.7%)  were  passive

smokers. Table 10 reports the BP concentrations in the study population, split up for newborn and

mother groups. On average, newborns had BP levels twice as high as mothers, except for free BP

forms (both for free BPA and free BPS). The determination of conjugated BPs was performed by an

indirect procedure based on the enzymatic cleavage of the glucuronic acid/sulfuric acid moiety from

the phenol group(s) of BPs. A recent report171 evidenced the possibility of underestimating the real

quantity of bound BPs because of different yields of enzymatic reactions together with the chance

of the formation of intermediates. In order to evaluate reaction yields,  I performed the enzymatic

incubation for different times (from 4 to 12 h), confirming that a stable result was reached at 12 h. I

also  checked  for  the  presence  of  partially  cleaved  BP  metabolites  by  high-resolution  mass-

spectrometry analysis (data not shown), excluding this likelihood.

BP Levels
(ng/mL)

(Mean ± SD; C.I.
Range)

Newborn Mother

BP Levels (ng/mg
CREA)

(Mean ± SD; I.C.
Range)

Newborn Mother

Total BPA
0.13 ± 0.3

[0.02/0.74]

0.15 ± 0.23

[<LOD/0.62]
Total BPA

0.48 ± 1.13

[0.02/2.5]

0.24 ± 0.43

[<LOD/0.9]

Conjugated BPA
0.11 ± 0.3

[0.01/0.6]

0.13 ± 0.2

[<LOD/0.53]
Conjugated BPA

0.41 ± 1.05

[>0.004/2.3]

0.2 ± 0.35

[<LOD/0.75]

Free BPA
0.01 ± 0.37

[<LOD/0.62]

0.02 ± 0.06

[<LOD/0.13]
Free BPA

0.07 ± 0.09

[<0.01/0.25]

0.03 ± 0.16

[<LOD/0.1]

Total BPS
0.09 ± 0.2

[<LOQ/0.6]

0.01 ± 0.03

[<LOQ/0.06]
Total BPS

0.2 ± 0.53

[<LOD/0.1]

0.04 ± 0.15

[<LOD/0.1]

Conjugated BPS
0.08 ± 0.17

[<LOD/0.5]

0.005 ± 0.04

[<LOD/0.05]
Conjugated BPS

0.15 ± 0.5

[<LOD/0.9]

0.02 ± 0.14

[<LOD/0.04]

Free BPS
0.01 ± 0.04

[<LOD/0.05]

0.004 ± 0.002

[<LOD/0.02]
Free BPS

0.02 ± 0.07

[<LOD/0.01]

0.02 ± 0.06

[<LOD/0.03]

Creatinine
(CREA) (mg/L)

MOTHER 0.66 ± 0.5 [0.1/1.9]

NEWBORN 0.8 ± 0.4 [0.1/1.5]

Table 10. BP levels (BPA and BPS) in the newborn and mother groups. Data is expressed in terms 

of ng/mL (column 2 and 3) and ng/mgCREA (column 5 and 6) for both newborns and mothers.

Biological variables had non-Gaussian distributions, thus non-parametric tests (Mann–Whitney test

and Spearman’s rho correlations) were performed. In the mother group, no BP differences were

detected  in  terms  of  anthropometric  characteristics  (i.e.,  weight  and  BMI  composition  pre-

pregnancy and at  the  end  of  pregnancy),  age,  level  of  education,  and nationality.  Besides,  the

analysis showed no significant correlation between maternal and neonatal BP concentration levels.

In  the  newborn  group,  BP analysis  revealed  no  significant  differences  (Mann–Whitney U-test)

between mothers’ lifestyle  habits,  such  as  daily  consumption  of  food and  beverages  in  plastic

packaging (BPA total p = 0.6; BPS total p = 0.2), daily use of a microwave and dishwasher (BPA

total p = 0.5; BPS total p = 0.8), or make-up use (BPA total p = 0.7; BPS total p = 0.08).  In

newborns, the most important correlation was found between pacifier use and BPS concentrations,

in terms of both total BPS (Mann–Whitney U-test, p = 0.004; Spearman’s rho = 0.182, p = 0.035



Figure 19B) and free BPS concentrations (Mann–Whitney U-test,  p = 0.003; Spearman’s rho =

0.190, p = 0.03 Figure 19A).

Figure 19. Non-parametric correlations between pacifier use and BPS total (A) and free BPS (B) 

concentrations in newborns.

A significant correlation was also found between oral glucose administration and concentration 

levels of free BPA (Mann–Whitney U-test, p = 0.003; Spearman’s rho = 0.182, p = 0.035 Figure 

20).

Figure 20. Non-parametric correlations between oral glucose administration and free BPA levels in

newborns.

Subsequently, positive correlations were found between drugs administered to the mother during

delivery and total BPA (Mann–Whitney U-test, p = 0.05; Spearman’s rho = 0.146, p = 0.04), total

BPS (Mann–Whitney U-test, p = 0.001; Spearman’s rho = 0.198, p = 0.001), and free BPS (Mann–



Whitney U-test, p = 0.05; Spearman’s rho = 0.170, p = 0.05) concentrations. In further analyses,

despite the exclusion of pre-term births from the population study, positive correlations were found

between BPA total (Mann–Whitney U-test p = 0.001; Spearman’s rho = 0.172, p = 0.001) and free

BPA (Mann–Whitney U-test p = 0.001; Spearman’s rho = 0.256, p = 0.003) concentrations and

neonatal glycemic control after birth.

2.2.1.2.1.5. Discussion

Neonatal  routine  procedures  may  expose  newborns  to  BPs.  The  observation  that  newborns

receiving  oral  glucose  after  birth  displayed  high  BPA levels,  especially  in  its  toxic  free  form,

suggests that oral glucose administration through non-BPA-free containers and syringes should be

avoided.  Besides,  drug  administration  to  the  mother  via  non-BPA-free  containers  and  syringes

during  delivery  is  also  positively  correlated  with  higher  levels  of  both  total  BPS  and  BPA

concentrations in  newborns.  Using syringes to administer dextrose solutions or other  parenteral

products to newborns is a widespread practice, and these results show the risk associated with such

a practice172. Thus,  these findings advance, once again, the need for extending EU regulations to

non-alimentary or medical sources of BP contamination. They also call for further studies on BP

exposure in newborns in order to identify which devices and procedures are best suited to minimize

BP intake in this extremely vulnerable population. In fact, medical devices are a specific product

category in which BP may be present, and preventive actions must be adopted to reduce or even

eliminate this exposure source173. Newborn exposure to BPS can still occur through pacifiers. The

observation that the use of pacifiers was associated with higher levels of both total and free BPS

indicates the urgent need of in-depth analyses and regulations of BPA alternatives such as BPS. The

vast majority of regulations have been directed towards BPA-containing plastics, while they have

failed  to  take  into  account  other  plastic  products  containing  alternative  BPs.  In  fact,  BPS was

regarded as a “safe” alternative to BPA because of its greater stability against high temperatures and

resistance  to  sunlight  compared  to  BPA.  No  previous  epidemiological  study  has  explored  the

developmental effects of BPS, but in vitro studies have shown that BPS can bind to estrogenic

receptors  (ERs)  and  drive  estrogen-induced  gene  transcription174,175.  Furthermore,  studies  in

zebrafish have shown that BPS exposure can alter the homeostasis of sex steroid hormones and

disrupt reproduction or development, miming BPA exposure176,177. Current knowledge on the impact

of BPS exposure is limited, but, on these bases, further studies are advocated to deepen knowledge

of  human BPS intake  and exposure,  focusing more  on newborn health  effects178.  This  analysis

showed that the lifestyle habits of pregnant women in the last month of pregnancy did not cause

significant changes in newborns’ BP levels. In fact,  no stratification effect was detected due to

lifestyle,  food  habits,  education  level,  or  work.  This  could  be  explained  by  analyzing  some

pregnancy-related  factors,  such  as  more  attention  in  the  diet  habits  of  pregnant  women  (no

consumption of plastic-free or precooked food) or lifestyle habits. BP levels could exacerbate health

conditions  at  birth  and increase  the  duration  of  hospitalization.  This  analysis  also showed that

newborns  with  higher  levels  of  free  BPA/BPS had higher  risk  of  diseases  at  birth  and higher

duration of hospitalization. Further investigation is needed to elucidate if specific conditions are

related to this association and how they are related. Nevertheless, BPs’ toxic effects may play a role

in  worsening  a  newborn’s  clinical  status  and  recovery  time  through  hormonal/metabolic

impairment, resulting in a longer hospital stay.

This  is  the  first  report  of  newborn  BP contamination  due  to  widely  employed  non-alimentary

products designed for newborn care. Moreover, this study points to a central role of hospitalization



procedures and neonatal devices as primary sources of BP exposure.  These results indicate that

lifestyle and alimentary habits, especially in the last month of pregnancy, did not influence BP risk

exposure.  Despite  this,  in  general,  harmful  behaviors  could  negatively  impact  newborn  health

conditions, and it is necessary to improve preventive strategies to counteract this  trend. Further

studies are advocated in order to clarify both the impact of other BP forms on humans and the

potential sources and consequences of BP exposure during neonatal and childhood life.



2.2.1.3. Air Pollution and DNA mutations

2.2.1.3.1. Study Line 4: Air Pollution and Somatic Mutations

2.2.1.3.1.1. Aim and Rationale

Somatic mutations are an important aspect of genetically driven disease. Genetic testing is 

historically focused on germline mutations: mutations that are inherited from parents or determined 

in germ cells, before zygote formation. Germline mutations are present in all cell types and thus 

technically easy to differentiate from artifacts or sequencing errors179. On the other hand, somatic 

mutations occur after conception (post-zygotic) and are thus shared only by a fraction of the 

daughter cells, resulting in Post-Zygotic Mosaicism (PZM). Depending on both the tissue and 

fraction of cells affected, PZM mutations can lead to disease but, due to their nature, such mutations

are difficult to detect and differentiate from technical artifacts. Somatic mutations, and the deriving 

cancerogenesis, are strongly linked to inflammation, which is the link with air pollution under study

in this project. This technical challenge is mainly due to their low Variant Allele Frequency (VAF) 

in bio samples assayed (typically peripheral blood). VAF is the percentage of sequence reads 

observed matching a specific DNA variant divided by the overall coverage at that locus180–182. In this

regard, new pipelines have been recently developed to identify somatic mutations in sequencing 

data, among which the well-known and probably most widely used Broad Institute GATK 

Mutect2165,166. Through several orientation and contamination filters, this pipeline allows to 

differentiate somatic mutations with low VAF from technical artifacts, and has been successfully 

utilized for several publications on the subject185,186. Both above mentioned air pollutants and 

somatic mutations have been proved to represent independent risk factors for cardiovascular disease

and other inflammation-driven disease. In this regard, specific types of PZM, namely Clonal 

Hematopoiesis of Indeterminate Potential (CHIP) has been strongly associated with disease. CHIP 

is defined as the presence of a clonally expanded hematopoietic stem cell caused by leukemogenic 

mutation in individuals without evidence of hematologic malignancy169.  CHIP has been associated 

with a two-fold increase in cardiovascular risk, independent of traditional risk factors187–189. 

Nonetheless, the exact mechanisms and possible interactions between CHIP and air pollution have 

never been studied yet. The specific aim of this study line was to identify whether an increased 

exposure to air pollution is correlated to increased levels of CHIP somatic mutations, in two 

geographically and ethnically different cohorts.

2.2.1.3.1.2. Research Plan

In this cohort study, samples were analyzed to identify somatic CHIP mutations in the cohort. Air

pollution data was retrieved for each sample county of residence (median county surface ~150 km2)

in form of 10 years median AQI prior to sampling, and this data was then compared to the number

and allele frequency of somatic variants identified for each sample. Regression models served to

reveal possible associations among air pollution data and somatic variants identified, once weighted

for all possible confounders.

We collected AQI data for each patient  home residency for 10 years  before sampling,  both as

countywide in case of US samples and Turin for local samples from Regina Margherita Children

Hospital. Based on AQI, I elaborated a generalized Poisson regression model, based on the known

formulae:



f(y) = β0 + Σβj*Xij + ε

where f is the link log function, y is the conditional expectation (E(y=y i|X=xi)) for any given value

of the independent variable (X). β0 is the intercept,  and β is the regression coefficient for each

independent variable x. ε is the error of the estimate.

This model dependent variable is represented by the number of CHIP mutations for each patient,

that is a typically Poisson distributed variable, as I will show below. I built the model considering

median AQI of the last 10 years, as indicator of the county pollution state, as independent variable.

Covariates  considered  in  the  model  included  the  10-years  median  number  of  days  in  which  a

specific pollutant was driving the overall AQI, thus representing the main pollutant in the county

air. Such parameter are considered for all the above mentioned pollutants: CO, NO2, O3 and PM10,

that I was able to retrieve for each location. Demographic variables are also taken into account for

the sequenced patients, in order to avoid any possible patient-driven bias in the association: age at

sampling, gender, ethnicity and race are also included as model covariates. Age is expected to exert

the main influence on CHIP mutations, confirming literature reports. The overall  result  of such

model give us an idea of both the overall and specific pollutants influence on CHIP mutations for

each patient, avoiding age and other possible demographic biases, representing a totally innovative

analysis on air pollution influence on somatic mutations and human disease. 

2.2.1.3.1.3. Epidemiological Sample and CHIP Variants Calling

This analysis focuses on two different cohorts of kidney patients, already sequenced through Next

Generation Sequencing Exome/Genome Sequencing (ES/GS). 436 US patients spanned all over the

country, and 44 Italian patients represent the population, all residing within Turin region. Genomic

DNA was isolated from peripheral blood mononuclear cell (PBMC) and used to construct a Kapa

HyperPrep PCR-free DNA library for genome sequencing. ES/GS was performed with NovaSeq

6000 platform (Illumina). Reads were processed using the pipeline at the Institute for Genomic

Medicine at Columbia University. Reads were mapped against the Genome Reference Consortium

Human Build 37 (GRCh37/hg19)190. Starting from sequenced data paired-end FASTQ files,  I first

used  BWA-MEM 0.7.17191 to  align sequenced reads  and biobambam2192 to  remove duplicates.

GATK best practices guidelines were followed with a re-evaluation step of sequenced bases quality

(BaseRecalibrator193, ApplyBQSR194 and HaplotypeCaller195), to generate SNPs and indels gVCF

files.  I also used FastQC196 to assess the quality of sequenced reads and all reads showed a mean

coverage >29x across the genome. I served GATK CollectAlignmentSummaryMetrics197 and Seven

Bridges Genome Coverage tools to further investigate alignment and coverage results. Consistent

with GATK best practices guidelines I further refined my gVCF files through VariantRecalibrator198

(for both SNPs and indels), ApplyVQSR199, and CollectVariantCallingMetrics200. I finally annotated

my variants  through  VEP v103201.  I served  Peddy202 to  investigate  ancestry,  sex  and  compare

familial-relationship in  this cohort. GATK 4.1.0.0 version was used for the analysis.  I then called

somatic variants using GATK Mutect2 best practice guidelines, considering only PASS variants as

per  FilterMutectCalls203 post-calling  step  and  further  filtering  remaining  variants  based  on  the

following criteria: 

 coding regions only

 read depth >=20

 altered allele depth >=3

 altered allele F1R2 >=1



 altered allele F2R1 >=1

Somatic variants were called only on non-blacklisted and coding regions. I then served vcfeval and

investigated presence/absence vs homozygous/heteroygous variant mismatch. CHIP variants were

identified limiting my examination to variants that had been described previously in the literature in

160 recurrently mutated candidate genes in myeloid and lymphoid cancers, accordingly to previous

publications of  the Broad Institute  group that  I collaborated with for this  project204.  I removed

potential  false  positive  variants  by  using  variant-calling  algorithms  that  had  filters  for  known

artifacts such as strand-bias and clustered reads, as well as by performing additional filtering for

rare  error  modes  using  a  “panel  of  normals”  (PON:  sequence  data  from  a  panel  of  normal

persons)205,206. The lower limit of detection for variants depended on the depth of coverage.  I run

Mutect2 in tumor-only mode with PON and germline resources. Next, I run FilterMutectCalls203 and

annotate the variants. For inclusion, I used the following thresholds. DP >= 20, altered allele depth

>= 3, altered F1R2 >= 1, altered F2R1 >= 1, VAF >= 0.02, gnomAD popmax Allele Frequency <=

0.0001. I also filter out any variant that is more frequent than DNMT3A_R882H or JAK2_V617F.

Indels in ASXL1 and PPM1D are kept irrespective of their frequencies. I then select mutations that

pass CHIP rules and curate those manually. Manual curation was performed by the group of CHIP

experts at Broad Institute that I collaborated with, aimed to identify whether the variants have been

known to be clonal drivers. Finally, mutations were reviewed in IGV207 to make sure those are true

mutations and not artifacts.

2.2.1.3.1.4. Results

A total of 436 subjects were enrolled, of which 44 (10.1%) samples from the Italian cohort, and 392

(89.9%) from the US cohort. The median age at sampling was 45 years (Q1 31 – Q3 56) and the

categorical variables considered in the analysis are summarized below.

Variable Category N (%)

gender male 266 (61%)

female 170 (49%)

race white 286 (65.6%)

black 89 (20.4%)

asian 32 (7.3%)

native 1 (0.02%)

multi 28 (6.4%)

ethnicity hispanic 99 (22.7%)

other 337 (77.3%)

Table 11: categorical variables values in the cohort under analysis.

The 10 years median AQI for each county of residence resulted to be extremely variable in the

cohort, with a median value of 40 and ranging from 16 to 77, as showed in the Figure 21.



Figure 21: 10 years AQI and relative median values for each county. 10th quantiles are reported in

the picture.

As summarized in Figure  22, 10 years median AQI values spanned very widely from the median

value in the different counties under analysis.

Figure 22: 10 years median AQI exposure value for each sample relative to the overall median.

CHIP somatic  mutations  were  identified  in  the  cohort  with  the  methods  described  above.  As

expected for this kind of mutations, CHIP distribution showed a classical Poisson distribution with

low λ across the cohort, as graphically represented in the Figure 23.



Figure 23: CHIP somatic mutations distribution across the cohort.

In order to ensure the goodness of my calls, I analyzed identified CHIP mutations, both in terms of

their overall number and their VAF, compared to age distribution of the samples. As previously

cited, CHIP mutations, and somatic mutations in general, are accumulated during life, thus a clear

correlation with age of the samples analyzed is expected.  A clear correlation was identifiable for

both of those values: CHIP number ~ age (p: 0.003, R2 0.14) and CHIP VAF ~ age (p: 0.0001, R2:

0.18), as graphically represented in Figure 24 and Figure 25.

Figure 24: correlation of CHIP N with age of the samples.



Figure 25: correlation of CHIP VAF with age of the samples. Age groups: 1: <30 years old, 2: 31-

40 years old, 3: 41-50 years old, 4: >50 years old

I built the generalized regression model with a Poisson distribution of the dependent variable as

summarized below. For each sample,  I considered in the formula the number of identified CHIP

somatic mutations,  correcting for all possible demographic confounders such as age at sampling,

gender, race, ethnicity.  I considered, as independent variable, the 10 years AQI median value, and

for each pollutant under analysis (CO, NO2, O3, PM2.5, and PM10) the median number of days in

which this specific pollutant represented the main driver of AQI, as explained in the AQI section of

the present dissertation. Through this model,  I was  able to identify an independent role of CHIP

mutations driver for age at  sampling and PM10.  Specifically,  age at  sampling resulted the main

independent  driver  of  association,  as  expected,  with  a  p  value  of  0.00008.  PM10 as  the  main

determinant of AQI resulted to have a risk p value of 0.01. Basically, age at sampling resulted in an

increased RR of 6% [RR 1.03 – 1.09], PM10 in an increased RR of 3.4% [RR 1.006 – 1.063].

Figure  26:  Relative  Risk  for  CHIP  number  of  each  variable  under  analysis  in  the  Poisson

regression model



2.2.1.3.1.5. Discussion

As presented above,  DNA somatic mutations  primarily originates from disruptive inflammatory

processes acting on DNA replication and repair mechanisms. In this doctoral project, I wanted to

deepen this analysis on possible molecular consequences of air pollution exposure investigating its

potential role as DNA somatic mutations determinant. At the best of our knowledge, this is the first

literature report of such strong association identifiable with a specific pollutant exposure, such as

PM10,  and DNA somatic  mutations.  My focus on CHIP mutations  was primarily  driven by the

necessity of overcoming current barriers to somatic mutations identification in blood originated

DNA samples.  Thanks to the collaboration with the Broad Institute group at the Massachussets

Institute of Technology, I was able to ensure maximum reliability of  my CHIP somatic calls. The

identification of such strong link between air pollution, and particularly this specific pollutant, with

DNA somatic  mutation,  pave  the  way  to  multiple  lines  of  investigation  on  the  reasons  and

mechanisms underpinning such relationship. Firstly, it is a further clue of the role of inflammation

on health detrimental effects of air  pollution exposure,  as inflammatory mechanisms have been

identified as the main driver of DNA somatic mutations in humans and animal models, as presented

above.  Moreover,  it  focus  the  attention  on  a  specific  pollutant  role,  such  as  PM10.  Further

investigation of  this  pollutant  characteristic  and molecular  mechanisms have the  potentiality  of

giving us deeper insight on both its role on human health and the molecular mechanisms behind it.

This  evidence  is  also  a  potential  explanation  of  some of  the  detrimental  effects  played  by air

pollution exposure on fetal development, where the accumulation of somatic mutations, both in the

mother and the developing child, can play an important role on pregnancy and newborn outcomes.

Further investigation of underlying mechanisms is mandatory in order to better elucidate molecular

actors of this relationship, and identifying both possible pharmacological approaches to counter-

play this effect and implementation of public health preventive measures in this sense.



3. Project Conclusion

The  different  lines  of  research  of  my  doctoral project  allowed  to  bring  out  several  important

limitations of current approaches to study focusing on pregnancy and newborn health. At the best of

our knowledge, this is the first literature report of the acute effect that air pollution exposure is able

to exert on PTB during latest stage of pregnancy. These innovative results pave the way to potential

easily implementable public health measures that could increase protection of pregnant women and

reduce the burden of PTB in developed countries.  I further deepened  this  analysis investigating

potential molecular mechanisms underlying such relationship, revealing a central role played by

inflammation, easily detectable through its markers, on the detrimental effects of pregnancy related

exposure  and  maternal  habit.  This  result  confirms  several  lines  of  literature  evidence  in  this

direction, and reinforce the urge for potential pharmacological treatments that could help to counter-

play and prevent such detrimental effects.  I also detected how some hospital  routine procedure

expose  newborns  to  harmful  endocrine  disruptors,  such  as  bisphenols.  This  is  a  further

demonstration of how current measures of monitor and prevention might be lacking and how further

public health measures are necessary in order to increase protection of this sensitive phase of our

lives. Finally, I was able to provide the first literature evidence of how air pollution exposure can be

an important determinant of DNA somatic mutations, and subsequent cancerogenesis and health

associated problems. This is an integrative step in understanding how inflammation might represent

the main link between environmental exposure to pollutants and their detrimental effects on human

health, further underlying the urge of investigation on both public health preventive measures and

pharmacological treatments able to address this specific molecular link. I hope that my work can be

a starting point to realize limitations of our current research approaches to pregnancy and newborn

related  studies,  and  increase  the  awareness  of  how  urgent  the  need  for  further  public  health

measures and pharmacological therapies able to address these problems in such sensitive phase of

life.



4. In the meantime

4.1. Formaldehyde exposure and Health

Formaldehyde (FA) is a ubiquitous toxic chemical employed worldwide due to its disinfectant and

preservative  properties.  Despite  being  classified  as  a  human  carcinogen  of  Group  1  by  the

International Agency for Research on Cancer (IARC), FA is still employed as formalin in pathology

wards  as  standard fixative208.  Nonetheless,  the current  lack  of  an effective  alternative chemical

makes formalin still very used, with the subsequent necessity of measures to control exposure, as in

case of isolation of formalin related activities or adoption of new standard procedures aimed to

reduce  its  use.  The  possible  mechanisms  underlying  the  FA-induced  long-term effects  include

inflammation, OS, and apoptosis209,210. As side project of my doctorate, still focused on genetics

consequence of  different  environmental  exposure,  in  collaboration  with  the  rest  of  Prof.  Bono

research group, I decided to further analyze the role of FA in human mutations. This work resulted

in two publications  to  date211,212.  As a background,  several  literature reports  evidenced how FA

exposure is strongly associated with a wide variety of toxic effects, depending on length and level

of exposure. In fact, while low exposure levels (~0.1 ppm) act as irritant stimulus for exposed body

parts,  and  especially  eyes,  nose  and  upper  respiratory  airways,  high  concentrations  brings  to

pulmonary impairment and related disease, i.e. asthma213,214. Importantly, duration of exposure is a

main  determinant  of  the  detrimental  effects,  as  example,  prolonged  FA exposure  have  been

extensively  associated  with  cancerogenesis,  as  in  case  of  nasopharyngeal  cancer215,216 and

leukaemia217,218.  Despite  these  lines  of  literature  evidence,  FA genotoxic  effect  is  still  debated.

Importantly, cytogenetic outcomes, such as increased number of chromosomal aberrations (CAs)

and  micronucleated  cells  (MNc),  were  reported  in  several  biomonitoring  studies  on  chronic

exposures219,220, with contradictive conclusions in literature221,222. The specific focus that I wanted to

explore was related to the individual susceptibility role in determining such effects. The heritable

variability of polymorphisms related to FA metabolic pathways may be associated with an altered

efficiency of the processes in which they are involved. Among these, a core role is played by the

glutathione  S-transferase  (GST)  and  cytochrome  P450  (CYP)  families,  that  act  in  a  two-step

detoxification process of a wide spectrum of environmental xenobiotics, including FA223,224. At the

same manner, genome integrity is guarded by several mechanisms of DNA repair, according to the

type of damage. In this regard, the Base Excision Repair (BER) and the Nucleotide Excision Repair

(NER) pathways are  responsible  for  correcting  DNA small  base  changes  and bulky adducts225.

These can be viewed as DNA-repair genes, which are involved in the protection mechanism against

cancer development226. Several literature evidences underlined how variations in these DNA repair

mechanisms could strongly reduce FA tolerance.

The main aims of the two studies conducted on this topic were: 

1. Assessment of FA exposure effect on detectable CAs (assessed on Peripheral Blood 

Lymphocytes) and the role, both in terms of risk or protective effect, played by several 

genetic polymorphisms. I conducted this research on a cohort of 57 exposed pathologists 

vs. 48 non-exposed controls. All subjects were genotyped for the most common cancer-

associated gene polymorphisms possibly related with CAs: CYP1A1 exon 7 (A > G), 

CYP1A1*2A (T > C), CYP2C19*2 (G > A), GSTT1 (Positive/Null), GSTM1 

(Positive/null), GSTP1 (A > G), XRCC1 (G399A), XRCC1 (C194T), XRCC1 (A280G), 

XPD (A751C), XPC exon 15 (A939C), XPC exon 9 (C499T), TNFα − 308 (G > A), IL10

− 1082 (G > A), IL10 − 819 (C > T) and IL6 − 174 (G > C)212

2. Evaluation of FA exposure on SCEs, detectable on PBLs, on the same population 

presented above, and the relative role played by the most common cancer-associated gene

polymorphisms, namely CYP1A1 exon 7 (A > G), CYP1A1*2A (T > C), CYP2C19*2 (G

> A), GSTT1 (presence/absence), GSTM1 (presence/absence), GSTP1 (A > G), XRCC1 



(G399A), XRCC1 (C194T), XRCC1 (A280G), XPC exon 15 (A939C), XPC exon 9 

(C499T), TNFα − 308 G > A), IL10 – 1082 (G > A), and IL6 − 174 (G > C)211

I  was able to  detect  how exposed subjects showed a significantly higher  SCEs frequency than

controls (mean exposure to air-FA resulted to be 55.2 μg/m3 vs. 18.4 μg/m3 respectively). Air-FA

was directly correlated with SCEs frequency (p <0.01) and inversely with the replication index (p 

<0.05).  Regression  models  revealed  how  FA exposure  was  a  significant  predictor  of  SCEs

developement, highlighting no specific role for the selected polymorphisms212.

At  the  same  manner,  positive  correlations  were  found  between  CAs  frequency  and  air-FA

concentration (p <0.001). Moreover, significant associations was detected between CAs frequency

and the mutated allele for CYP1A1 exon 7 (A>G) (β = 0.353; p = 0.019), CYP2C19*2 (G>A) (β = 

0.504; p = 0.007), GSTT1-positive  (β = − 0.447; p = 0.004), GSTM1-positive (β = − 0.533; p = 

0.001) and XRCC1 (399, G>A) (β = − 0.331; p = 0.044) genotypes, as summarized in Figure  26

below211.

Figure  26:  RR (95% CI) of developing CAs according to the various mutated allelic variants of

genes  considered,  FA  exposure  and  confounding  factors  as  age,  years  of  exposure,  sex  and

cigarette/day.

Overall,  these lines of evidence reinforce the role  of FA as genotoxicity inductor,  especially in

workers chronically exposed to low air-FA levels. It also highlight the importance of the role played

by  some  genetic  polymorphisms  in  this  association,  underlining  the  importance  of  individual

susceptibility biomarkers assessment in occupational health studies and the urge to define safer

exposure  limits  for  exposed  workers.  This  represented  another  important  step  in  research  of

underlying mechanisms responsible of detrimental effects on human health of toxic exposure.



4.2. Other Papers

During the three years of my doctorate, I published several other studies than the 4 studies cited

above (for full text of those 4 please see Appendix A), especially with the Columbia University

group of Dr. Gharavi laboratory, where I spent 2 years partially overlapping with my doctorate.

Here below the list of the published studies, in the Appendix A full text of those. For a full list of

my  publications  (37  at  the  moment  of  writing),  please  visit:

https://www.researchgate.net/profile/Enrico-Cocchi-2 or  my  Scopus  WOS  profile:

https://www.scopus.com/authid/detail.uri?authorId=56017406800 
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Abstract: Preterm birth (PTB) identifies infants prematurely born <37 weeks/gestation and is one of

the main causes of infant mortality. PTB has been linked to air pollution exposure, but its timing is

still unclear and neglects the acute nature of delivery and its association with short-term effects. We

analyzed 3 years of birth data (2015–2017) in Turin (Italy) and the relationships with proinflammatory

chemicals (PM2.5, O3, and NO2) and biological (aeroallergens) pollutants on PTB vs. at-term birth, in

the narrow window of a week before delivery. A tailored non-stationary Poisson model correcting

for seasonality and possible confounding variables was applied. Relative risk associated with

each pollutant was assessed at any time lag between 0 and 7 days prior to delivery. PTB risk was

significantly associated with increased levels of both chemical (PM2.5, RR = 1.023 (1.003–1.043), O3,

1.025 (1.001–1.048)) and biological (aeroallergens, RR ~ 1.01 (1.0002–1.016)) pollutants in the week

prior to delivery. None of these, except for NO2 (RR = 1.01 (1.002–1.021)), appeared to play any role

on at-term delivery. Pollutant-induced acute inflammation eliciting delivery in at-risk pregnancies

may represent the pathophysiological link between air pollution and PTB, as testified by the different

effects played on PTB revealed. Further studies are needed to better elucidate a possible exposure

threshold to prevent PTB.

Keywords: public health; preterm birth; newborn; acute inflammation; delivery; air pollution

1. Introduction

Preterm birth (PTB) indicates infants born before 37 weeks of gestation, thus, they are
not fully developed for extra-uterine life. PTB is a public health concern [1] affecting ~10%
of total births worldwide, with higher rates in developing countries and numbers that are
constantly increasing [2]. In developed countries, PTB represents the main cause of infant
mortality [3] and has been associated with significantly impaired health outcomes [4–6]
and dramatic community costs [7].

Alongside historical and well known risk factors, namely low socioeconomic status,
age, ethnicity, tobacco, substance abuse, poor nutritional status, and the presence of birth
defects [8], recent epidemiological studies have linked PTB with chemical air pollution [8,9].
While the effects of air pollution on PTB are now known, the timing with which the effects
occur is still controversial [10]. Some studies have claimed that early exposure during
pregnancy is responsible [11], while other studies have indicated that late exposure is
responsible [12,13]. This confusion is probably due to different pollution-induced reactions
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causing different detrimental effects on pregnancy depending on the fetal developmental
stage in which they occur, their duration, and analyzed outcome. In this regard, studies
that have focused on definite narrow temporal windows in order to better elucidate specific
pollutants, co-factors, and underlying mechanisms of action are lacking [8]. Moreover,
PTB is a complex subject in which the long-term nature of fetal development is associated
with an acute medical condition that mandates delivery, with different factors potentially
playing very different roles in each scenario. PTB delivery is due to conditions that make
it impossible to continue the uterine fetal development. The acute factors either prema-
turely trigger the delivery itself, or are responsible for such a strong fetal suffering that
it overcomes the string mortality and morbidity risks associated with PTB. The role of
air pollution in PTB has been historically studied through models inherited from other
diseases, such as cardiovascular and neurological diseases, that have a peculiar chronic
nature [14]. Similarly, pollution-induced chronic inflammation during pregnancy has been
proven to cause developmental impairments that predispose to PTB; however, PTB itself is
an acute medical emergency, whose main trigger is an inflammatory distress that induces
uterine contractions and subsequent preterm delivery [15]. Interestingly, acute inflamma-
tion is the main elucidated mechanism contributing to both PTB and air pollutant-related
detrimental effects [16,17]. Short-term exposure to air pollution proved to trigger inflam-
mation, detectable through increased inflammatory markers [18], and mice models have
revealed how this induced systemic inflammation could lead to acute diseases [19]. Thus,
air pollutant exposure can trigger PTB through an acute inflammatory reaction that elicits
uterine contractions and subsequent preterm delivery. In this regard, it is well known how
acute inflammation induces uterine contractions and PTB [20], and short-term exposure
to air pollutants has been demonstrated to induce an upregulation of delivery-involved
inflammatory cytokines, such as interleukins (IL-1 and IL-6), and tumor necrosis factor
α (TNF-α), with a strong established role in PTB as well [18,21,22]. Interestingly, this air
pollution exposure-induced acute inflammation has been proven to be reversible over days
and is pharmacologically addressable [23]. All these lines of evidence advocate for both pos-
sible preventive and therapeutic approaches to pollutant exposure and PTB, and reinforce
the need to better elucidate underlying mechanisms and possible pharmacological targets
through studies focused on specific narrow temporal windows, which are currently lacking.

Thus, the aim of the present study is to assess the specific effects of maternal exposure
to chemical and biological air pollutants in the narrow window of 7 days before delivery
in both preterm and at-term births. This is in order to better elucidate the role of the
air pollutants, other co-factors, and the underlying mechanisms acutely associated with
preterm delivery.

2. Materials and Methods

2.1. Data Collection Area

Turin, the capital of the Piedmont region (North-Western Italy), is one of the most
polluted European cities, located 239 m above sea level (a.s.l.); it has 886,837 inhabitants, a
population density equal to 6813 per km2. Daily data for the period from 1 January 2015 to
31 December 2017 (1096 days) for the city of Turin were collected or derived as described
below. The locations of the data sources are shown in Supplementary Materials.

2.2. Study Population

Daily data on births were obtained from the birth registry and registration records of
the main obstetric hospital in Turin, Italy (Fetal Maternal Department, Sant’Anna Obstetric
Gynecological Hospital), recording maternal and fetal data during the 3-year period from 1
January 2015 to 31 December 2017. Recorded data included:

1. Maternal age at delivery;
2. Gestational age (weeks of amenorrhea);
3. Apgar 1/5;
4. Sex;
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5. Twins;
6. Mother’s country of origin.

Data were anonymized with respect to the European General Data Protection Regula-
tion (GDPR 101/2018).

2.3. Meteorological Data

Meteorological data were obtained from a station placed at 254 a.s.l., on the roof of
the Department of Physics of the University of Turin, located at about 2.5 km from the S.
Anna Hospital. The station is permanently active and collects weather data in the urban
surface layer of the city. Data were collected every 5 s and subsequently averaged every
5 min. Data were aggregated in a daily form for the analysis.

2.4. Chemical Air Pollution Data

We extracted concentrations of air pollutants (NO2, PM2.5, and O3) from data collected
at the urban background monitoring station located in Turin, viale Augusto Monti. The data
collection and summary was performed by the Local Environmental Protection Agency
(ARPA Piemonte), which is coordinated by the regional air pollution service of Piedmont
Region, as per the current European legislation (DIR 2008/50/ECX). Data were collected
hourly and daily aggregated for the analysis.

2.5. Aeroallergen Data

Corylaceae, Cupressaceae, Gramineae, Urticaceae, Ambrosia, and Betula pollens were
considered in this study. The measurements of pollen daily data were conducted in a station
located ~12 m above the ground without surrounding obstacles, as required in such cases,
on the flat roof of a building located 2.6 km from S. Anna Hospital. The sampling station
consisted of a HIRST sampler. The HIRST sampler consists of three core parts: a swivel
head, a suction pump, and a deposition drum. The latter represents the actual sampling
part. This part rotates at 2 mm/h. Collection involved a weekly application of specific
adhesive tape on the drum part of the samples. This tape was able to capture aeroallergens,
ensuring no loss of rebound or natural detachment. A constant airflow of ~10 L/min was
provided by using an air pump, which represented ~14.4 m3 daily. Aeroallergen counts
were performed by the Department of Life Science and System Biology of the University of
Turin, and expressed in our analysis in the form of grains/m3.

2.6. Statistical Analysis

We summarized quantitative variables as means ± SD, medians ± interquartile
ranges (IQR), showing minimum and maximum values as well. To allow comparison of
variability among different variables, the interquartile ratio (as IQR/median ratio) was
also computed. The normality of data was checked through the Kolmogorov–Smirnov test.
Quantitative parameters were found to be non-normally distributed, thus, non-parametric
tests, such as the Mann–Whitney U-test, served to assess between-group differences for
those variables. Group comparisons were computed through chi-square or Fisher’s exact
test, as appropriate, based on categorical data under analysis. A two-sided p-value < 0.05
was considered to be significant. Pearson’s r coefficient was used to investigate correlations
among exposure variables. In order to focus on a narrow temporal window and to correctly
assess short-term effects, the associations between PTB (the dependent variable) and con-
centrations of chemical and biological air pollutants (independent variables) were analyzed
using generalized linear models (GLMs) fitting a non-stationary Poisson process [24,25].
We used the following model:

f (λt + 1) = α +
k

∑
i=1

βXi + NS(Zt)

where
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- ƒ: log link function
- λt: count of daily PTB at day t
- α: intercept constant
- β: estimated parameters vector
- Xi: matrix of k independent variables (exposure and adjustment variables)
- NS(Zt): natural spline smoothing function of calendar day Z

As in several literature reports that have focused on the same analysis model, in order
to take the medium-/long-term trend that may shape the time data under analysis into ac-
count, a natural spline-smoothing function was calculated on 14 degrees of freedom (df) [25].
We restricted possible df to a maximum of 18 (corresponding to a window of ~60-days) in
order to avoid overfitting [26,27]. We identified the best df as the value that minimized the
absolute values of the residuals partial autocorrelation function (PACF) sum [26]. PACF
residuals were corrected for the day of the week, as clarified in the point below, to remove
the 7-day positive correlation, when estimating the spline-smoothing function.

We performed further variable adjustments in order to take into consideration charac-
teristics of the location under study that might otherwise bias the model under analysis:

(a) Day of the week (from Monday to Sunday);
(b) Holidays, we considered main holidays in our zone, i.e., Christmas and Easter,

±3 days around them, other holidays, and other days. This resulted in a 4-level
variable that was used in the model.

(c) Summer population decrease, in our specific zone, population is known to decrease
during summer holidays and this variable was intended to adjust for this effect,
resulting in a categorical variable with factors considering such dates, i.e., from
Saturday before Mid-August to the next Sunday (for a total amount of 16 days per
year), from 16 July to the end of August (removing the aforementioned period), and
all other days [28];

(d) Daily average daily temperature (◦C);
(e) Daily average humidity (%)—relative;
(f) Daily precipitations (mm)—cumulative.

Once the model was fitted to the actual data, we considered one chemical pollutant
among PM2.5, NO2, O3, or aeroallergens, alongside medium-/long-trend function, non-
meteorological variables (day of the week, holidays, and summer population decrease),
and meteorological variables (daily temperature, daily relative humidity, and cumulative
daily precipitations). Temperature and humidity underwent natural splines with 1 and
2 df transformation, respectively. The df was chosen through PACF criterion as explained
above. Daily precipitations were binary coded, i.e., 1 if cumulative precipitation ≥ 1 mm
and 0 otherwise.

Exposure variables were included in all the models at different single time lags:
starting from the same day of the PTB evaluation (Lag 0) to 7 days before (Lag 7). We
identified such a time frame in order to focus the analysis on specific short-term potential
effects of air pollutants in eliciting preterm vs. full-term births. To the best of our knowledge,
this is the first literature report of such an acute effect-focused analysis. Thus, no previous
specific time frame is available. The identification of such a threshold was based on a
pathophysiological rationale, as our analysis was based on investigating acute inflammation
potential roles in delivery and preterm vs. full-term birth compensation capacities. Thus,
as acute inflammation is a process known to exert its effect within a few days from the
exposure, we arbitrarily selected this specific 7-day time frame in order to include in the
analysis lag all potential acute inflammatory effects of air pollutants, from 24 h to a week
from exposure. Associations between exposure variables and preterm or full-term births
are reported as relative risk (RR) with respective 95% confidence intervals (CIs). RR values
and their CIs are calculated as exponential of GLM resulting coefficients for each specific
exposure variable under analysis. Exposure variable association coefficients were calculated
based on 10 µg/m3 increase in PM2.5, NO2, and O3 concentrations, and a 10 grains/m3

increase in the case of aeroallergens.
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3. Results

3.1. Population Enrolled

In the study period, 21,509 births were observed, of which 3167 PTBs (14.7%). Median
gestational age was 39 + 1 for the whole cohort, 39 + 3 for term, and 35 + 1 for PTB. The
peculiar differences between preterm and term subpopulations were:

• Higher twins prevalence in PTB (preterm 42.2% vs. term 1.87%, p < 0.01);
• Lower Apgar 1/5 scores in PTB (preterm Apgar 1 score 7.6 ± 2.1 vs. term 8.8 ± 0.9,

p < 0.01; preterm Apgar 5 score 8.2 ± 1.5 vs. term 8.9 ± 0.6, p < 0.01);
• Higher maternal age in PTB (preterm 34.1 ± 5.5 vs. term 33.3 ± 5.4, p < 0.01).

Cohort characteristics are summarized in Table 1.

3.2. Temporal Distribution of Births

The temporal distribution of births was analyzed in order to identify the best smooth-
ing strategy possible. Figure 1 graphically reports the daily number of births in the period
under study (1 January 2015–31 December 2017) and the natural spline smoothing function
of calendar day Z with 14◦ of freedom utilized in the models.

Figure 1. Daily incidence of births during the period under analysis, and the natural spline smoothing

function of calendar day Z with 14◦ of freedom utilized in the Poisson non-stationary models

(green line).

Figure 2 summarizes the average number of daily births (Figure 2A) and PTBs
(Figure 2B) by month of the year, revealing the same unclear pattern of seasonality de-
tectable in daily data in Figure 1 and addressed through the spline smoothing function.
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Table 1. Characteristics of the cohort under analysis.

All Cohort (n = 21,509) Term (n = 18,345) Preterm (n = 3164)

Median
(IQR)

IQR/Median Min–Max Mean ± SD
Median
(IQR)

IQR/Median Min–Max Mean ± SD
Median
(IQR)

IQR/Median Min–Max Mean ± SD

Maternal age at
delivery (weeks)

33.7 (7.4) 0.2 14.8–48.6 33.4 ± 5.4 33.6 (7.4) 0.2 14.8–48.6 33.3 ± 5.4 34.3 (7.7) 0.2 15.6–46.9 34.1 ± 5.5

Gestational age
(weeks + days)

39 + 1 (2 + 1) 0.05 21 + 5–49 + 0 38.7 ± 2.3 39 + 3 (1.7) 0.04 37 + 0–49 + 0 39.4 ± 1.5 35 + 1 (3 + 0) 0.09 21 + 5–36 + 6 34.3 ± 2.7

Apgar 1 9 (0) 0 0–10 8.6 ± 1.2 9 (0) 0 0–10 8.8 ± 0.9 8 (2) 0.2 0–10 7.6 ± 2.1

Apgar 5 9 (0) 0 0–10 8.9 ± 0.8 9 (0) 0 0–10 8.9 ± 0.6 9 (1) 0.11 0–10 8.2 ± 1.5

Sex
prevalence (%)

Male 11,066 (51.4%) Male 9423 (51.4%) Male 1640 (51.8%)
Female 10,443 (48.6%) Female 8919 (48.6%) Female 1524 (48.2%)

Twins
prevalence (%)

Single 20,005 (93.1%) Single 17,999 (98.3%) Single 1977 (62.5%)
Double 1438 (6.6%) Double 317 (1.7%) Double 1121 (35.4%)

>2: 66 (0.3%) >2: 66 (2.1%)

Maternal country
of origin

prevalence (%)

Italy 16,032 (74.5%) Italy 13,649 (74.4%) Italy 2381 (75.2%)
Romania 1769 (8.2%) Romania 1512 (8.2%) Romania 257 (8.1%)
Morocco 768 (3.6%) Morocco 651 (3.6%) Morocco 116 (3.7%)

Nigeria 440 (2%) Nigeria 368 (2%) Nigeria 72 (2.3%)
Albany 292 (1.4%) Albany 252 (1.4%) Albany 40 (1.3%)

Peru 251 (1.2%) Peru 214 (1.2%) Peru 37 (1.2%)
Egypt 244 (1.1%) Egypt 218 (1.2%) Egypt 26 (0.8%)
China 152 (0.7%) China 136 (0.7%) China 17 (0.5%)
Other 1561 (7.3%) Other 1342 (7.3%) Other 221 (6.9%)
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Figure 2. Average number of daily births (A) and preterm births (B) by month of the year during the

3-year period under analysis (1 January 2015–31 December 2017).

3.3. Environmental Pollutants and Allergens

Table 2 shows a general description of the daily concentrations of chemical and
biological air pollutants in the area under study during the 3 years examined.
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Table 2. Distribution of daily concentrations of air pollution and aeroallergens during the three years

examined (1 January 2015–31 December 2017).

Available Data (Days) Median (IQR) Interquartile Ratio Min–Max Mean ± SD

PM2.5 (µg/m3) 996 17.0 (24.0) 1.4 5.0–163.0 25.6 ± 21.4

NO2 (µg/m3) 1081 49.9 (29.6) 0.6 10.9–129.8 54.1 ± 21.0

O3 (µg/m3) 1083 19.9 (51.1) 2.6 1.7–262.3 41.1 ± 46.6
Aeroallergens
(grains/m3)

888 11.8 (42.1) 28.1 0.0–563.0 36.0 ± 61.4

Chemical pollutants show rather high concentration levels, in accordance with the
situation already studied in this area [24,28]. Due to their natural seasonality, aeroallergen
concentrations showed larger variability as compared with chemical air pollutants (even if
chemicals also have a seasonality dependent on their primary and/or secondary origin).
According to the origin, pollutants are categorized as primary and secondary. Primary pol-
lutants are directly emitted from their sources, while secondary pollutants are either formed
by the atmospheric transformation of primary pollutants or other chemical compounds.
PM2.5, and NO2 (Figure 3A,D) showed a prevailing maximum level during the coldest
months, as expected due to its primary origin. Contrarily, O3 showed a behavior typical
of a pollutant of secondary origin (Figure 3B). Aeroallergens showed high concentrations
during warm season, and were virtually absent in winter (Figure 3C), as expected.

μ
μ
μ

 

− −

Figure 3. Mean concentration of each pollutant analyzed by month during the 3-years period under

analysis. AA: aeroallergens.

A positive linear association between PM2.5 and NO2 was detected (RR = 0.51, p < 0.01)
and negative associations of O3 with PM2.5 (RR = −0.34, p < 0.01) and NO2 (RR = −0.46,
p < 0.01). The associations between chemical pollutants and aeroallergens were weaker but
still significant (PM2.5, RR = 0.06, p < 0.01; NO2, RR = 0.04, p < 0.01; O3 RR = 0.08, p < 0.01).
All correlation plots are reported in Figure 4.
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Figure 4. Matrix correlation plot among pollutants under analysis. The red lines over histograms

represent the density function of that variable distribution. The red straight lines in scatter plots repre-

sents the correlation r 2 splope between the pollutants plotted in each scatter plot. AA: aeroallergens.

3.4. Correlations between Birth and Environmental Data

Potential confounders and their relationships were considered before the analysis.
Tables 1 and 2 summarize the mean number of daily births, air pollution concentrations,
and aeroallergen concentration according to the considered potential confounders. PTBs
were less frequent during weekends and holidays than during the other days. PM2.5 and
NO2 were inversely associated with temperature, due to their secondary component nature,
whose synthesis is favored by the sun. O3 and aeroallergens were positively associated with
temperature, as expected. Airborne pollution was lower during rainy days, as expected.

3.4.1. Preterm

The associations between exposure variables and PTB through the Poisson model
adjusted for all potential confounders (day of the week, holidays, summer population
decrease, daily temperature, daily relative humidity, and cumulative daily precipitations),
are summarized in Figure 5.
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Figure 5. Graphical representation of chemical pollutants under analysis (PM2.5, NO2, O3) and

aeroallergen (AA) concentrations relative risk and confidence interval association with PTB as per

7-days time lags. Red boxes underline significant factors with their relative lag RR. All models were

adjusted for day of the week, holidays, summer population decrease, and yearly medium/long-term

trend function.

With the exception of NO2, all pollutants were significantly associated with PTB at
some time lag:

(1) An increase of 10 µg/m3 of PM2.5 is associated with a significant 1.023 (RR 95% C.I.
1.003–1.043, p < 0.05) increased risk of PTB after 4 days.

(2) An increase of 10 µg/m3 of O3 is associated with a significant 1.025 (RR 95% C.I.
1.001–1.048, p < 0.05) increased risk of PTB after 7 days.

(3) An increase of 10 grains/m3 of aeroallergens is associated with an increased risk of
PTB from 2 to 7 days after exposure:

• 1.006 (RR 95% C.I. 1.002–1.012, p < 0.05) after 2 days;
• 1.009 (RR 95% C.I. 1.002–1.014, p < 0.01) after 3 days;
• 1.01 (RR 95% C.I. 1.004–1.016, p < 0.01) after 4 days;
• 1.007 (RR 95% C.I. 1.001–1.013, p < 0.04) after 5 days;
• 1.007 (RR 95% C.I. 1.0008–1.03, p < 0.05) after 7 days.

The characteristic lag distribution effects that are detectable for aeroallergens, i.e.,
either the significant effect detectable at lag7 or the not significant detectable at lag6, may be
related to the specific cohort under analysis. The results obtained suggest that aeroallergens
are likely to play a role in eliciting PTB, and this role is probably played over different days,
probably underlying a stronger proinflammatory effect on some specific target, according
to their characteristics. Further analysis with larger, more different cohorts, and more years
of data collection are needed in order to better elucidate the real significant nature and lags
of aeroallergens on PTB.
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3.4.2. Term

The correlation analysis between at-term delivery and chemical pollutants and aeroal-
lergens was performed in the exact same way as for PTB and the results are summarized in
Figure 6.

μ

Figure 6. Graphical representation of chemical pollutants under analysis (PM2.5, NO2, O3) and

aeroallergen (AA) concentrations relative risk and confidence interval association with full-term

births as per 7-days time lags. Red boxes underline significant factors with their relative lag RR.

All models were adjusted for day of the week, holidays, summer population decrease, and yearly

medium/long-term trend function.

Essentially, the results showed that no pollutant was significantly associated with an
increased risk of term delivery, with only two barely significant associations: an increase of
10 µg/m3 of NO2 resulted in an increased risk of 1.01 (RR 95% C.I. 1.002–1.021, p < 0.05)
after 5 days from exposure, and an increase of 10 grains/m3 of aeroallergens resulted in a
very fleble protective effect after 7 days from exposure (RR 0.996, RR 95% C.I. 0.999–0.993,
p < 0.05). No other air pollutants were associated at any time lag.

4. Discussion

Air pollution impact on PTB is well known and has been variously assessed, but spe-
cific time-frame evaluation is still lacking. The peculiar and complex nature of PTB, where a
long-term process (fetal development) is paired with an acute one (preterm delivery) needs
tailored models that are focused on specific outcomes and confounders based on the period
considered. While PTB has normally been assessed with models historically developed
for chronic diseases, no comprehensive model has been applied for correctly assessing
the short-term effects of air pollutants in a narrow temporal window before delivery. The
complex nature of PTB may lead to confusion in the interpretations of the different risk
effects identified through epidemiological studies, as reported. In fact, while the assessment
of long-term effects is of certain importance in order to elucidate the influence of prolonged
exposures in fetal development and subsequent predisposition to PTB, the assessment of
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short-term effects associated with actual delivery may pave the way to easier and more
effective interventions immediately applicable to prevent PTB. Long-term changes would
require radical and prolonged lifestyle changes, while short-term exposure preventive
measures could be performed more easily and immediately. Moreover, air pollution levels
are monitored widely and continuously in developed countries and the data are easily
retrievable, providing important information that may help in identifying acute exposure
thresholds [29–31], especially for at-risk pregnancies.

Regarding the regression model selection, as presented above, our analysis was specif-
ically aimed at investigating the precise acute effects of air pollution on potentially eliciting
preterm vs. full-term birth. This acute focus is the core behind model selection. The
graphical analysis of our data and the time distribution of daily births showed that the
variable is best approximated by Poisson distribution, with a higher λ in the case of at-term
births. Thus, a generalized linear Poisson model was considered to be the best model
for the analysis, according to previous literature reports that had focused on the same
acute effects under investigation [24–26]. On the one hand, the results of this specific
analysis approach show that a specific role of some specific proinflammatory air pollutants
in eliciting preterm births is detectable. On the other hand, this acute inductive effect of
air pollution is undetectable in the case of full-term births, in which we identify different
effects of the various pollutants under analysis. According to the aim of our analysis, this
difference may reflect some addictive effects of pregnancy-related pathological conditions
that are brought to delivery by air pollution-related stress in the case of preterm births,
while the same effects are likely compensated for in physiological full-term births.

Our results show that air pollutants could play significant roles on PTB in the days im-
mediately preceding delivery. In the 7 days preceding PTB delivery, an increased exposure
to airborne chemicals and aeroallergens is detectable. An exposure to PM2.5, 5 days preced-
ing PTB, increases its risk by 2.3% for every 10 µg/m3 PM2.5. In a similar manner, 7 days
before PTB, an exposure to O3 increases its risk by 2.5% every 10 µg/m3. Fascinatingly, an
increased exposure of 10 grains/m3 of aeroallergens showed an almost continuous (from
day 2 to day 7) increase of risk of ~1% on PTB, further testifying their strong inflammatory
nature that has been revealed in asthma and other diseases. Interestingly, none of these
effects were detectable on physiological term delivery. Contrarily, aeroallergens resulted in
a weak but protective effect, and NO2 that showed no effect on PTB resulted in an increased
~1% risk of delivery every 10 µg/m3 at 5 days time lag. This fascinating difference between
PTB and term births may testify the different trigger effects that these pollutants play in
at-risk vs. physiological pregnancies, where the latter might have enough resources to cope
with this proinflammatory noxa. This difference may be related to molecular differences
in inflammatory pathways elicited by these pollutants on different physical states, whose
deeper exploration is mandatory to better clarify PTB pathophysiology. Our analysis is
corrected for all possible environmental, seasonal, and social confounding factors that
frequently bias these analyses, as testified by the significant differences in PTB vs. term in-
cidence once grouped by day of the week, holidays, population decrease, and temperature.

Due to the huge number of individuals exposed, air pollution may explain an impor-
tant portion of cases, and allow preventive strategies. For example, consider an annual
mean concentration of PM2.5 of ~25 µg/m3 in the Turin area [32] versus 10 µg/m3 in
nearby Switzerland, this single difference can lead to an increased ~5% risk of PTB only
attributable to PM2.5 levels. Considering ~1050 PTB cases per year, this represents ~50 PTB
cases only attributable to PM2.5 exposures during days immediately preceding delivery.

The focus on a narrow time frame before delivery is of core importance for both
the abrupt nature of preterm delivery and applicable potential preventive measures. For
example, a strong recommendation for at-risk women to avoid highly polluted areas in
the last trimester of gestation may easily save several newborn lives and may avoid PTB-
related complications. Moreover, as previously explained, Il-1, IL-6, and TNF-a, among
other inflammatory cytokines, exert a central role in PTB and are increasingly produced as a
consequence of air pollution exposure. In this regard, pollutant-induced acute inflammation
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may offer the molecular explanation for this relationship, and inflammation can also be
effectively and safely monitored through these biomarkers.

Study limitations: The limitations of the current studies are mainly related to the
single-center nature of the study and the highly polluted area considered. In fact, the
area under analysis is a particularly polluted area, and thus, a good candidate in order to
elucidate the possible role of air pollution exposure on PTB, but RR and exposure effects
may vary in other areas. The single-center nature of the study is also associated with the
absence of spatial resolution, as only one monitor served for all patients under analysis.
Moreover, air pollutants have been recorded in a single site relatively close to the hospital,
which is the only one available with such precise measurement. We considered such
measurements as indicators for the overall area under analysis, even if a measurement of
each woman’s living place would lead to a much more accurate analysis. Another main
limitation of the current study is the absence of laboratory testing for inflammation markers
in the cohort under analysis, as this was intended as an exploratory analysis in order to
confirm/exclude possible roles of such molecules on PTB. Inflammation marker testing is
currently being performed on a subcohort of the presented one, as a continuation of the
current work. The multiple comparison of lag times could result in a type I error; to be
consistent with the same model presented in our previous work [24] we did not correct for
Bonferroni, in order to avoid exclusion of interesting trends. Nonetheless, the Bonferroni
threshold over the 7-day lag comparison would set a 0.007 p-value threshold.

5. Conclusions

Our findings suggest that a specific role of some specific proinflammatory air pol-
lutants on delivery induction is detectable in PTB, while lower and different direction
effects are detectable in full-term births. This fascinating difference advocates for extensive
studies on air pollutant proinflammatory pathophysiology mechanisms and their specific
relationships with PTB. In this view, further identification of physiological differences
underlying such relationships may help to identify potential pharmacological targets that
would further help to prevent PTB. Moreover, to the best of our knowledge, our analysis
is the first analysis that has specifically focused on acute eliciting effects of air pollutants
on PTB vs. full-term births. We were able to detect pollutant effects that have not been
previously reported, probably due to their specific proinflammatory short-term effects,
which were undetectable in the case of long-term studies that have represented the main
approach to date. Thus, in particular, it is important to broaden our time-frame reference
when investigating such complex matters, in which an overlap of long- and short-term
effects plays a role on the same outcome, elaborating specific models that are able to con-
sider precise time frames to differently investigate chronic vs. acute effects. Finally, the
detection of precise short-term acute effects of air pollutants on PTB advocates for the
implementation of preventive regulations regarding air quality, especially in urban centers
and for at-risk pregnancies. Considering the huge number of pregnant women exposed,
it is of central importance to further investigate this relationship and possible preventive
thresholds, in order to rapidly and easily apply air pollution-related recommendations
for the last months of pregnancies and to further reinforce the beneficial effects of policies
aimed at reducing air pollution. These anti-pollution policies may prevent a huge number
of PTBs, alongside other countless beneficial effects on other well known and reported
aspects of human health.
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The role of phase I, phase 
II, and DNA‑repair gene 
polymorphisms in the damage 
induced by formaldehyde 
in pathologists
Federica Ghelli1, Enrico Cocchi1, Martina Buglisi1, Giulia Squillacioti1, Valeria Bellisario1, 
Roberto Bono1,3* & Alfredo Santovito2,3

Formaldehyde (FA) is a human carcinogen used as formalin in hospital laboratories. We evaluated its 
association with human chromosomal aberrations (CAs) and the risk/protective role played by several 
genetic polymorphisms in this relationship, on a cohort of 57 exposed pathologists vs 48 controls. All 
subjects were assessed for CAs on peripheral blood lymphocytes and genotyped for the most common 
cancer‑associated gene polymorphisms which could be related with the genotoxic outcome: CYP1A1 
exon 7 (A>G), CYP1A1*2A (T>C), CYP2C19*2 (G>A), GSTT1 (Positive/Null), GSTM1 (Positive/null), 
GSTP1 (A>G), XRCC1 (G399A), XRCC1 (C194T), XRCC1 (A280G), XPD (A751C), XPC exon 15 (A939C), 
XPC exon 9 (C499T), TNFα − 308 (G>A), IL10 − 1082 (G>A), IL10 − 819 (C>T) and IL6 − 174 (G>C). Air‑FA 
concentration was assessed through personal samplers. The comparison between pathologists and 
controls showed a significantly higher CAs frequency in pathologists. Significant positive correlations 
were found between CAs frequency and air‑FA concentration while significant associations were found 
between variation in CAs frequency and the mutated allele for CYP1A1 exon 7 (A>G), CYP2C19*2 
(G>A), GSTT1‑positive, GSTM1‑positive and XRCC1 (G399A). Our study confirms the role of FA as 
genotoxicity inductor, even in workers chronically exposed to low air‑FA levels and reveals the role 
played by some genetic polymorphisms in this association, highlighting the importance of individual 
susceptibility biomarkers assessment in occupational health studies.

Formaldehyde (FA) is a compound produced worldwide and employed in an extremely wide variety of industrial 
and medical  processes1, resulting in a widespread exposure in both environmental and occupational  contexts2. As 
it is well-known, FA is responsible of several biological effects, even at lower concentrations than those recom-
mended by the American Conference of Governmental Industrial Hygienists (ACGIH)3,4. Workers exposed to 
FA are at increased risk of cancer, especially nasopharyngeal cancer and myeloid  leukaemia5. Due to these effects, 
FA is classified as a group I human carcinogen by the International Agency for Research on Cancer (IARC) since 
 20065–7; nevertheless, considerable discrepancies remain among guidelines suggested for occupational exposure 
to FA. The ACGIH recommended a Threshold Limit Value-Ceiling (TLV-C) of 0.3 ppm until 2016; the value was 
then dropped to a Time Weighted Average (TLV-TWA) of 0.1 ppm (0.120 mg/m3) and a Short Term Exposure 
Limit (TLV-STEL) of 0.3 ppm (0.370 mg/m3). Conversely, the European Scientific Committee on Occupational 
Exposure Limits recently suggested a FA-related TWA of 0.3 ppm, but a STEL of 0.6 ppm (0.740 mg/m3)8.

Formalin is an aqueous solution usually containing 37–40% by weight of dissolved FA: its easy preparation 
and low cost make this compound the main cytological fixative in pathology laboratories  worldwide9,10. Despite 
these advantages, the health and safety risks associated with formalin use are currently a matter of concern and FA 
toxicity is nowadays the main issue for its abolition in pathology  laboratories3,10,11. Moreover, chronic exposures 
to FA, such as those present in workplaces, are suspected to be related to genotoxic  effects9.
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The FA genotoxic effect in occupationally exposed workers is still debated. Cytogenetic outcomes, such 
as increased chromosomal aberrations (CAs) and micronucleated cells (MNc), were reported in some bio-
monitoring  studies12,13 on chronic exposures, while this evidence was lacking in other published  reports14,15.

However, the genomic damage level due to occupational exposure to xenobiotics depends also on the indi-
vidual susceptibility. From the genetic point of view, this is due to polymorphisms in a battery of genes, mainly 
involved in metabolic and DNA-repair  pathways16.

Phase I metabolic enzymes mostly consist of the cytochrome P450 (CYP) superfamily of microsomal 
 enzymes17 catalysing oxidative  reactions18, while phase II enzymes, such as glutathione S-transferases (GSTs), 
role is to increase the hydrophilicity of the xenobiotic compounds through conjugation  reactions17. FA is quickly 
detoxified in the nasal tissues by oxidative reactions catalysed by glutathione-dependent and independent dehy-
drogenases, primarily the alcohol dehydrogenase  519.

In order to safeguard the genome’s integrity and to prevent the potentially mutagenic consequences of DNA 
modifications, the cells evolved several mechanisms of DNA repair, according to the type of damage. The Base 
Excision Repair (BER) and the Nucleotide Excision Repair (NER) correct DNA small base changes (oxidation or 
alkylation) and bulky adducts, pyrimidine dimers and inter-strand cross-links,  respectively20. These DNA-repair 
genes, which are involved in the protection mechanism against cancer development, are  polymorphic20. Several 
evidences reported that defects in these DNA repair mechanisms could reduce FA tolerance at cellular  level21.

Finally, several lines of evidence recently showed the FA role as oxidative stress  inductor3,22. This imbal-
ance between the production of Reactive Oxygen Species (ROS) and the capacity of the antioxidant system to 
counteract them, leads to biomolecular damages triggering inflammation, testified by massive proinflammatory 
cytokine  release23, which is in turn related to carcinogenesis. Some cytokine gene polymorphisms, moreover, 
were found to modulate the amount of genomic damage associated with inflammatory and cancer diseases. As 
example, TNF-α, IL-2, IL-6, and TGF-β1 polymorphisms have been showed to influence CAs level in cultured 
human peripheral blood lymphocytes (PBL)24–26. Despite of all these lines of evidence, the role of cytokine gene 
polymorphisms in modulating the FA exposure associated damage has not been completely clarified  yet26.

In order to better elucidate the chronic FA genotoxic effect, we evaluated CAs frequency in PBL of pathologists 
chronically exposed to low air-FA concentration. This allows the detection of cells carrying unstable aberrations 
(i.e. chromosome and chromatid breaks, fragments) leading, in turn, to cell death during  proliferation27. An 
increased CAs frequency in PBL is, thus, a powerful predictor of cancer risk significantly associated with the 
early events of carcinogenesis, as confirmed by previous studies in  literature28. In order to evaluate the individual 
susceptibility role, sampled subjects were assessed for phase I, phase II, and DNA-repair gene polymorphisms, 
involved in the biotransformation, inactivation, and the DNA-repair processes, respectively. We analysed the 
most studied cancer-associated gene  polymorphisms29,30, namely Cytochrome P450 1A1 (CYP1A1) exon 7 (A>G) 
CYP1A1 2A (T>C), CYP2C19*2 (G>A), GSTT1, GSTM1, GSTP, X-ray repair cross-complementing group 1 
(XRCC1) 399 (G>A), 194 (C>T), 280 (A>G), Xeroderma pigmentosum complementation group C (XPC) exon 
15 (A>C), XPC exon 9 (C>T) and Xeroderma pigmentosum complementation group D (XPD) (A>C). Finally, 
since cytokines play a fundamental role in the inflammatory process leading to genomic  damage26, we assessed 
polymorphisms in TNF-α (− 308, G>A), IL-10 − 1082 (G>A), IL-10 (− 819, C>T), IL-6 (− 174, G>C) as well.

The aim of the present study is thus to evaluate the role of chronic occupational FA exposure risk levels and 
the role of some genetic polymorphisms as possible modulators of genotoxic effects, in workers chronically 
exposed to low air-FA concentrations.

Results
The epidemiologic sample includes 57 pathologists and 48 controls. In Table 1 are reported the demographic 
characteristics of the study population and the measured air-FA concentration on the sampling day. As expected, 
pathologists turned out to be exposed to an air-FA concentration significantly higher than controls (p < 0.001). 
No significant differences were found, instead, between the two groups concerning confounding factors such as 
sex, age, smoking habits and years of employment.

In Table 2 the level of genotoxic damage in the two sample groups is reported. We found three types of aber-
rations: chromatid break, chromosome break and acentric fragment. As can be seen, when compared to the 
control group, pathologists showed higher CAs and Ab.C frequencies (p < 0.001). The difference in CAs frequency 
between exposed and controls subjects is shown in Fig. 1.

The analyses of correlations performed on the whole sample showed a significant positive correlation between 
age and years of employment (r = 0.83, p < 0.001), CAs and Ab.C frequencies (r = 1.00, p < 0.001), CAs frequency 
and air-FA concentration (r = 0.33, p < 0.001) and, lastly, Ab.C frequency and air-FA concentration (r = 0.33, 
p < 0.001).

Multiple linear regressions were carried out to investigate the influence of the genetic profile in CAs frequency.
The model (Model M0) includes all genetic polymorphisms (wt vs carriers of at least one mutated allele) 

and confounding factors. There was a significant relationship between CAs frequency and exposure to air-FA 
(β = 1.027; p < 0.001), CYP1A1 exon 7 (A>G) (β = 0.353; p = 0.019), CYP2C19*2 (G>A) (β = 0.504; p = 0.007), 
GSTT1-positive (β = − 0.447; p = 0.004), GSTM1-positive (β = − 0.533; p = 0.001) and XRCC1 (399, G>A) (β = 
− 0.331; p = 0.044) genotypes. A tendency in increasing CAs frequency, albeit not significant, was found for IL-10 
1082 (G>A) genotype (β = 0.292; p = 0.054). Figure 2 shows the Relative Risk (RR) of developing CAs according 
to the presence of mutated allelic variants of the gene considered.

Discussion
Despite the growing awareness regarding the harmful effects of air-FA exposure, FA is currently employed in 
hospital pathology laboratories raising concerns about pathologists  safety31,32.
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Many studies demonstrated the FA genotoxicity both in vitro and in vivo, considering various biological 
systems and  endpoints5. Moreover, occupational and environmental exposures are often chronic and mixed, and 
the analysis of their outcomes should take into account also the eventuality of a cumulative genomic instability 
induced by chronic  exposures33.

As expected, we found significantly higher CAs and Ab.C frequencies in pathologists than in controls, in 
agreement with literature evidence, even though conflicting results can be  found12,34,35. In this regard, Costa 
et al.34 reported that even at an average FA concentration of 0.38 ppm (i.e., 0.47 mg/m3) frequencies of cytoge-
netic parameters, such as CAs, were significantly higher in pathologists than in controls. In order to explain 
the mechanisms leading to FA-induced genotoxicity, several hypotheses have been proposed: DNA–protein 
cross-links, damage to proteins required for the mitotic process and reduced expression of paxillin, an essential 
component of the abscission machinery required to complete cytokinesis, which may lead, respectively, to DNA 
replication stress and DNA breaks, chromosome malsegregation during nuclear division and cytokinesis failure 
leading to micronucleus formation and  aneuploidy7. Moreover, the inflammatory process, due to the activation 
of neutrophils and eosinophils and/or the altered redox balance in the bone-marrow could play a central role in 
DNA strand breaks induced by  ROS7.

The harmful effects of xenobiotics exposure is extremely shaped by individual susceptibility. The analysis 
of metabolic and DNA-repair gene polymorphisms in risk assessment of hazardous chemicals assume thus 
particular  importance5,26.

Table 1.  Demographic characteristics and air-FA exposure level of subjects belonging to the studied groups. 
n number of analysed subjects, S.D. standard deviation. * P < 0.001, Kruskal–Wallis, Significantly higher with 
respect to Controls.

Pathologists (n = 57) Controls (n = 48)

Sex (n)

Males 29 25

Females 28 23

Age (years)

Mean ± S.D. 42.632 ± 8.778 40.208 ± 9.711

Range 25–58 25–70

Smokers (n) 14 9

Number of cigarette/day (mean ± S.D.) 12.857 ± 10.939 13.667 ± 4.272

Years of smoking habit (mean ± S.D.) 19.643 ± 8.554 16.111 ± 7.688

Non-smokers (n) 43 39

Years of employment (years)

Mean ± S.D. 11.246 ± 7.886 12.125 ± 7.482

Range 1–33 2–32

Air-FA (μg/m3)

Mean ± S.D. 64.197 ± 32.385* 19.065 ± 5.173

Table 2.  Frequencies of chromosomal aberrations and cells with aberrations in metaphases of lymphocytes 
from studied subjects. N number of analysed subjects, NSM number of scored metaphases, B′ chromatid 
breaks, B″ chromosome breaks, AF acentric fragments, CAs chromosome aberrations, Ab.C cells with 
aberrations, S.D. standard deviation. *P < 0.001, Kruskal–Wallis, significantly higher with respect to Controls. 
A P = 0.046, Kruskal–Wallis, significantly higher with respect to Females. B P = 0.020, Kruskal–Wallis, 
significantly higher with respect to Males.

Groups N NSM B′ B″ AF Total CAs Total Ab.C CAs/NSM % mean ± S.D Ab.C/NSM % mean ± S.D

Pathologists 57 11,400 125 29 28 182 181 0.016 ± 0.012* 0.015 ± 0.011*

Males 29 5800 77 15 19 111 110 0.019 ± 0.013 A 0.019 ± 0.013 A

Females 28 5600 48 14 9 71 71 0.013 ± 0.010 0.013 ± 0.010

Smokers 14 2800 38 5 3 46 46 0.016 ± 0.015 0.016 ± 0.015

Non-smokers 43 8600 87 24 25 136 135 0.016 ± 0.011 0.016 ± 0.011

Controls 48 9600 42 9 18 69 68 0.007 ± 0.006 0.007 ± 0.006

Males 25 5000 14 5 8 27 26 0.005 ± 0.006 0.005 ± 0.006

Females 23 4600 28 4 10 42 42 0.009 ± 0.005 B 0.009 ± 0.005 B

Smokers 9 1800 5 2 3 10 9 0.006 ± 0.004 0.005 ± 0.004

Non-smokers 39 7800 37 7 15 59 59 0.008 ± 0.006 0.008 ± 0.006
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In this context, we focused on the role of several genetic polymorphisms in modulating CAs frequency in 
subjects occupationally exposed to air-FA compared to a control group.

We found a significant effect of some genetic polymorphisms in CAs frequency modulation, even among 
genes coding for enzymes not directly involved in FA metabolism.

Specifically, among genes coding for phase I metabolism enzymes, we found a significant increase in CAs 
frequency in carriers of CYP1A1 exon 7 (A>G) and CYP2C19*2 (G>A) polymorphisms. These genes are members 
of the cytochrome P450 superfamily of enzymes, mixed-function mono-oxygenases responsible for metabolizing, 

Figure 1.  CAs frequency in exposed and control groups.

Figure 2.  RR (95% CI) of developing CAs according to the various mutated allelic variants of genes considered 
in the present study, FA exposure and confounding factors as age, years of exposure, sex and cigarette/day 
(Model M0).
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mainly via oxidative reactions, several exogenous and endogenous compounds, including steroids, fatty acids, 
retinoid, drugs, vitamins, procarcinogens/promutagens, and environmental  compounds36,37.

The CYP1A1 Ile462Val substitution in the heme-binding domain of exon 7, leads to a concurrent increase 
in the catalytic activity of the protein and was associated with lung cancer  risk38,39. The Ile/Ile genotype was also 
found to be associated with an increase of aberrant cells, and to be a CAs  predictor40. Contrary, other studies 
did not find any  association41.

Common variants of the CYP2C19 gene are associated with impaired drug metabolism. CYP2C19*2 results 
from a guanine (G) to adenine (A) transition at position 681 in exon 5, producing an aberrant splicing site and 
encoding enzymes with decreased  activity42. This polymorphism was related to genotoxicity in a previous study 
of Santovito et al., where CYP2C19 A/A subjects turned out to show a frequency of sister chromatid exchanges 
(SCEs) significantly higher with respect to the CYP2C19 G/G homozygote  genotypes43.

In phase II enzymes, we found a significant CAs frequency decrease in GSTT1-positive and GSTM1-positive 
subjects. Accordingly, the higher frequency of genotoxic damage in carriers of the null-allele could be explained 
considering the role of these genes and their mutations on metabolism. The glutathione S-transferases represent 
an important group of enzymes, which detoxify both endogenous and exogenous compounds, included pharma-
ceuticals and environmental  pollutants44. The GSTM1 and GSTT1 polymorphisms consist both in the deletion 
of a part of the gene, leading, in homozygous individuals, to a lack of the enzyme  activity45. In literature, the 
GSTM1-null and GSTT1-null genotypes have been related to increased risk for several cancers, such as lung and 
colorectal  cancer45. These are enzymes directly involved in the FA metabolism. Due to its high-water solubility 
and reactivity, indeed, airborne FA is absorbed mainly (~ 90%) in the upper respiratory tract, where it quickly 
forms intermolecular and intramolecular cross-links within proteins and nucleic acids at the site of contact. It is 
also rapidly metabolized to formate by FA-dehydrogenase requiring glutathione: the depletion of this compound 
in the absorbing tissues results in more FA bound to DNA within  cells46,47. While some reports showed no effect 
of these polymorphisms in modulating the level of genomic  damage12,34,45,46, others found a significant associa-
tion. As example, Santovito et al.43 observed higher frequencies of SCEs, CAs, and Ab.C among pathologists with 
GSTT1-null genotypes than in the reference group. Several other epidemiological studies evaluating exposure 
to organic solvents, reported the GSTM1-null genotype associated with an increase in cytogenetic biomarkers, 
probably due to the absence of detoxification activity that may affect the amount of DNA  damage48,49.

Since DNA damage is a key step in the carcinogenic  process50, we also considered polymorphisms in both 
BER and NER pathways. Unexpectedly, we found a significant relationship only for XRCC1 (399, G>A) poly-
morphism, which turned out to be related to a reduction in CAs frequency. The X-ray cross-complementing 
group 1 (XRCC1) is a major DNA repair gene involved in base BER, which is able to fix DNA base damage and 
single-strand breaks through interacting with DNA components at the damage site. The polymorphisms related 
to this gene have been linked to the development of several types of  cancer51,52. Specifically, the XRCC1 Arg-
399Gln polymorphism has been reported to reduce the oxidative damage repair activity and the 399Gln allele has 
been shown to be related to higher mutagen sensitivity and higher levels of DNA  adducts53. Therefore, our result 
appears to be inconsistent with the gene function. Nevertheless, in literature contrasting results can be found. In 
workers exposed to organic solvents, Hoyos-Giraldo et al. reported that the XRCC1 Arg399Gln polymorphism 
carriers did not have a significant CAs frequency increase compared to the wild type genotype carriers. Con-
trary, in benzene-exposed workers, a significant CAs frequency increase related to by XRCC1 Arg399Gln variant 
was  reported48. As well, in a study on active and passive smokers, Gln/Gln carriers reveal a significantly higher 
number of aberrations than the Arg/Gln and Arg/Arg genotypes in both the controls and exposed  subjects54.

No significant relationship was found between CAs frequency and XRCC1 (280, A>G) polymorphism, even 
though in literature this association has been  reported48.

Finally, inflammation and oxidative stress are knowingly interdependent pathophysiological  processes55. 
Since these are two possible mechanisms through which FA could explain its harmful effects, we evaluated the 
role of polymorphisms on both pro- and anti-inflammatory cytokines genes. No significant result was found, 
according to the study of Santovito et al.26, which found no association between cytogenetic damage and TNFα 
− 308 (G>A), IL10 − 1082 (G>A) and IL10 − 819 (C>T) gene polymorphisms, with the only exception of 
homozygous genotypes for IL-6 G allele, that showed a significant decrease in the frequency of SCEs compared 
to heterozygous subjects.

These results, however, should be considered cautiously, as we did not consider the eventual effect of all the 
possible confounding factors that could modulate the studied outcomes, such as the plethora of chemicals to 
whom pathologists could be exposed in various degrees in laboratories.

Conclusions
Our study confirms FA genotoxic effect, even in workers chronically exposed to low FA levels. Several genetic 
polymorphisms in metabolism and DNA-repair pathways seem to have an influence in modulating the effect 
of FA exposure. These findings further highlight the importance of individual susceptibility biomarkers assess-
ment in occupational studies. Due to the extreme FA widespread presence in environmental and occupational 
settings, studies on both harmful effects related to FA exposure and modulators are crucial to elaborate effective 
Public Health preventive strategies.

Materials and methods
Epidemiological sample. The epidemiological sample consist of 57 workers occupationally exposed to FA 
enrolled in two pathology wards of Turin (Italy) and forty-eight hospital workers not exposed to FA recruited 
in the same two hospitals as control group. Each volunteer signed an informed consent form. The sampling was 
performed on Wednesday of each sampling week, engaging five to eight subjects every time. Since, routinely, the 
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exposure to FA in pathology wards occurs mainly via inhalation, each participant wore a personal passive sam-
pler for the measurement of air-FA concentration during the sampling-day work shift. At 4 p.m. of the same day, 
each subject provided a venous blood sample and answered to a questionnaire administered by one interviewer. 
The study was approved by the Bioethical Committee of the University of Turin and was performed in accord-
ance with the ethical standards laid down in the 2013 Declaration of Helsinki.

Questionnaire. The questionnaire was administered to each subject by an interviewer to obtained infor-
mation about demographic characteristics (sex, age), personal habits (smoking) during the last year, and work 
characteristics (length in years of service working and type of work).

Personal air‑FA collection and analysis. FA air samples were collected for working shift (8  h) on 
Wednesday using passive personal air samplers clipped near the breathing zone of the subject, according to 
Santovito et al.12.

Blood sample collection and chromosomal aberration analysis. Blood sample collection and chro-
mosome aberration analysis were performed according to Santovito et al.12. DNA extraction and genotyping 
procedure were carried out as described in Ruberto et al.56. Primer sequences, melting temperatures, PCR meth-
odologies used, and expected PCR product sizes are reported in Supplementary Table S1 online.

Statistical analyses. Statistical analysis was assessed using the SPSS software statistical package pro-
gramme (version 22.0, Chicago, USA) and R (R version 4.0.2). Differences between sex, mean age and years 
of employment (y.e.) among and between groups were evaluated by analysis of variance. A non-parametric 
Kruskal–Wallis test was used to compare age, mean y.e. and CAs frequency between groups.

Multivariate general linear model, with Bonferroni’s correction, was used to evaluate the influence of age 
and years of exposure on CAs frequency in both groups. All p-values were two tailed and the level of statistical 
significance was set at p < 0.05 for all tests.

Association between both genetic and environmental variables with the level of genomic damage was evalu-
ated by Poisson regression model, due to a Poisson nature and distribution of the dependent variable (CAs) 
(Supplementary Fig. S1 online). Genetic variables were considered both in binarized (wild type vs. any mutated 
allele) and multiallelic (wild type vs. heterozygous vs. homozygous).

Data availability
The datasets generated during and/or analysed during the current study are available from the corresponding 
author on reasonable request.
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Abstract

Formaldehyde (FA) is a ubiquitous toxic chemical employed worldwide due to its disinfectant and preservative properties. 
Despite being classified as a human carcinogen, FA is still employed as formalin in pathology wards as standard fixative. We 
evaluated its relationship with the formation of sister-chromatid exchanges (SCEs) in cultured peripheral blood lymphocytes 
on 57 pathologists and 48 controls and the risk/protective role played by several genetic polymorphisms. All subjects were 
assessed for SCEs and genotyped for the most common cancer-associated gene polymorphisms: CYP1A1 exon 7 (A > G), 
CYP1A1*2A (T > C), CYP2C19*2 (G > A), GSTT1 (presence/absence), GSTM1 (presence/absence), GSTP1 (A > G), XRCC1 
(G399A), XRCC1 (C194T), XRCC1 (A280G), XPC exon 15 (A939C), XPC exon 9 (C499T), TNFα − 308 G > A), IL10 − 1082 
(G > A), and IL6 − 174 (G > C). Air-FA concentration was assessed through passive personal samplers. Pathologists, exposed 
to 55.2 μg/m3 of air-FA, showed a significantly higher SCEs frequency than controls, exposed, respectively, to 18.4 μg/m3. 
Air-FA was directly correlated with SCEs frequency and inversely with the replication index (RI). Regression models showed 
FA exposure as a significant predictor in developing SCEs, while did not highlight any role of the selected polymorphisms. 
Our study confirms the role of low air-FA levels as genotoxicity inductor, highlighting the importance to define exposure 
limits that could be safer for exposed workers.

Keywords Formaldehyde · Genotoxicity · Biomonitoring · Occupational exposure

Introduction

Formaldehyde (FA) is a ubiquitous toxic highly reactive 
chemical with carcinogenic properties (Zhao et al. 2021; 
Kang et al. 2021). FA is the result of both natural and anthro-
pogenic processes, and its industrial employment is extended 
worldwide. It is a well-known disinfectant and preservative 
to which humans are exposed mainly by respiratory way, 
in both life and occupational settings. Workers directly 
involved in the production or use of FA and FA-based com-
pounds, are exposed to higher concentration of this pollutant 
than the general population (Motta et al. 2021; Kang et al. 

2021). Due to its ability in preserving cell and tissue mor-
phology, formalin, an aqueous solution containing dissolved 
FA, is widely used in pathology wards (Shaham et al. 2002; 
Motta et al. 2021). Pathologists are exposed to FA in several 
steps of their workflow. The most relevant exposure happens 
in the grossing room, when workers manipulate the anatomic 
samples soaked in formalin. Particularly, “sampling” step, 
when pathologists handle the pieces from formalin container 
and the “rinsing” step to avoid the formalin excess under 
running water before slicing are the occasion when the prox-
imity between the operator and the formalin jar determine 
the higher exposure to FA vapour (Vimercati et al. 2010). FA 
is currently classified as human carcinogen, based on studies 
on nasopharyngeal cancer and leukaemia (IARC Working 
Group on the Evaluation of Carcinogenic Risks to Humans. 
et al. 2006). The mechanisms by which FA could be involved 
in causing cancer are not completely clear to date; several 
pathways have been proposed, including epigenetic effects, 
DNA reactivity, chromosomal breakage, and oxidative stress 
(Costa et al. 2015).
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Cytogenetic biomarkers as Sister-Chromatid Exchanges 
(SCEs), assessed in cultured peripheral blood lymphocytes 
(PBL), are reliable tools widely employed in human biomon-
itoring to assess FA-related DNA damage level and, in turn, 
genotoxic effects (Norppa 2004; Santovito et al. 2014, 2015; 
Costa et al. 2019). SCEs are the result of DNA replication 
product interchanges between sister chromatids at apparently 
homologous loci (Norppa 2004). This phenomenon is due to 
molecules able to form covalent adducts to DNA or to inter-
fere with DNA metabolic processes (Santovito et al. 2014).

Several studies to date assessed increased SCEs fre-
quency as a consequence of FA exposure, both in vitro and 
in exposed worker’s PBL (Shaham et al. 2002; Speit et al. 
2007; Costa et al. 2008, 2019; Bernardini et al. 2020).

In this scenario, the individual genetic background is a 
key factor in shaping the response to FA exposure (Ber-
nardini et al. 2020), with several polymorphisms able to 
influence its genotoxic effect, that can be used as susceptibil-
ity biomarkers (Šrám and Binková 2000). As example, any 
polymorphism involved in the xenobiotic metabolism or in 
the DNA damage repair pathways may affect the individual 
susceptibility to genotoxic agents (Norppa 2004).

Enzymes involved in xenobiotic biotransformation are 
generally classified into Phase I and Phase II enzymes, 
according to the reactions they catalyse (Jancova et  al. 
2010). Phase I enzymes include mostly enzymes belonging 
to the cytochrome P (CYP) 450 (CYP450) family, which is a 
key factor in oxidative reactions, resulting in transformation 
of a parent compound to more polar metabolite(s) (Swinney 
et al. 2006; Jancova et al. 2010). The metabolites obtained 
are often electrophilic molecules able to bind proteins and 
nucleic acids, leading thus to an alteration of cellular func-
tions (Aladesanmi et al. 2017). Conversely, phase II enzymes 
are mostly transferases responsible of conjugation reaction, 
aiming at the transformation of xenobiotic or phase I enzyme 
products into easily excretable molecules (Swinney et al. 
2006; Jancova et al. 2010). One of its major components are 
glutathione S-transferases (GSTs), which catalyse the con-
jugation of the glutathione reduced form (GSH) (Tan et al. 
2017). In this regard, subjects exposed to FA carrying the 
CYP2E1 intronic polymorphism (rs6413432) seems to have 
higher levels of genetic damage (Costa et al. 2015). Simi-
larly, GSTM1 and GSTT1 null-alleles seem to be related to 
an enhanced genotoxic effect in FA-exposed workers (Costa 
et al. 2008; Ghelli et al. 2021). On the other side, DNA 
repair mechanisms are crucial to counteract DNA dam-
age due to xenobiotic and carcinogens exposure. Polymor-
phisms in genes involved in the Nucleotide Excision Repair 
(NER) and in the Base Excision Repair (BER) pathways 
have been associated with increased risk for several types 
of cancer, including head, neck, and lung cancer (Costa 
et al. 2008). Finally, FA is known to be a powerful oxida-
tive stress (OS) inductor (Bellisario et al. 2016; Bono et al. 

2016). OS and inflammation are interdependent processes 
leading to an alteration in the ROS production and, in turn, 
in the release of proinflammatory cytokines (Hussain et al. 
2016). Cytokines are soluble factors involved in regulat-
ing and promoting the immune response at cellular level 
with a pleiotropic function (Santovito et al. 2012; Barnes 
and Somerville 2020). Polymorphisms in IL-6 and TGF-β1 
gene, coding, respectively, for a pro-inflammatory and an 
anti-inflammatory cytokine, seems to influence SCEs level 
in cultured human PBL of FA exposed workers (Santovito 
et al. 2016).

The possible role of phase I, phase II, DNA-repair, and 
cytokine gene polymorphisms in modulating the genotoxic 
effect of FA exposure in workers chronically exposed has to 
be better understand. Thus, we assessed the SCEs frequency 
in PBL of professionals working in pathology wards and 
genotyped them for a battery of gene polymorphisms. These 
last are: Cytochrome P450 1A1 (CYP1A1) exon 7 (A > G), 
CYP1A1 2A (T > C), CYP2C19*2 (G > A), GSTT1, GSTM1, 
GSTP, X-ray repair cross-complementing group 1 (XRCC1) 
399 (G > A), 194 (C > T), 280 (A > G), Xeroderma pigmen-

tosum complementation group C (XPC) exon 15 (A > C), 
exon 9 (C > T), TNF-α, IL-6, IL-10 − 1082 (G > A).

Materials and methods

Epidemiological sample and questionnaire

The epidemiological sample for this study included 105 
workers, 57 pathologists recruited in two pathological wards 
of two Turin hospitals (Northwestern Italy) and 48 health-
care workers, recruited in the same medical facilities. The 
control group included mainly nurses and support personnel 
operating in different wards and not involved in tasks requir-
ing the manipulation or the exposure to FA-based chemicals, 
such as formalin, or other carcinogenic compounds. Each 
subject accepted voluntarily to participate and signed an 
informed consent form prior to their inclusion in the study. 
The study was approved by the University of Turin bioethi-
cal committee (Ethics Committee of Azienda Ospedaliera 
Città della Salute e della Scienza of Torino—protocol code 
0071900, 25 June 2013 and protocol code 0094007, 9 May 
2013) and was performed in accordance with ethical stand-
ards laid down in the 1964 Declaration of Helsinki and its 
later amendments. All the subjects working since at least 
1 year who agreed to participate were enrolled.

Each subject enrolled, both belonging to the pathologists’ 
and the controls’ group, filled out a questionnaire, provided a 
blood specimen, and wore for an 8-h working shift an air-FA 
diffusive personal sampler.

An interviewer administered a questionnaire aiming to 
collect information about individual characteristics (sex, 
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age), habits referring to the last year (smoking), and work-
ing characteristics (working years and task and Personal 
Protective Equipment (PPE) use). Workers exposed to FA 
reported to adopt the prevention and protection measures, 
both collective and individual, established by the regulation 
in force (Legislative Decree No 81/2008).

Formaldehyde exposure assessment

Each volunteer wore a personal radial symmetry diffusive air 
sampler  (Radiello®, ICS Maugeri SpA, Pavia, Italy) (https:// 
radie llo. com/, accessed on 23 December 2021). This device 
was clipped to the collar to assess the air-FA concentra-
tion in the worker’s breathing zone during a standard work-
ing day. The samplers were equipped with a special sorb-
ent cartridge containing a 35–50 Florisil mesh coated with 
2,4-dinitrophenylhydrazine (DNPH). The quantification was 
performed by HPLC, as previously described (Squillacioti 
et al. 2020). As recommended by the  Radiello® user manual, 
we kept at least two cartridges of each lot as a blank. The 
average FA concentration over exposure time is calculated 
as the mass of the analyte in the cartridge over time accord-
ing to the following expression: C = (mass of the analyte 
[µg]/(Qk [ml·min−1]·exposure time [min]))·1,000,000. Tem-
perature was assumed to be constantly 25 °C and results are 
expressed in µg·m−3.

Blood sampling and SCEs assay

5–10 mL venous blood specimens for SCEs assay obtained 
were collected into heparinised  Vacutainer® (Becton, Dick-
inson and Company, Franklin Lakes, NJ, USA). Blood sam-
ples were coded and kept refrigerated (+ 4 °C) until analy-
sis and processed within 2 h, as previously described. A 
0.3 mL aliquot of each sample was cultured in a 25  cm2 
flask with 6 mL of RPMI-1640 (Merck, Milan, Italy) with 
the addition of 20% fetal calf serum (FCS), 2% mitogenic 
agent phytohemagglutinin-M (Difco, 0.2 mL), L-glutamine 
(2 mM), antibiotics (100 μg/mL streptomycin and 100 IU/
mL penicillin). Cultures were then incubated at 37 °C for 
72 h, in a 5%  CO2 atmosphere. During the last 2 h of culture 
0.06 μg/mL of colchicine (Merck, Milan, Italy, 0.25 μg/mL) 
was added in order to arrest cells in mitosis.

During the chromosome preparation step, after a 10 min 
centrifugation at ≤ 800 rpm, cells were slowly resuspended 
in 10 mL of pre-warmed hypotonic solution (0.075 M KCl, 
37 °C), and subsequently incubated in water bath 15 min 
at 37 °C. After a new centrifugation, cells were than fixed 
with a 20 min incubation in cold methanol:acetic acid (3:1) 
at room temperature. The fixation treatment was repeated 
three times. After discarding the supernatant, the remain-
ing pellet, still dissolved in a residual fixative volume, was 
seeded on slides.

Bromodeoxyuridine (BrdUrd, 10 μg/mL), a thymidine 
analogue that during replication can be efficiently incorpo-
rated into the newly synthesized DNA strands, was added at 
24 h to measure SCEs in second division metaphases. After 
two cell cycles in BrdUrd medium, the two sister chroma-
tids revealed a different appearance due to the amount of 
BrdUrd incorporated: the lighter chromatid is the one with 
more BrdUrd (“bleaching” effect).

In order to allow sister chromatid differentiation, cells 
were thereafter stained with a 20 min incubation with 10 μg/
mL fluorescence dye Hoechst 33258 (Merck, Milan, Italy) 
in the dark at room temperature. Cells were then irradiated 
30 min with an 8-W UV lamp (254 nm) at approximately 
20 cm. Subsequently, after an 1 h incubation in 2 × Standard 
Saline Concentration (SSC) at 60 °C, and slides were then 
stained with a 10 min incubation in Sörensen buffer with 5% 
Giemsa (Merck, Milan, Italy). Microscopic analyses were 
performed by a light microscope (CX40, Olympus, Tokyo, 
Japan) at 1000 × magnification.

The determination of the SCE/cell number for each sub-
ject was performed scoring 50 well-spread second-division 
metaphases containing 46 chromosomes. The replication 
index (RI) evaluation was performed scoring a total of 100 
cells from each donor and calculated according to the fol-
lowing formula: RI = (M1 + 2 M2 + 3 M3)/N, where M1, 
M2 and M3 represent the number of cells undergoing first 
second and third mitosis and N is the total number of scored 
metaphases (NSM) (Santovito et al. 2014, 2017).

DNA extraction and genotyping

An aliquot of all blood specimens had been stored at − 20 °C 
until the assay. The DNA extraction and genotypization anal-
ysis had been performed as previously described (Ruberto 
and Santovito 2021).

Primer sequences, melting temperatures, PCR method-
ologies used, and expected PCR product sizes are reported 
in Online Resource 1.

Statistical analyses

The Shapiro–Wilk test and density visualization was used to 
test the normal distribution. The variables were described as 
frequency (percentage) for categorical variables, median and 
interquartile range (IQR) for non-normal distributed vari-
ables, and mean and standard deviation (± SD) for endpoints 
with normal distribution. Continuous non-normally distrib-
uted variables were compared across relevant groups using 
the Mann–Whitney U test or Wilcoxon signed-rank test and 
the T-test was used for normal-distributed ones. Fisher’s 
exact test served for group comparison of categorical ones. 
The Spearman rank correlation test was used to investigate 

https://radiello.com/
https://radiello.com/
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correlations. Group tests were two-sided with p < 0.05 con-
sidered statistically significant.

Multivariate regression analyses were performed to calcu-
late associations between FA exposure and genetic and clini-
cal variables. Several regression model were created: M0 
was performed to evaluate the role of exposure and smoking 
in the SCEs frequency alteration, 5 different models were 
performed in order to study the possible role of susceptibil-
ity polymorphisms, grouped by the molecular pathway they 
belong to (phase I (M1), phase II (M2), BER (M3), NER 
(M4), CK (M5), (Online Resources 2–6), in shaping the fre-
quency of SCEs once covariated for all clinical and exposure 
variables. Analyses were performed using R 4.4.1 (R Project 
for Statistical Computing, Vienna, Austria) and SPSS Sta-
tistics (IBM SPSS Statistics, Version 27.0. Armonk, NY: 
IBM Corp).

Results

The final sample includes 105 volunteers, 57 pathologists 
occupationally exposed to FA and 48 unexposed healthcare 
professionals considered as control group. The general char-
acteristics of the subjects recruited are shown in Table 1.

The comparison between exposed and non-exposed 
subjects reveals a significantly higher SCEs frequency in 
pathologists (p = 0.009), as displayed in Table 2.

Concerning the different genotype makeup, the compari-
son between the wt and the group of who carries at least 

one mutated allele, reveal, in workers exposed to FA, a sig-
nificantly higher SCEs frequency in the mutation carrier 
group for CYP1A1 exon 7 (p = 0.010) and XPC 9 (p = 0.040). 
Among controls, the XRCC1 194 wt group showed a higher 
RI compared to the mutation carrier group (p = 0.019).

Table 1  Demographic 
characteristics and air-FA 
exposure level of subjects 
belonging to the studied groups

Continuous variables were compared by Mann–Whitney U test or Wilcoxon signed-rank test, while cat-
egorical variables were compared by Fisher’s exact test. n = number of analysed subjects

Pathologists (n = 57) Controls (n = 48) p-value

Sex  > 0.05

 Males (%) 50.9 52.1

 Females (%) 49.1 47.9

Age (years)  > 0.05

 Median [IQR]

min–max

43 [12]
25–60

38 [12]
25 – 70

Years of employment (years)  > 0.05

 Median [IQR]

min–max

10 [13]
1–33

10 [5]
2–32

Smoking habit  > 0.05

 Non-smokers (%) 75.4% 81.3%

 Smokers (%) 24.6% 18.8%

Cigarettes/die  > 0.05

 Median [IQR]

min–max

7.50 [12]
5–40

13 [7]
10–22

Air-FA (μg/m3)  < 0.001

 Median [IQR]

(ppm conversion)

min–max

55.2 [22.3]
(0.045 [0.018])
30.0–169.3

18.5 [5.4]
(0.015 [0.004])
9.2–36.3

Table 2  Comparison between exposed and control groups in terms of 
genotoxic outcomes

Non-normally distributed continuous variables were compared by 
Mann–Whitney U test or Wilcoxon signed-rank test, while normally 
distributed variables were compared by t-test

N Number of analysed subjects, SCEs Sister Chromatid Exchanges, 
RI (Replication Index), S.D. Standard Deviation

*Pathologists vs controls p < 0.05

**Pathologists vs controls p < 0.001
a smokers vs non-smokers p < 0.05 (Mann–Whitney test)
b smokers vs non-smokers p < 0.005 (t-test)
c smokers vs non-smokers p < 0.005 (Mann–Whitney test)

Groups N SCEs SCEs/cell ± SD RI ± S.D

Pathologists 57 15,102 5.30 ± 1.33* 1.69 ± 0.31**

 Males
 Females
 Smokers
 Non-smokers

29
28
14
43

7877
7225
3841
11,261

5.43 ± 1.18
5.16 ± 1.49
5.49 ± 0.99
5.24 ± 1.43

1.71 ± 0.33
1.66 ± 0.28
1.82 ± 0.28a

1.65 ± 0.31

Controls 48 10,598 4.42 ± 1.50 1.92 ± 0.19

 Males
 Females
 Smokers
 Non-smokers

25
23
9
39

5952
4646
2566
8032

4.78 ± 1.32
4.03 ± 1.61
5.77 ± 1.13b

4.11 ± 1.41

1.90 ± 0.15
1.95 ± 0.22
1.74 ± 0.15c

1.97 ± 0.17
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The correlation analysis performed on the whole sample 
revealed that the SCEs frequency was significantly directly 
correlated with the age (ρ = 0.30, p < 0.01) and the smok-
ing habit (cigarette/die and years of smoking, respectively 
ρ = 0.27, p < 0.01 and ρ = 0.28, p < 0.01), air-FA concentra-
tion (ρ = 0.29, p < 0.01) and negatively correlated with the 
RI (r = − 0.21, p < 0.05). The RI was found to be also nega-
tively correlated with the air-FA concentration (ρ = − 0.39, 
p < 0.001).

M0 regression model was performed to evaluate the role 
of exposure and smoking in the SCEs frequency alteration. 
As reported in Table 3, the exposure to Air-FA influence 
significantly the SCEs frequency (β = 38.29, p = 0.008). Con-
versely, in the same model, age, sex, smoking habit and year 
of exposure did not show any significant role.

The regression models performed separating the studied 
genes according to the molecular pathways they belong to 
(Online Resources 2–6), revealed a significant role of expo-
sure in all models, except in M2 (phase 2 metabolic path-
way). In this model, the similar variance in SCEs frequency 
due to the polymorphisms covered the effect of FA exposure 
as well, which significance remained borderline.

Discussion

Despite the IARC classified FA as a known human carcino-
gen (group 1) nearly 15 years ago, the safety of workers 
nowadays exposed to this chemical, and particularly those 
employed in the anatomy pathology wards, remains a matter 
of concern.

Currently, although there are alternative methods to the 
use of FA, such as the practice of Under-Vacuum Sealing 
(UVS) (Bellisario et al. 2016), FA is still considered the 
standard fixative for routine work. In Italy, 1726 workers 
employed in specialised hospital activities had been esti-
mated to be potentially exposed to FA (Scarselli et al. 2017; 
Dugheri et al. 2021). To safeguard workers occupationally 

exposed to air-FA, various limits of exposure have been 
proposed, even though there is no agreement between the 
international agencies (Dugheri et al. 2020). The current 
Threshold Limit Value—Time Weighted Average (TLV 
– TWA) recommended by the American Conference of Gov-
ernmental Industrial Hygienists (ACGIH) is 120 μg/m3 (i.e., 
0.1 ppm) and is referred to average exposure in eight-hour 
workdays (Dugheri et al. 2020).

Within this scenario, performing research on the vari-
ous outcomes relatable to FA exposure and on other poten-
tially influencing factors remains crucial. Specifically, the 
understanding of the gene-by-exposure effect could allow 
identifying more susceptible subjects and, eventually, defin-
ing health-based recommended limits that could be safe for 
all exposed workers (Faruque et al. 2020). Our aim was to 
deepen the possible association between exposure to air-FA 
and genotoxic damage. The eventual identification of signifi-
cant SCEs levels according to the workers’ genetic makeup 
in subject exposed to a deemed safe concentration of air-FA 
could provide relevant information to the continuous revis-
ing process of FA exposure limits.

The median air-FA concentration measured in the 
exposed workers breathing zone (0.06 mg/m3, i.e., 0.05 ppm) 
is lower than most of the air-FA levels in pathology wards 
reported in literature. Recently, Costa et al. (2019) reported 
an average FA level of 0.38 ppm (i.e. 0.47 mg/m3) in hospi-
tal anatomy-pathology laboratories in Portugal, while Jalali 
et al. (2021) measured even higher concentrations (0.64 mg/
m3) in Iranian pathology wards (Costa et al. 2019; Jalali 
et al. 2021). In Italy, Scarselli et al. (2017) reported a general 
average value of 0.49 mg/m3 (i.e., 0.40 ppm) for workers 
employed in hospital activities (Scarselli et al. 2017).

In our previous work on the same sample, we reported 
a significantly higher chromosomal aberration (CAs) fre-
quency in pathologists than in controls (Ghelli et al. 2021). 
As well, we found a higher SCEs frequency in the exposed 
group, in line with previous reports (Costa et al. 2013, 2019; 
Santovito et al. 2014). Moreover, the RI value in pathologists 
was significantly lower than in the control group, contrary 
to Santovito et al. (2014), and negatively correlated with 
SCEs frequency, a further evidence of cytotoxicity induction 
(Santovito et al. 2014).

The association between air-FA and genotoxic damage 
was confirmed by correlation analysis as well, revealing 
that air-FA concentration was positively related to SCEs 
frequency and negatively to RI.

Concerning the genetic background, the comparison 
between wt and mutation carrier subjects revealed, in the 
pathologist group, a significantly lower SCEs frequency 
in workers wt for CYP1A1 exon 7 (A > G) and XPC exon 
9 (C499T). CYP1A1 is a member of the CYP450 fam-
ily playing a fundamental role in the metabolism of both 
endogenous and exogenous substrates, such as nutrients, 

Table 3  Multivariate regression model for personal characteristics 
and work-related factors in predicting the SCEs frequency

(***) < 0.001; (**) 0.001–0.01; (*) 0.01–0.05; (.) 0.05–0.1

Estimate SE z p

(Intercept) 158.415 43.904 3.608  < 0.001 ***

Age 1.632 1.403 1.164  > 0.05

Sex (F) − 10.678 14.464 − 0.738  > 0.05

Years of Smoking 0.776 1.272 0.61  > 0.05

Cigarette/die 0.774 1.510 0.512  > 0.05

Years of Exposure − 0.202 1.670 − 0.121  > 0.05

FA-Exposure (Patholo-
gists)

38.291 14.048 2.726  < 0.01 **
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drugs, and environmental carcinogens (Badal and Delgoda 
2014). The enzyme coded by this gene, indeed, is mostly 
expressed in extra hepatic tissues where it is involved in the 
polycyclic aromatic hydrocarbons (PAHs) biotransforma-
tion, which is associated with lung cancer risk (Ezzeldin 
et al. 2019). CYP1A1 expression is affected by environmen-
tal and genetic factors (Ezzeldin et al. 2019). Specifically, 
the Ile462Val polymorphism, causing a substitution in the 
enzyme heme-binding region, result in a twofold increase 
of the microsomal enzyme activity and is a risk factor for 
many types of cancer and hematopoietic malignancies, such 
as acute leukaemia (Zhuo et al. 2012; Roszak et al. 2014). 
However, previous studies did not report any association 
between this polymorphism and SCEs frequency (Carere 
et al. 2002; Santovito et al. 2017). The human XPC (Xero-

derma pigmentosum complementation group C) gene 
encodes for a 940-amino acid protein essential within the 
NER (Nucleotide Excision Repair) pathway, involved in the 
early damage site recognition and DNA repair initiation (Dai 
et al. 2019). The abnormal expression of the XPC protein 
is related to cancer progression, and the TT genotype seems 
to be associated with an increased risk of bladder and breast 
cancers (Dai et al. 2019). To our knowledge, this is the first 
report highlighting a significant higher SCEs frequency in 
workers exposed to FA carrying the XPC exon 9 (C > T) 
polymorphism.

The regression analysis, however, did not evidence any 
significant influence of the studied polymorphisms in mod-
ulating the SCEs frequency, in line with literature (Costa 
et al. 2019). However, the FA exposure remains significant 
in almost all the models strengthening, once more, its role 
in the genotoxic damage induction. Interestingly, only few 
studies on occupational research topic analysed the influence 
of cytokine genetic polymorphisms, even though the key 
role of the inflammatory pathway in mediating the conse-
quences of occupational exposures. In the present research 
we did not highlight any role of the studied cytokine poly-
morphisms in inducing SCEs, contrary to Santovito et al. 
(2015), which reported a role of IL-6 -174 (G > C). However, 
in that report, the authors specified that it is still unclear 
whether the genomic effects can be related to a direct action 
of these polymorphisms or, more likely, to the interaction 
with the cytokine network.

Despite evidence on the tobacco-smoking role in SCEs 
induction (DeMarini 2004), in our regression models, nor 
the number of cigarettes smoked every day, nor the years 
of smoking resulted significantly related with the selected 
outcome.

The novelty of our research consists in the combination of 
several different parameters. Firstly, the personal assessment 
of air-FA exposure provides a further element to the varied 
picture of FA exposure in the Italian scenario. Data concern-
ing personal FA exposure were associated with both a DNA 

damage endpoint (SCEs) and the genetic makeup. The bat-
tery of genetic polymorphisms analysed belong to various 
biological pathways, some of them (e.g. TNF-α, IL 10, IL-6) 
not usually considered in relation to FA exposure because not 
directly conditioning the FA-metabolism pathway, but which 
could indirectly affect the onset of the studied outcome. This 
approach allowed a comparison between the exposed and the 
control groups and to deep the role of susceptibility biomark-
ers in modulating the SCEs induction in occupational studies.

The results of our study, however, should be considered 
carefully. Indeed, the cross-sectional design of the study did 
not allow making causal inferences and workers employed in 
pathology wards are exposed to several chemical agents other 
than FA that could potentially have a confounding effect in the 
induction of SCEs.

Conclusion

The present study confirms once more the genotoxic effect of 
FA, highlighting the urgent need to put in place all the possible 
strategies to reduce and prevent the chronic exposure conse-
quences, especially in working settings. Moreover, we focus 
our attention on the importance of susceptibility biomarkers, 
which could modulate the individual biological response to the 
xenobiotic exposure. This approach is of outmost importance 
in order to provide data for the definition of exposure limits 
that could be safe for exposed workers.
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Simple Summary: The aim of our study was to assess the effects of Bisphenols exposure on pregnancy

and neonatal life. In this optic, we have: (a) determined Bisphenols concentration levels (Bisphenol

A and Bisphenol S) in a group of newborns and their mothers, (b) identified factors, habits and

devices possibly responsible for Bisphenols uptake, and (c) determined some possible health effect of

Bipshenols exposure. The statistical analyses showed no significant correlations between maternal

and neonatal Bisphenols concentration levels. In newborns, on the contrary, a positive correlation

between pacifier use and Bisphenol S total and free concentration was detected. Beside, a significant

correlation was also found between oral glucose administration and concentration levels of free

Bisphenols A. Our study points to a central role of lifestyle, hospital procedures and neonatal devices

in inducing Bisphenols exposure during perinatal period. This is the first report of Bisphenols

contamination in newborns due to widely non-alimentary products destined for newborn care

(glucose solution containers for Bisphenol A and the pacifiers for the Bisphenol S). Further studies

are advocated to clarify both the impact of such other Bisphenols forms on human health and the

potential Bisphenol A exposure sources during neonatal and childhood life.

Abstract: The aim of the present study was to assess the effects of bisphenol (BP) exposure on

pregnancy and neonatal life. We have (a) determined BP (BPA and BPS) concentration levels in a

group of newborns and their mothers; (b) identified factors, habits, and devices possibly responsible

for BP uptake; and (c) determined the effect of BP exposure. No significant correlations were detected

between maternal and neonatal BP concentration levels. In newborns, positive correlations between

pacifier use and BPS total (p = 0.04) and free BPS (p = 0.03) concentrations were detected. A significant

correlation was also found between oral glucose administration and concentration levels of free

BPA (p < 0.05). Our study points to a central role of lifestyle, hospital procedures, and neonatal

devices in inducing BP exposure, especially during the perinatal period. This is the first report of

BP contamination in newborns due to widely non-alimentary products designed for newborn care,

such as glucose-solution containers for BPA and pacifiers for BPS. Further studies are advocated in

order to clarify both the impact of other BP forms on human health and development, as well as

potential BPA exposure sources during neonatal and childhood life.

Keywords: BP neonatal exposure; BP non-alimentary contamination; human and childhood health;

BP regulation
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1. Introduction

Bisphenols (BPs) have long been used for the production of polycarbonate plastics and
epoxy resins [1]. BPs are well-known as harmful substances for human health, and they
are usually ingested mainly through the diet, but BP intake can also occur by inhalation or
dermal contamination.

Once they have entered the body, BPs exert estrogenic and/or oxidant activity [2,3],
which is particularly harmful during pre- and neonatal life [4,5]. BPs are detoxified to inac-
tive forms in the liver, primarily through conjugation and glucuronidation, then excreted
in the urine within 2 to 6 h. Thus, the detection of conjugated BP forms is critical for deter-
mining BP risk exposure. In the glucuronidated form, BPs—particularly Bisphenol A (BPA)
(their main representative member)—are inactive, whereas their free (unconjugated) forms,
albeit basically unstable, promote biotoxicity through mild estrogenic activity [6]. BPs are
prevalently found in urine (75–90%), but they are also traceable, albeit at lower concen-
trations, in other body fluids such as blood, breast milk, semen, cord blood, fetal serum,
and placental tissue [7–10].

In this scenario, gestation appears to be a critical window of fetal exposure to BPs, as
they trigger cellular responses even at very low doses [11], influencing sex- and gender-
differentiation morphology or leading to immune hyper-responsiveness [12]. Infants ap-
pear to be particularly susceptible to the harmful effects of BPs [13], and prior studies
have demonstrated that exposure to these chemicals can occur through both breastfeeding
and skin contact with plastic devices (e.g., polycarbonate feeding bottles and pacifiers)
routinely employed in neonatal intensive care units [11,12,14]. This harmful exposure is
further exacerbated by the inefficient UDP-glucuronosyltransferase system in newborns,
which is required for BP detoxification and not completely developed until ~2–3 months of
age [14–16].

In 2015, following a public consultation on the harmful effects of BPA on human
health [17], the European Food Safety Authority (EFSA) reduced the temporary tolerable
daily intake (t-TDI) threshold of BPA from 50 to 4 µg/kg bw/day. Since then, plastics man-
ufacturers have been striving to replace BPA with alternative compounds, including bisphe-
nol S (BPS), its closest chemical relative. However, BPS has also recently been shown to
exert genotoxic and biological activity similar to that of BPA [18,19]. These lines of evidence
indicate that these BPA alternative compounds may also become a serious public health
concern in the near future due to lack of regulatory limits [20,21].

Given these premises, the aim of the present study was to assess the modulation and
possible health effects of BP exposure on perinatal and neonatal life. The final aim of this
study was to investigate direct and indirect pathways and effects of BP exposure during
pregnancy and the first days of life. Toward this end, we determined both BPA and BPS
concentration levels in a group of newborn babies and their mothers. We particularly
intended to focus our study on the identification of factors, devices, and behaviors respon-
sible for high BP uptake in this sensitive population in the very first days of life. Finally,
we evaluated if higher BP concentrations are correlated with specific hospital procedures
or babies’ health status immediately after birth.

2. Material and Methods

2.1. Epidemiological Sample

The epidemiological sample was recruited from July 2016 to October 2017 by consult-
ing the register of births of the Sant’Anna Gynecological Hospital (Turin, Piedmont Region),
following these selection criteria: (1) full-term pregnancy (>37 GA-W-); (2) physiologi-
cal pregnancy conditions; (3) no drugs or pharmacological treatment during pregnancy;
(4) single babies (no twins) with Apgar scores > 5; and (5) healthy babies at birth (not
admitted to the neonatal intensive care unit or in life-threatening conditions). Each adult
subject was informed about the aim of this study and signed their written informed con-
sent. Newborns were enrolled in the study upon written authorization from both parents.
Sensitive data were replaced by anonymous identification codes to ensure full privacy
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of data. The local Ethics Committee of “A.O.U. Città della Salute e della Scienza” of Turin
(22 October 2015, file No. CS/709) approved the study protocol.

2.2. Questionnaire

A standardized questionnaire (PRAMS questionnaire) [22] was administered to the
mothers during hospitalization. Questions regarded individual, socio-demographic, and clin-
ical characteristics such as smoking, diet, the mother’s working and lifestyle habits, espe-
cially in the last month of pregnancy, and education. Infant data, filled in by neonatologists,
included gestational age and weight, sex, head circumference, length, the baby’s health
status at the time of birth, and any medical check-ups.

2.3. Biological Analysis

2.3.1. Urine Sample Collection

A pool of fresh urine was collected from each subject, both for babies and their mothers.
Infants’ urine samples were collected by means of a specific BP-free polypropylene bag
(Urinocol Pediatric, B BRAUN, Milan, Italy) placed inside each newborn’s diaper from
their birth to their third day of life, during hospitalization. Mothers’ urine samples were
collected in glass tubes (Pyrex, CORNING, Corning, NY, USA) during hospitalization.
All urine samples (infants and mothers) were then stored in glass mini-jars, pre-treated
with methanol to reduce the risk of environmental contamination, and stored at −80 ◦C
until analysis.

2.3.2. Free BPA and BPS

Two milliliters of urine was transferred in a tube pre-treated with methanol, vortexed,
and acidified with HCl at pH 1. Subsequently, NaCl was added (salting-out process)
together with 30 µL of a standard solution containing BPS-d8 and BPA-d16 with a final
concentration of 0.10 and 0.05 mg/L, respectively. Next, 750 µL of chloroform and 500 µL
of acetone were added for liquid–liquid extraction (LLE). Each sample was vortexed and
then sonicated for 1 min. Finally, the sample was centrifuged at 1250× g for 20 min at
room temperature, and the resulting supernatant was collected and transferred to a new
pre-treated vial. LLE was repeated by adding 800 µL of chloroform. All of the supernatant
was then brought to dryness by means of a nitrogen stream at room temperature and then
resuspended in 100 µL of a solution composed of 5 mM ammonium acetate in ultrapure
water (70%) and 5 mM ammonium acetate in acetonitrile (30%).

2.3.3. Total (Free + Conjugated) BPA and BPS

Four milliliters of fresh urine was thawed, vortexed, and aliquoted in two vials:
2 mL was used for the determination of free BP, while the other 2 mL was used for
the determination of bisphenol-glucuronides after 12 h of incubation with 20 units of
β-glucuronidase/arylsulfatase.

2.3.4. Conjugated BPA and BPS

After 12 h of incubation with the enzyme β-glucuronidase/arylsulfatase, the same
extraction procedure was performed as described above.

2.3.5. Analysis

The instrumental analysis for both the free and conjugated procedures was carried
out with a UPLC Shimadzu Nexera X2 System interfaced through an ESI source (Turbo
Ion Spray™) to a Sciex 5500 QTrap mass spectrometer. The analytes were detected in
negative ion mode. Concerning the LC set-up, the chromatographic column consisted of
a Phenomenex (Bologna, Italy) Luna Omega C18 (1.6 µm, 100 mm × 2.1 mm), and the
mobile-phase solvents for reverse-phase analysis were 5 mM ammonium acetate in water
and 5 mM ammonium acetate in acetonitrile. The final pH value of both solvents was
corrected to 7.5–8.0 by adding a few drops of 33% ammonia solution to ensure a more
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significant presence of BPA and BPS in deprotonated form. Concerning chromatographic
gradient, the flow rate was set at 0.35 mL min−1. Mobile phases, initially consisting of 30%
of 5 mM ammonium acetate in acetonitrile and 70% of 5 mM ammonium acetate in water,
were held for 2 min then increased linearly to 100% organic solvent over 12 min, held there
for 3 min, and finally brought back to the initial condition in 0.1 min. Moreover, 7 min of
re-equilibration was necessary between samples.

Moving to MS parameters, the drying gas (nitrogen) was set at 325 ◦C, 20.0 psi,
and 10 L min−1; capillary voltage was set at 2000 V. Data acquisition was made in mul-
tiple reaction monitoring (MRM) mode by monitoring the transitions of deprotonated
ions [M-H]−. For each analyte, two transitions were monitored: one for quantification
and the other for confirmation. All the MS/MS parameters are described in Table 1. Pro-
cedural blank samples with ultrapure water in place of urine were collected, extracted,
and analyzed by HPLC-MS/MS following the same protocol. In all processed blanks,
we did not observe BPA contamination above the method limit of detection (LOD). All sol-
vents and reagents (i.e., acetonitrile, acetone, ammonium acetate, and chloroform) were
from VWR International (Radnor, PA, USA). All aqueous solutions were prepared with
ultrapure water, Millipore Milli-QTM. Analytical standard compounds were purchased
from Sigma-Aldrich (Milan, Italy). The method was based upon previously published
methods with slight modifications [23]. To check method performances, we validated
our procedure by verifying quality parameters according to Eurachem guidelines [24].
We checked for selectivity, sensitivity, linearity, accuracy, and repeatability. In particular,
method sensitivity LOD was 0.0035 ng mL−1 for BPA and 0.0030 ng mL−1 for BPS.

Table 1. MS/MS parameters for bisphenol A (BPA) and bisphenol S (BPS) analyses.

Analyte
Molecularion

(m/z)
Fragmention

(m/z)
Declustering
Potential (V)

Entrance
Potential (V)

Collision
Energy (V)

Collision Cell Exit
Potential (V)

BPA
227.0 212.0 −79 −9 −23 −14

227.0 133.0 −79 −9 −30 −14
241.0 223.0 −62 −8 −25 −11

BPA-d16 241.0 142.0 −62 −8 −33 −18

BPS
249.0 108.0 −75 −3 −35 −13
249.0 92.0 −75 −3 −38 −13
257.0 112.0 −120 −7 −34 −14

BPS-d8 257.0 96.0 −120 −7 −35 −18

2.3.6. Creatinine

Urinary creatinine was determined to normalize the excretion rate of all the aforemen-
tioned urinary biomarkers as previously described [25].

2.4. Statistical Analysis

Data were expressed as mean ± SD or counts and percentages. As the statistical
distribution of the quantitative parameters was found to be non-Gaussian (Kolmogorov–
Smirnov test), non-parametric tests were used to assess between-group differences (Mann–
Whitney U-test). For qualitative data, groups were compared using a chi-square or Fisher’s
exact test, as appropriate. A two-sided p-value < 0.05 was considered to indicate statistical
significance. To further analyze possible sources of BP exposure, non-parametric correla-
tions (Spearman correlations) were performed between BP levels and three groups of inde-
pendent variables: (1) maternal exposure: lifestyle habits in the last months of pregnancy
(i.e., daily consumption of food and beverages in plastic packaging or daily use of a mi-
crowave and dishwasher), smoking habits, anthropometric characteristics (i.e., weight and
BMI composition pre-pregnancy and at the end of pregnancy), age, level of education,
and nationality; (2) neonatal hospital procedures, including medical check-ups, oral glu-
cose administration in the first three days of life, and drug administration during delivery
(because both were administered from a non-BP-free container); and (3) neonatal exposure:
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pacifier and formula administration in the first three days of life. All analyses were carried
out including only those subjects with no missing data (i.e., complete case analysis).

3. Results

Table 2 describes the characteristics of the study population (newborns and mothers).
For this pilot study, 200 mothers with their babies were enrolled, but only 134 subjects fol-
lowed all the selection criteria and were eligible. In fact, in addition to the selection criteria,
about 33% of enrolled mothers/babies were excluded for three other main reasons:

1. Not-fully completed information (questionnaire and infant data);
2. Insufficient urine samples (mothers: <30 mL/babies: <5 mL);
3. Withdrawal of informed consent.
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Table 2. Physical characteristics of the newborn sample at birth and BP (i.e., BPA and BPS) concentrations (part A);
Characteristics of mother population (part B).

PART A NEWBORN GROUP (n = 134)

Sex
male 84 (62.7%)

female 50 (37.3%)
Height at birth (cm) (Mean ± SD) 52.9 ± 1.3
Weight at birth (kg) (Mean ± SD) 3.3 ± 0.4

Cranial circumference (cm) (Mean ± SD) 38.3 ± 1.6
Breast-fed N (%) 111 (82.8%)

Infant formula dispensed N (%) 36 (26.9%)
Glucose dispensed N (%) 38 (28.4%)
Pacifier dispensed N (%) 42 (31.3%)

Respiratory procedures N (%) 16 (11.9%)
General medical check-up N (%) 85 (63.4%)

Diseases at birth N (%) 32 (23.9%)
PART B MOTHER GROUP (n = 134)

Age (Mean ± SD) 33.9 ± 4.7
Height (cm) (Mean ± SD) 164.1 ± 7.1

Weight (kg) (Mean ± SD)
Pre-pregnancy 64.4 ± 13.9

End of pregnancy 76.8 ± 13.7
∆ 12.3 ± 4.8

Pre-pregnancy 23.9 ± 4.9
BMI (Mean ± SD) End of pregnancy 28.5 ± 4.8

Nationality N (%)
European 126 (94%)

Others 8 (6%)

Education level N (%)

Low level 20 (14.9%)
Medium level 51 (38%)

High level 63 (47.1%)

Occupation N (%)
Yes 114 (85.1%)
No 6 (4.5%)

Others 14 (10.4%)

Living place N (%)
Rural 40 (29.9%)

Suburban 51 (38.1%)
Urban 43 (32.1%)

Smoking habits N (%)

No 98 (73.1%)
Passive

(Average exposure time: 3 h)
21 (15.7%)

Yes 15 (11.2%)
<10 cig/die 8 (53.3%)
>10 cig/die 7 (46.7%)

Delivery N (%)
Vaginal 81 (60.4%)

Caesarian 46 (34.3%)
Vacuum 7 (5.2%)

The newborn sample was homogenous in terms of height, weight, and cranial cir-
cumference (Table 2, part A). About 80% of the babies were breastfed, with only 27% of
babies (n = 36) receiving infant formula as extra integration before being discharged from
the hospital. Moreover, about 30% of newborns were administered oral glucose as extra
integration and/or pacifiers. Sixteen babies (12%) required respiratory procedures, while
24% of newborns (n = 32) were diagnosed with potentially pathological conditions after
general medical check-up. The sample of mothers was homogenous according to age,
height, weight, and BMI variables. Among mothers (n = 134), 94% were European while
6% were classified as other nationalities (non-European). The education level was low
(i.e., primary and middle school) in 14.9% of subjects, while it was medium and high
(secondary school and above) in 38% and 47.1% of subjects, respectively. Fifteen mothers
(11%) reported being active smokers during pregnancy, whereas twenty-one (15.7%) were
passive smokers.

Table 3 reports the BP concentrations in the study population, split up for newborn and
mother groups. On average, newborns had BP levels twice as high as mothers, except for
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free BP forms (both for free BPA and free BPS). The determination of conjugated BPs was
performed by an indirect procedure based on the enzymatic cleavage of the glucuronic
acid/sulfuric acid moiety from the phenol group(s) of BPs. A recent report [26] evidenced
the possibility of underestimating the real quantity of bound BPs because of different yields
of enzymatic reactions together with the chance of the formation of intermediates. In order
to evaluate reaction yields, we performed the enzymatic incubation for different times
(from 4 to 12 h), confirming that a stable result was reached at 12 h. We also checked for the
presence of partially cleaved BP metabolites by high-resolution mass-spectrometry analysis
(data not shown), excluding this likelihood.

Table 3. BP levels (BPA and BPS) in the newborn and mother groups.

BP Levels (ng/mL)
(Mean ± SD; C.I. Range)

Newborn Mother
BP Levels (ng/mg CREA)

(Mean ± SD; I.C. Range)
Newborn Mother

Total BPA
0.13 ± 0.3
[0.02/0.74]

0.15 ± 0.23
[<LOD/0.62]

Total BPA
0.48 ± 1.13
[0.02/2.5]

0.24 ± 0.43
[<LOD/0.9]

Conjugated BPA
0.11 ± 0.3
[0.01/0.6]

0.13 ± 0.2
[<LOD/0.53]

Conjugated BPA
0.41 ± 1.05

[>0.004/2.3]
0.2 ± 0.35

[<LOD/0.75]

Free BPA
0.01 ± 0.37

[<LOD/0.62]
0.02 ± 0.06

[<LOD/0.13]
Free BPA

0.07 ± 0.09
[<0.01/0.25]

0.03 ± 0.16
[<LOD/0.1]

Total BPS
0.09 ± 0.2

[<LOQ/0.6]
0.01 ± 0.03

[<LOQ/0.06]
Total BPS

0.2 ± 0.53
[<LOD/0.1]

0.04 ± 0.15
[<LOD/0.1]

Conjugated BPS
0.08 ± 0.17
[<LOD/0.5]

0.005 ± 0.04
[<LOD/0.05]

Conjugated BPS
0.15 ± 0.5

[<LOD/0.9]
0.02 ± 0.14

[<LOD/0.04]

Free BPS
0.01 ± 0.04

[<LOD/0.05]
0.004 ± 0.002
[<LOD/0.02]

Free BPS
0.02 ± 0.07

[<LOD/0.01]
0.02 ± 0.06

[<LOD/0.03]

Creatinine (CREA) (mg/L) MOTHER 0.66 ± 0.5 [0.1/1.9]
NEWBORN 0.8 ± 0.4 [0.1/1.5]

Because the biological variables had non-Gaussian distributions, non-parametric
tests (Mann–Whitney test and Spearman’s rho correlations) were performed. In the
mother group, no BP differences were detected in terms of anthropometric character-
istics (i.e., weight and BMI composition pre-pregnancy and at the end of pregnancy), age,
level of education, and nationality. Besides, the analysis showed no significant correlation
between maternal and neonatal BP concentration levels.

In the newborn group, BP analysis revealed no significant differences (Mann–Whitney
U-test) between mothers’ lifestyle habits, such as daily consumption of food and beverages
in plastic packaging (BPA total p = 0.6; BPS total p = 0.2), daily use of a microwave
and dishwasher (BPA total p = 0.5; BPS total p = 0.8), or make-up use (BPA total p = 0.7;
BPS total p = 0.08). In newborns, the most important correlation was found between pacifier
use and BPS concentrations, in terms of both total BPS (Mann–Whitney U-test, p = 0.004;
Spearman’s rho = 0.182, p = 0.035—Figure 1A) and free BPS concentrations (Mann–Whitney
U-test, p = 0.003; Spearman’s rho = 0.190, p = 0.03—Figure 1B).
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Figure 1. Non-parametric correlations between pacifier use and BPS total (A) and free BPS (B) concentrations in newborns.

A significant correlation was also found between oral glucose administration and
concentration levels of free BPA (Mann–Whitney U-test, p = 0.003; Spearman’s rho = 0.182,
p = 0.035—Figure 2).
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Figure 2. Non-parametric correlations between oral glucose administration and free BPA levels
in newborns.

Subsequently, positive correlations were found between drugs administered during
delivery and total BPA (Mann–Whitney U-test, p = 0.05; Spearman’s rho = 0.146, p = 0.04—
Figure 3A), total BPS (Mann–Whitney U-test, p = 0.001; Spearman’s rho = 0.198, p = 0.001—
Figure 3B), and free BPS (Mann–Whitney U-test, p = 0.05; Spearman’s rho = 0.170, p = 0.05—
Figure 3C) concentrations.

In further analyses, despite the exclusion of pre-term births from the population study,
positive correlations were found between BPA total (Mann–Whitney U-test p = 0.001;
Spearman’s rho = 0.172, p = 0.001) and free BPA (Mann–Whitney U-test p = 0.001; Spear-
man’s rho = 0.256, p = 0.003) concentrations and glycemic control after birth (Figure 4A,B, re-
spectively).
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Figure 3. Correlations between drugs administered during delivery and BPA total (A), BPS total (B), and free BPS
(C) concentrations in newborns.
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Figure 4. Correlations between glycemic control after birth and BPA total (A) and free BPA (B) concentrations.

4. Conclusions

The toxic properties of BPs are well-known, and their widespread presence in the
environment poses a substantial risk to human health. Thus, assessing BP environmental
distribution and the possible presence of these compounds in newborns and their moth-
ers’ biological fluids represents an urgent need to prevent BP-related diseases. BPs are
particularly dangerous for children and pregnant women, who are generally highly vulner-
able [13]. In fact, because glucuronidation is less efficient in newborns, their internal dose
of BPs may be higher and more persistent compared to the general population. As previ-
ously cited, the European Food Safety Authority has recently called for a reduction of BPA
in food and drink packaging, recommending the replacement of BPA-containing epoxy
resins with plastics containing alternative BPs, such as BPS or BPF. For these compounds,
no regulation is available yet, and recent data have shown that BPS may also exert geno-
toxic and estrogenic activities, similar to BPA [19]. All these lines of evidence converge in
the reasonable fear that BPS could rapidly become a major health concern.
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In this study, we measured BP concentration levels in a group of newborns and
their mothers, and assessed factors contributing to BP risk exposure during prenatal
and neonatal life. Based on our findings, we can draw two main conclusions and two
strong hypotheses:

Conclusion 1: Neonatal routine procedures may expose newborns to BPs. The ob-
servation that newborns receiving oral glucose after birth displayed high BPA levels,
especially in its toxic free form, suggests that oral glucose administration through non-
BPA-free containers and syringes should be avoided. Besides, drug administration to
the mother via non-BPA-free containers and syringes during delivery is also positively
correlated with higher levels of both total BPS and BPA concentrations in newborns. Us-
ing syringes to administer dextrose solutions or other parenteral products to newborns is a
widespread practice, and these results show the risk associated with such a practice [27].
Thus, our findings advance, once again, the need for extending EU regulations to non-
alimentary or medical sources of BP contamination. They also call for further studies on
BP exposure in newborns in order to identify which devices and procedures are best suited
to minimize BP intake in this extremely vulnerable population. In fact, medical devices are
a specific product category in which BP may be present, and preventive actions must be
adopted to reduce or even eliminate this exposure source [28].

Conclusion 2: Newborn exposure to BPS can still occur through pacifiers. The obser-
vation that the use of pacifiers was associated with higher levels of both total and free BPS
indicates the urgent need of in-depth analyses and regulations of BPA alternatives such
as BPS. The vast majority of regulations have been directed towards BPA-containing plastics,
while they have failed to take into account other plastic products containing alternative BPs.
In fact, BPS was regarded as a “safe” alternative to BPA because of its greater stability
against high temperatures and resistance to sunlight compared to BPA. No previous epi-
demiological study has explored the developmental effects of BPS, but in vitro studies have
shown that BPS can bind to estrogenic receptors (ERs) and drive estrogen-induced gene
transcription [29,30]. Furthermore, studies in zebrafish have shown that BPS exposure can
alter the homeostasis of sex steroid hormones and disrupt reproduction or development,
miming BPA exposure [31,32]. Current knowledge on the impact of BPS exposure is limited,
but, on these bases, further studies are advocated to deepen knowledge of human BPS
intake and exposure, focusing more on newborn health effects [33].

Hypothesis 1: Lifestyle habits of the mother in the last month of pregnancy do not influence
BP exposure. We showed that the lifestyle habits of pregnant women in the last month of pregnancy
did not cause significant changes in newborns’ BP levels. In fact, no stratification effect was
detected due to lifestyle, food habits, education level, or work. This could be explained by analyzing
some pregnancy-related factors, such as more attention in the diet habits of pregnant women (no
consumption of plastic-free or precooked food) or lifestyle habits.

Hypothesis 2: BP levels could exacerbate health conditions at birth and increase the duration
of hospitalization. We showed that newborns with higher levels of free BPA/BPS had higher risk
of diseases at birth and higher duration of hospitalization. Further investigation is needed to
elucidate if specific conditions are related to this association and how they are related. Neverthe-
less, BPs’ toxic effects may play a role in worsening a newborn’s clinical status and recovery time
through hormonal/metabolic impairment, resulting in a longer hospital stay.

Strengths and limitations of this study: Strengths of our study include high-sensitivity
biological analyses and the planning and sampling of the subject immediately after birth
(within the first three days of the newborn’s life). One of the biggest limitations is that
we planned a cross-sectional study so we are only able to describe the situation. Be-
sides, the study analyzed a small sample, and the information about lifestyle habits is
limited to the last month of pregnancy.

This is the first report of newborn BP contamination due to widely employed non-
alimentary products designed for newborn care. Moreover, our study points to a central
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role of hospitalization procedures and neonatal devices as primary sources of BP exposure.
We also show that lifestyle and alimentary habits, especially in the last month of pregnancy,
did not influence BP risk exposure. Despite this, in general, harmful behaviors could
negatively impact newborn health conditions, and it is necessary to improve preventive
strategies to counteract this trend. Finally, we showed the potential pathological effects of
BP exposure on a newborn’s clinical status. Further studies are advocated in order to clarify
both the impact of other BP forms on humans and the potential sources and consequences
of BP exposure during neonatal and childhood life.
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Abstract

Background and Objectives
Eyelid myoclonia (EM) with absences (EMA) is a generalized epilepsy syndrome with a prog-
nosis and clinical characteristics that are still partially undefined. We investigated electroclinical
endophenotypes and long-term seizure outcome in a large cohort of patients with EMA.

Methods
In this multicenter retrospective study, patients with EMA with ≥5 years of follow-up were
included. We investigated prognostic patterns and sustained terminal remission (STR), along
with their prognostic factors. Moreover, a 2-step cluster analysis was used to investigate the
presence of distinct EMA endophenotypes.

Results
We included 172 patients with a median age at onset of 7 years (interquartile range [IQR] 5–10
years) and a median follow-up duration of 14 years (IQR 8.25–23.75 years). Sixty-six patients
(38.4%) displayed a nonremission pattern, whereas remission and relapse patterns were en-
countered in 56 (32.6%) and 50 (29.1%) participants. Early epilepsy onset, history of febrile
seizures (FS), and EM status epilepticus significantly predicted a nonremission pattern according
tomultinomial logistic regression analysis. STRwas achieved by 68 (39.5%) patients with a mean
latency of 14.05 years (SD ±12.47 years). Early epilepsy onset, psychiatric comorbid conditions,
and a history of FS and generalized tonic-clonic seizures were associated with a lower probability
of achieving STR according to a Cox regression proportional hazards model. Antiseizure med-
ication (ASM) withdrawal was attempted in 62 of 172 patients, and seizures recurred in 74.2%.
Cluster analysis revealed 2 distinct clusters with 86 patients each. Cluster 2, which we defined as
EMA-plus, was characterized by an earlier age at epilepsy onset, higher rate of intellectual
disability, EM status epilepticus, generalized paroxysmal fast activity, self-induced seizures, FS,
and poor ASM response, whereas cluster 1, the EMA-only cluster, was characterized by a higher
rate of seizure remission and more favorable neuropsychiatric outcome.
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Discussion
Early epilepsy onset was the most relevant prognostic factor for poor treatment response. A long latency between epilepsy onset
and ASM response was observed, suggesting the effect of age-related brain changes in EMA remission. Last, our cluster analysis
showed a clear-cut distinction of patients with EMA into an EMA-plus insidious subphenotype and an EMA-only benign cluster
that strongly differed in terms of remission rates and cognitive outcomes.

In 1977, Jeavons et al.1 originally described an epileptic condi-
tion characterized by marked photosensitivity (PS), eye closure
sensitivity (ECS), and absences associatedwith eyelidmyoclonia
(EM). After this first report, several authors expanded the
electroclinical description of Jeavons syndrome, also known as
EM with absences (EMA).2-4 However, EMA has not been
recognized by the International League Against Epilepsy as a
distinct epilepsy syndrome5 because the features described
above may be found across a range of different epilepsy syn-
dromes, including genetic generalized epilepsies (GGE), focal
genetic photosensitive epilepsies, structural epilepsies, and ge-
netic epileptic encephalopathies.6-10 Conversely, many authors
have recognized EMA as a unique nosologic entity due to its
specific electroclinical features and genetic studies reinforcing
the differences between EMA and other GGE syndromes.11-15

As a result of these discrepancies, heterogeneous diagnostic
criteria have been used across different studies to describe the
electroclinical features and prognostic characteristics of
EMA.11,16 In particular, the inclusion of patients showing
myoclonia in body regions other than the eyelids by many
authors may have led to the inclusion of patients with juvenile
myoclonic epilepsy (JME), who share several clinical features
with patients with EMA, including ECS, PS, and EM.16,17

Moreover, the majority of existing studies focusing on EMA
have been conducted in small patient cohorts, leading to un-
certainties regarding the true prognostic trajectories of these
patients and their predictive factors. Even with strict diagnostic
criteria, significant clinical heterogeneity could be observed
across patients with EMA.18 Indeed, the age at onset may vary
from early infancy to early adolescence, and the presence and
degree of intellectual disability (ID) vary across patients
with EMA.19,20 Others described a homogeneous group of
patients with EMA showing antiseizure medication (ASM)
refractoriness, high rates of EM status epilepticus, and ID,
suggesting the existence of distinct subphenotypes within the
EMA spectrum.21 However, the existence of distinct EMA
subgroups has not yet been investigated by modern statistical
clustering approaches as applied to other neurologic diseases.

The main objective of this multicenter study was to in-
vestigate seizure outcome and prognostic factors in a large
cohort of patients with well-defined EMA during a long-term
follow-up. In addition, we used a cluster analysis approach to
define different EMA subphenotypes corresponding to dis-
tinct prognostic trajectories.

Methods

Study Participants, Setting, and
Eligibility Criteria
The study was conducted according to the Strengthening the
Reporting of Observational Studies in Epidemiology guide-
lines as a retrospective multicenter cohort study. Data from
patients followed up from 1983 to 2020 at 14 different pe-
diatric and adult specialized epilepsy outpatient clinics, most
of them members of the European Reference Network for
Rare and Complex Epilepsies, were retrospectively reviewed.

Patients were enrolled according to the following inclusion
criteria: (1) history of EM with or without absences; (2)
history of PS or ECS; (3) EEG generalized spike-wave dis-
charges (SWDs) and/or polyspike-wave discharges (PWDs);
(4) absence of spontaneous or provoked myoclonia in body
parts other than the eyelids; (5) normal neuroimaging (when
available) and neurologic examination; and (6) follow-up for
at least 5 years. We excluded patients with (1) cognitive
deficits other than borderline intellectual functioning and
mild ID to minimize the risk of including patients with clear-
cut epileptic/developmental encephalopathy11 and (2)
myoclonic jerks in body parts other than the eyelids to avoid
including patients with JME.

Clinical Data Collection and EEG Assessment
Clinical charts were thoroughly reviewed for demographic
data, family history of epilepsy, history of febrile seizures (FS),
age at epilepsy onset, seizure types throughout the epilepsy
course, occurrence of EM status epilepticus and self-induced
seizures, drug regimen changes,MRI findings (when available),

Glossary

ASM = antiseizure medication; ECS = eye closure sensitivity; EM = eyelid myoclonia; EMA = EM with absences; FS = febrile
seizures; GGE = genetic generalized epilepsies; GPFA = generalized paroxysmal fast activity; GTCS = generalized tonic-clonic
seizures; HR = hazard ratio; ID = intellectual disability; IQR = interquartile range; JME = juvenile myoclonic epilepsy; LEV =
levetiracetam; LTG = lamotrigine;OR = odds ratio; PS = photosensitivity; PWD = polyspike-wave discharges; STR = sustained
terminal remission; SWD = spike-wave discharge; TSCA = 2-step cluster analysis; VPA = valproate.
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psychiatric comorbid conditions, and follow-up duration.
Follow-up information on seizure type(s), frequency, and
treatment adherence was reviewed for each visit. The presence
of borderline intellectual functioning or mild ID, as established
by at least 1 standardized neuropsychological test, was noted
for each patient.

Standard EEGs were reviewed to assess the following features:
(1) background activity; (2) presence and characteristics of
ECS and PS; (3) SWD and PWD occurrence and frequency;
(4) presence of focal epileptiform abnormalities, defined as
focal discharges confined to a single lobe; (5) asymmetry of
SWDs or PWDs in both onset and amplitude; and (6) pres-
ence of focal slow waves. Sleep EEG recordings, if available,
were reviewed to assess the presence of generalized parox-
ysmal fast activity (GPFA), defined as a generalized discharge
of rhythmic polyspikes in beta frequency with a duration of at
least 1 second.22

Clinical Outcomes
Different seizure outcome measures were assessed during
follow-up in each patient. The primary endpoint was the oc-
currence of sustained terminal remission (STR), defined as a
period of at least 4 consecutive years of freedom from all
seizures at the last follow-up visit. The time from the first ASM
trial to STR was also obtained for each patient, corresponding
to the time period from the first ASM trial to the last seizure
before STR started. The occurrence of a 2-year remission
from all seizure types during clinical history was also con-
sidered. Patients who did not achieve at least a 2-year re-
mission during their history were considered to show a
nonremission pattern. When at least a 2-year remission was
achieved, 2 distinct patterns of seizure control, namely a re-
lapse and remission pattern, were distinguished according to
the occurrence or absence of subsequent seizure relapses
during follow-up. The time period to the first 2-year remission
from the patient’s history was also calculated for each patient
to investigate the latency from the first ASM prescription to
the initial medication response. Last, the occurrence of a
2-year remission from generalized tonic-clonic seizures
(GTCS) at the last follow-up visit was evaluated.

In addition, we noted the number of ASM trials during the
disease course and the number of ASMs at the last follow-up
visit. The recurrence of seizures after ASM withdrawal was
also investigated, considering only patients with a follow-up of
at least 12 months after ASM discontinuation.

Cluster Analysis
The 2-step cluster analysis (TSCA) approach was used to
investigate the presence of distinct EMA endophenotypes and
to identify the electroclinical features characterizing these
endophenotypes. TSCA is a hybrid cluster approach that
performs group clusterization through a double-step pro-
cedure. It first separates groups with the use of a distance
measure and then chooses the optimal subgroup model
through a probabilistic approach. This approach provides

several advantages over more traditional clustering techniques
because it permits the use of both categorical and continuous
variables, the handling of outliers, and the selection of the
number of clusters based on statistical measurements rather
than arbitrary choice; in addition, it is highly reliable and
reproducible.23,24 The following variables were used to per-
form TSCA: (1) the presence of mild ID or borderline in-
tellectual functioning; (2) a family history of epilepsy in first-
or second-degree relatives; (3) early-onset EMA (as defined
below); (4) a history of GTCS; (5) a history of EM status
epilepticus; and (6) prognostic patterns (i.e., remission, re-
lapse, and nonremission), as defined above.

Statistical Analysis
Each variable distribution was graphically analyzed to select
the appropriate statistical tests and to ensure the highest
possible reliability of identified results. Among all variables,
the distribution of the age at onset variable was tested and
graphically analyzed, resulting in a nonnormally distributed
variable. Distribution analysis showed a multimodal pattern
that was further analyzed through kernel density estimation to
identify underlying modes. Subsequently, the Fisher-Jenks
optimization algorithm was used to confirm kernel density
estimation intervals and to identify the best cutoff for cate-
gorization of the variable, which was determined to be 8.5
years. Early-onset EMAwas therefore defined as EMAwith an
age at seizure onset ≤8 years (the main statistical analysis was
also repeated with age at onset as a continuous variable, which
yielded comparable results that are reported in eTable 1, links.
lww.com/WNL/B882). Categorical variables were compared
through the Fisher exact test, while continuous variables were
compared by se of the Wilcoxon-Mann-Whitney test due to
their nonnormal distribution. Group tests were 2 sided, with
values of p < 0.05 considered statistically significant.

Kaplan-Meier estimates were performed to calculate the cu-
mulative time-dependent probability of entering STR during
follow-up. The time of entry into the analysis was the date of
epilepsy diagnosis, and the time of the endpoint was the date
of STR onset or the date of the last follow-up visit (depending
on which occurred first), truncated at 40 years of follow-up.
Cox proportional hazards model was used to investigate the
association between STR occurrence and possible predictors
according to previous studies. Results were presented as
hazard ratios (HRs) with 95% CIs.

Multivariable multinomial logistic regression analysis was
used to assess the relation between prognostic patterns (de-
pendent variables) and their possible clinical predictors with
the remission pattern used as a reference. Results were pre-
sented as odds ratios (ORs) with 95% CIs. Last, a linear
regression model was used to assess the relation between the
number of ASMs at the last follow-up visit (dependent vari-
able) and its possible clinical predictors.

Data Availability
Deidentified data are available on reasonable request.
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Standard Protocol Approvals, Registrations,
and Patient Consents
The institutional/regional ethical committee approved the
study (5970, 286/2020), and informed consent was obtained
from all participants.

Results

General Clinical Features of the Study Cohort
After identification of 301 potential patients with EMA, 172
individuals (123 female, 71.5%) were included according to
study criteria (the inclusion tree is presented in eFigure 1,
links.lww.com/WNL/B882). The median age at epilepsy
onset was 7 years (interquartile range [IQR] 5–10 years), and
the median follow-up duration was 14 years (IQR 8.3–23.8
years). A history of psychiatric comorbid conditions was
found in 45 patients, among whom 18 of 45 (40%) were
diagnosed with mood disorders, 23 of 45 (51.1%) with be-
havioral disorders, and 4 (8.9%) with psychotic disorders.
Descriptive statistics of the cohort with main clinical and
demographic data are summarized in Table 1.

Electroclinical Characteristics
EM with or without absences was the seizure type at epilepsy
onset in 131 patients (76.2%), whereas GTCSwas reported as
the presenting seizure type in 41 (23.8%). All patients fulfilled
the criteria of either PS or ECS. A history of either PS or ECS
was found in 156 (90.7%) and 134 patients (77.9%), re-
spectively, and a history of both PS and ECS was observed in
117 (68%) patients. During follow-up, 120 (69.8%) patients
experienced GTCS at least once, and 22 (12.8%) had a history
of EM status epilepticus. The occurrence of self-induced
seizures during history was found in 17 patients (9.9%),
whereas a clear-cut catamenial worsening of EM or GTCSwas
reported in 15 of 123 (12.2%) female patients.

All but 6 patients showed spontaneous SWD/PWD during at
least 1 standard EEG, whereas generalized discharges were
provoked only by intermittent photic stimulation or eye closure
in these 6 patients. SWDs were recorded in 144 (83.7%) in-
dividuals, while PWDs were recorded in 131 (76.2%). SWD/
PWD frequency was ≥4 Hz in 110 (64%) patients. Focal spike
or sharp waves were reported in 36 individuals (20.9%), and
asymmetric/asynchronous generalized discharges were found
in 10 (5.8%). A total of 159 of 172 (92.4%) patients performed
at least 1 sleep EEG during follow-up, and 8 of 159 (8.8%)were
found to have GPFA during sleep.

At the last year of follow-up, ECS persisted in 73 of 158
(46.2%) patients among whom this information was available,
whereas PS was found in 81 of 161 (50.3%) patients.

ASM Treatment
Themost common first-line ASMwas valproate (VPA) in 108
of 172 patients (62.8%), followed by levetiracetam (LEV) in
19 (11%), ethosuximide in 16 (9.3%), and lamotrigine (LTG)
in 8 (4.6%). During follow-up, the median number of

prescribed ASMs was 3 (IQR 2–4). At the last follow-up visit,
all but 16 patients were on ASMs. The median number of
ASMs used at the last follow-up was 1 (IQR 1–2, range 1–5),
and 78 of 172 (45.3%) patients were on a polytherapy regi-
men (≥2 ASMs). The most used ASM at the last follow-up
visit was VPA in 95 of 172 patients (55.2%), followed by LEV
in 58 (33.7%) and LTG in 36 (20.9%). The most frequently
used monotherapies at the last follow-up visit were VPA in 41
patients, LEV in 17, and LTG in 13, which were associated
with the following 2-year remission rates: 68.3%, 77.8%, and
46.2%, respectively. Among those on a bitherapy regimen (63
patients), the most frequently observed combination was
VPA + LEV (13 of 63), which was associated with the highest
2-year remission rate (61.5% vs 36%, p = 0.1). ASMs used at
the last follow-up visit with the respective 2-year remission
rate are given in eFigure 2 (links.lww.com/WNL/B882).

Seizure Outcome and Prognostic Factors
During follow-up, 106 of 172 (61.6%) patients achieved at
least a 2-year remission from all seizure types, and the mean
time from epilepsy onset to the first 2-year remission was
10.45 years (SD ±10.89 years). Therefore, 66 of 172 (38.4%)
individuals displayed a nonremission pattern, whereas 56
(32.6%) and 50 (29.1%) patients showed a remission and
relapse pattern of seizure control, respectively. Multivariable
multinomial logistic regression analysis showed that a longer
follow-up duration (OR 1.04, 95% CI 1.01–1.08, p = 0.02), a
history of GTCS (OR 3.15, 95% CI 1.05–9.43, p = 0.04), and
a family history of epilepsy (OR 3.11, 95% CI 1.22–7.94, p =
0.02) were associated with a relapse pattern of seizure control,
whereas early epilepsy onset (OR 4.88, 95% CI 1.82–12.98,
p = 0.002), EM status epilepticus (OR 5.05, 95% CI
1.24–20.8, p = 0.02), and a history of FS (OR 9.01, 95% CI

Table 1 Demographic and Clinical Characteristics

Age, median (IQR), y 22 (17–32)

Sex, female, n (%) 123 (71.5)

Age at epilepsy onset (IQR), y 7 (5–10)

Follow-up duration, median (IQR), y 14
(8.25–23.75)

History of FS, n, % 19 (11)

Family history of epilepsy in a first-degree relative, n (%) 35 (20.3)

Family history of epilepsy in a second-degree relative,
n (%)

21 (12.2)

Family history of epilepsy in a third-degree relative,
n (%)

13 (7.6)

Family history of FS in a first or second-degree relative,
n (%)

6 (3.5)

Psychiatric comorbid conditions, n (%) 45 (26.2)

Borderline IF or mild ID, n (%) 55 (32)

Abbreviations: FS = febrile seizures; ID = intellectual disability; IF = in-
tellectual functioning; IQR = interquartile range.
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1.67–47.61, p = 0.01) significantly predicted the nonremission
pattern (Table 2 shows detailed multivariable multinomial
logistic regression results).

STR was achieved in 68 (39.5%) patients, and mean time
from epilepsy onset to STR was 14.05 years (SD ±12.47

years). Early epilepsy onset (HR 0.41, 95% CI 0.24–0.70,
p < 0.001), a history of GTCS (HR 0.47, 95% CI 0.27–0.82,
p = 0.008), psychiatric comorbid conditions (HR 0.34, 95%
CI 0.16–0.71), and a history of FS (HR 0.18, 95% CI
0.05–0.76) were significantly associated with a lower chance
of entering STR according to the Cox proportional hazards

Table 2 Predictors of Relapse and Nonremission Patterns as Determined by Multivariable Multinomial Logistic
Regression

Relapse No remission

Predictor OR 95% CI p Value OR 95% CI p Value

Male sex 0.5 0.17–1.41 0.2 0.68 0.26–1.79 0.4

Early-onset epilepsy 2.42 0.91–6.41 0.08 4.88 1.82–12.98 0.002a

Follow-up duration 1.04 1.01–1.08 0.02 0.98 0.94–1.02 0.3

FS 3.6 0.55–23.25 0.2 9.01 1.67–47.61 0.01a

Family history of epilepsy in a first- or second-degree relative 3.11 1.22–7.94 0.02a 1.29 0.51–3.27 0.6

Borderline IF or mild ID 2.05 0.73–5.78 0.2 1.06 0.39–2.87 0.9

Psychiatric comorbid conditions 1.73 0.58–5.18 0.3 2.28 0.81–6.41 0.1

EM status epilepticus 1.86 0.37–9.43 0.5 5.05 1.24–20.8 0.02a

Self-induced seizures 0.72 0.11–4.48 0.7 2.39 0.55–10.41 0.2

History of GTCS 3.15 1.05–9.43 0.04a 2.19 0.85–5.61 0.1

History of both ECS and PS 1.71 0.64–4.57 0.3 1.65 0.64–4.22 0.3

EEG focal abnormalities 1.83 0.69–4.85 0.2 1.68 0.63–4.08 0.3

Abbreviations: ECS = eye closure sensitivity; EM = eyelidmyoclonia; FS = febrile seizures; GTCS = generalized tonic-clonic seizures; ID = intellectual disability; IF
= intellectual functioning; OR = odds ratio; PS = photosensitivity.
a Statistically significant variables (p < 0.05).

Table 3 Prognostic Factors for STR According to Multivariable Cox Proportional Hazards Model

Predictors HR 95% CI p Value

Female sex 0.81 0.46–1.44 0.5

Early onset of epilepsy 0.41 0.24–0.7 <0.001a

History of FS 0.17 0.05–0.76 0.02a

Family history of epilepsy in a first- or second-degree relative 0.72 0.42–1.21 0.2

Borderline IF or mild ID 0.95 0.53–1.72 0.9

Psychiatric comorbid conditions 0.34 0.16–0.71 0.004a

EM status epilepticus 0.54 0.22–1.28 0.2

Self-induced seizures 0.71 0.25–2.04 0.5

GTCS during history 0.47 0.27–0.82 0.008a

History of both PS and ECS 1.15 0.65–2.02 0.6

EEG focal abnormalities 0.97 0.56–1.68 0.9

Abbreviations: ECS = eye closure sensitivity; EM = eyelid myoclonia; FS = febrile seizures; GTCS = generalized tonic-clonic seizures; HR = hazard ratio; ID =
intellectual disability; IF = intellectual functioning; PS = photosensitivity; STR = sustained terminal remission.
a Statistically significant variables (p < .05).
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model. Results of the Cox proportional hazards model are
reported in Table 3, and the cumulative probability curves of
significant prognostic factors are illustrated in Figure 1. At the
last follow-up visit, 88 of 120 (73.3%) patients had achieved
2-year freedom from GTCS.

The persistence of ECS at the last medical observation was
associated with significantly lower rates of 2-year remission at
the last follow-up visit (25 of 73 vs 53 of 85, p = 0.001). In
addition, the persistence of PS was associated with lower rates
of 2-year remission at the last medical observation (30 of 81 vs
49 of 80, p = 0.006).

ASM withdrawal was attempted in 62 of 172 (36%) patients;
seizure freedom at least 1 year after ASM discontinuation was
observed in 16 of 62 patients (25.8%). Among those who
displayed seizure relapse after at least 1 year of ASM with-
drawal (46 of 62, 74.2%), GTCS relapse was observed in 28
patients (28 of 35, 80%) with a history of GTCS. Patients with
seizure relapse after ASM withdrawal had significantly higher
rates of GTCS during their history (36 of 47 vs 5 of 16, p =
0.002), whereas no significant differences were found
according to other variables.

When we considered the number of ASMs at the last follow-
up visit as a dependent variable, early epilepsy onset (β = 0.20,
p = 0.009) and history of GTCS (β = 0.17, p = 0.02) were
significantly associated with the use of a higher number of

ASMs at the last follow-up visit according to a multiple linear
regression model (F = 4.5, p < 0.001). The results of multiple
linear regression are reported in eTable 2 (links.lww.com/
WNL/B882).

Cluster Analysis: Identification of Clinical
EMA Subtypes
TSCA revealed 2 distinct clusters (86 patients per group) of
patients with EMA with similar follow-up duration. The 2
clusters, hereinafter referred to as EMA-only (cluster 1) and
EMA-plus (cluster 2), significantly differed in terms of age at
epilepsy onset and cognitive abnormalities, with the latter
showing a younger age at epilepsy onset and a higher per-
centage of ID/borderline intellectual functioning (16.3% vs
47.7%, p < 0.001). In addition, EMA-plus patients were
characterized by a higher proportion of FS (5.8% vs 16.3%, p =
0.049), self-induced seizures (4.6% vs 15.1%, p = 0.03), and
EM status epilepticus (4.6% vs 20.9%, p = 0.002).

The 2 clusters had similar rates of mood disorders (EMA-only
11.6% vs EMA-plus 10.5%, p = 0.6) and psychotic disorders
(1.2% vs 3.5%, p = 0.3), whereas EMA-plus patients had
higher rates of behavioral disorders (8.1% vs 17.4%, p = 0.07)
compared with EMA-only patients.

As far as EEG characteristics, EMA-plus patients were found
to have higher rates of PS persistence at the last year of follow-
up (37.2% vs 57%, p = 0.02), as well as higher rates of ECS at

Figure 1 Prognostic Factors of STR During Follow-up

Follow-up was truncated at 40 years. Censored patients are indicated by crosses. GTCS = generalized tonic-clonic seizures; STR = sustained terminal
remission.
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the last medical observation (32.6% vs 52.3%, p = 0.01),
compared with EMA-only patients. In addition, GPFA during
sleep was significantly more frequent among EMA-plus pa-
tients compared with EMA-only patients (3.5% vs 12.8%, p =
0.02), with a similar proportion of patients undergoing sleep
EEG recordings during follow-up in the 2 clusters (95.3% vs
89.5%, p = 0.3).

In terms of seizure outcome, EMA-plus patients showed a
significantly higher rate of nonremission pattern (0 vs 76.7%,
p < 0.001), a similar rate of relapse pattern (EMA-only 31.4%
vs EMA-plus 23.3%, p = 0.3), and a significantly lower rate of
remission pattern (68.6% vs 0, p < 0.001) compared with
EMA-only patients.

The 2 clusters did not significantly differ in terms of sex, family
history of epilepsy in first- or second-degree relatives, or
GTCS history. The electroclinical differences between the
2 clusters are illustrated in Figure 2, and all statistics and
p values related to comparisons between clusters are reported
in Table 4. Last, the 2 clusters significantly differed in terms of
probability of entering STR during the follow-up (log-rank
test, p < 0.001), as illustrated in Figure 3.

Discussion

In this multicenter study, we evaluated the electroclinical
characteristics and determined the prognostic factors for
distinct epilepsy evolution patterns in a cohort of 172 patients
with EMAwith a long-term follow-up. More than one-third of
our patients displayed a nonremission pattern, whereas

remission and relapse patterns were found at almost equal
rates in the remaining participants.

Only 39.5% of our population achieved STR, with a median
latency of 14.05 years. A similarly long delay was also observed
when we considered the interval from epilepsy onset to the
initial medication response (time from onset to first 2-year
remission 10.45 years), suggesting a key role of age-related
brain changes, as previously hypothesized for other photo-
sensitive epilepsies.25-27 Among the investigated prognostic
factors, early epilepsy onset was the most powerful predictor
in our study and was significantly associated with both failure
to reach STR and a nonremission pattern of seizure control.
Our observation is in line with previous findings in a much
smaller subgroup (9 patients), which found treatment re-
fractoriness in all patients with early-onset EMA.28 A history
of FS was also significantly associated both with not con-
verting to STR and with a nonremission pattern. The negative
effect of FS on long-term seizure outcome was also recently
highlighted in a GGE cohort and was attributed to genetic
factors that may predispose patients to both FS and ASM
refractoriness.29,30 In accordance with this hypothesis, a pre-
vious family study revealed that generalized epilepsy with FS-
plus was common among relatives of patients with EMA,
suggesting shared genetic determinants between these 2
syndromes.14 Furthermore, a history of GTCS and psychiatric
comorbid conditions significantly predicted failure to achieve
STR, in line with previous observations across different epi-
lepsy syndromes.31-33 Last, a history of EM status epilepticus
was associated with a 5-fold increased risk of not experiencing
remission throughout the course of EMA. This observation,
together with the prognostic effect of an earlier age at epilepsy

Figure 2 Electroclinical Characteristics of Clusters

Radar plot showing the electroclinical differ-
ences between clusters. Cluster 1 refers to EMA-
only patients; cluster 2 refers to EMA-plus pa-
tients. ECS = eye closure sensitivity; EM = eyelid
myoclonia; EMA = EM with absences; PS =
photosensitivity.
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onset and a history of FS, may reflect shared underlying ge-
netic components, as supported by the results of our cluster
analysis.

In this study, we confirmed the existence of a subgroup of
patients with EMAwith an insidious phenotype, referred to as
EMA-plus, and another more benign subgroup, referred to as
EMA-only. Subgroups of patients with EMA characterized by

a higher rate of moderate ID, status epilepticus, and ASM
resistance have previously been described in small
cohorts,21,28 but these observations have not yet been cor-
roborated in larger cohorts with modern statistical ap-
proaches. The 2 EMA patient subgroups, as delineated here,
differ to a great extent in terms of both their electroclinical
features and long-term seizure outcomes. EMA-plus patients
were younger at epilepsy onset and had higher rates of

Table 4 Patient Clinical Characteristics Stratified According to Cluster

Variable
Cluster 1
(86 patients)

Cluster 2
(86 patients) p Value

Sex, female, n (%) 62 (72.1) 61 (70.9) 1

Early epilepsy onset, n (%) 39 (45.3) 70 (81.4) <0.001a

Age at epilepsy onset, median (IQR), y 9 (6–10.7) 6 (4–8) <0.001a

Follow-up duration, median (IQR), y 15 (8–25.7) 14 (9.2–21) 0.46

History of FS, n, % 5 (5.8) 14 (16.3) 0.049a

Family history of epilepsy in a first- or second-degree relative, n (%) 30 (34.9) 27 (31.4) 0.7

Psychiatric comorbid conditions, n (%) 18 (20.9) 27 (31.4) 0.16

Borderline IF or mild ID, n (%) 14 (16.3) 41 (47.7) <0.001a

EM status epilepticus, n (%) 4 (4.6) 18 (20.9) 0.002a

Self-induced seizures, n (%) 4 (4.6) 13 (15.1) 0.03a

History of GTCS, n (%) 61 (70.9) 59 (68.6) 0.87

History of both PS and ECS, n (%) 51 (59.3) 66 (76.7) 0.02a

Focal EEG abnormalities, n (%) 27 (31.4) 30 (34.9) 0.75

Remission pattern, n (%) 59 (68.6) 0 <0.001a

Relapsing pattern, n (%) 27 (31.4) 20 (23.3) 0.3

Nonremission pattern, n (%) 0 66 (76.7) <0.001a

Abbreviations: ECS = eye closure sensitivity; EM = eyelid myoclonia; FS = febrile seizures; ID = intellectual disability; IF = intellectual functioning; IQR =
interquartile range; PS = photosensitivity.
a Statistically significant variables (p < 0.05).

Figure 3 Probability of Entering STR During Follow-up Depending on the Cluster

Follow-up was truncated at 40 years. Censored patients are
indicated by crosses. Cluster 1 refers to EMA-only patients,
cluster 2 refers to EMA-plus patients. EMA=eyelidmyoclonia
with absences; STR = sustained terminal remission.
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cognitive disturbances, EM status epilepticus, FS, GPFA, and
self-induction compared with EMA-only patients. In addition,
EMA-plus patients showed higher rates of poor response to
ASMs, whereas EMA-only patients showed a favorable long-
term seizure outcome, with two-thirds of patients achieving a
remission pattern of seizure control.

EMA has generally been recognized as an epilepsy syndrome
with a high rate of ASM refractoriness regardless of the
electroclinical characteristics of affected patients.34,35 Using
cluster analysis, we have made a clear-cut distinction between
EMA patient subtypes, with EMA-plus patients having a poor
response to ASM and thus a less favorable long-term seizure
outcome than EMA-only patients. Further studies will clarify
whether the differences between EMA subtypes may be at-
tributed to the underlying genetic substrate, with EMA-plus
patients possibly harboring pathogenic variants in genes re-
lated to EMA and EMA-like phenotypes such as SYNGAP1,
KIA02022, and CHD2, which have been established as the
most consistent genetic contributors in this setting.36-39

In this study, we also explored ASM withdrawal in patients
with EMA. One-third of patients with EMA in our cohort
discontinued ASMs during follow-up, in line with previous
studies in patients with JME,40 and one-fourth of these pa-
tients remained seizure-free after ASM discontinuation. A
history of GTCS emerged as the only predictor of seizure
recurrence in our study, suggesting caution when ASMs are
withdrawn in these patients. However, due to the retrospec-
tive nature of our study, we were unable to quantify GTCS
before ASM withdrawal. This potential limitation prevented
us from determining whether a single GTCS during history
could have the same prognostic significance as multiple
GTCS on seizure recurrence after ASM withdrawal.

In addition, we documented an EMA onset peak during mid-
childhood, as well as a female preponderance (2.51:1) and high
rates of family history of epilepsy, thus providing solid evidence in
support of previous findings frommuch smaller cohorts.2,11,28,35,41

As far as treatment data, the combination of VPA + LEV was
most frequently associated with 2-year remission at the last
follow-up visit; both of these ASMs were also associated with
the highest remission rates when used as monotherapy, in line
with previous literature findings.42 VPA was also found to be
the most frequently prescribed ASM during the entire follow-
up duration, followed by LEV. According to our data, the de-
creased VPA use in female patients of childbearing age due to
its well-known teratogenic adverse effects may eventually result
in higher rates of seizure refractoriness in patients with EMA
(as observed in other GGEs),43 especially considering the
striking female preponderance observed in this rare epilepsy
syndrome.

The main limitations of our study are due to its retrospective
design and the lack of systematic genetic testing in all patients,
which may have contributed to the interpretation of our

findings about prognostic factors and subphenotypes. How-
ever, the multicenter design, the large number of patients
compared to previous cohorts, the long-term follow-up, and the
strict diagnostic criteria used to define EMA support the gen-
eralizability of our results. In addition, we adopted strict criteria
to define EMA to avoid the inclusion of other myoclonic
syndromes such as JME, especially in patients with later on-
set.17 We thus chose to exclude patients with a history of
myoclonic seizures involving body regions other than the
eyelids, although their classification still represents a contro-
versial topic. Similarly, while the exclusion of patients with
moderate/severe ID allowed us to minimize the risk of in-
cluding patients with clear-cut developmental/epileptic en-
cephalopathy, their exclusion prevented us from definitively
characterizing the entire spectrum of EMA subphenotypes with
our cluster analysis, as previously suggested.21

Our study reveals the clinical variables predicting the occur-
rence of sustained remission in patients with EMA. In partic-
ular, early age at epilepsy onset appeared to be the most
relevant predictor of poor seizure outcome. Moreover, using a
large database with long-term follow-up data, we outlined the
distinct prognostic patterns of this rare epilepsy syndrome.
Last, we identified 2 distinct EMA subphenotypes with strong
implications in terms of seizure control and cognitive outcome.
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A B S T R A C T

Purpose: The goal of stratified medicine is to identify subgroups of patients with similar disease

mechanisms and specific responses to treatments. To prepare for stratified clinical trials,

genome-wide genetic analysis should occur across clinical areas to identify undiagnosed genetic

diseases and new genetic causes of disease.

Methods: To advance genetically stratified medicine, we have developed and implemented

broad exome sequencing infrastructure and research protocols at Columbia University Irving

Medical Center/NewYork-Presbyterian Hospital.

Results: We enrolled 4889 adult and pediatric probands and identified a primary result in 572

probands. The cohort was phenotypically and demographically heterogeneous because enroll-

ment occurred across multiple specialty clinics (eg, epilepsy, nephrology, fetal anomaly). New

gene-disease associations and phenotypic expansions were discovered across clinical specialties.

Conclusion: Our study processes have enabled the enrollment and exome sequencing/analysis of

a phenotypically and demographically diverse cohort of patients within 1 tertiary care medical

center. Because all genomic data are stored centrally with permission for longitudinal access to

the electronic medical record, subjects can be recontacted with updated genetic diagnoses or for

participation in future genotype-based clinical trials. This infrastructure has allowed for the

promotion of genetically stratified clinical trial readiness within the Columbia University

Irving Medical Center/NewYork-Presbyterian Hospital health care system.
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Introduction

Exome sequencing (ES) has proven to be an essential

diagnostic method for patients with undiagnosed genetic

conditions.1 However, beyond establishing a diagnosis, ES

is also an important tool in the advancement of genetically

stratified medicine, where the goal is to identify subgroups

of patients with similar disease mechanisms and specific

responses to medications and treatments. Next-generation

sequencing can elucidate the underlying genetic mecha-

nism of disease and identify potential biological pathways to

target with medications.

Success in developing stratified medicine will need to

address underlying disparities in medicine and research.

Health disparities in genomics have been documented and

previously described and occur both within research and

clinical care.2-4 The reference genome, population genomic

databases, and clinical research have lacked inclusion of

underrepresented ancestral groups.5-7 In clinical care, public

and private insurance coverage for genetic testing varies

widely and is often a barrier to obtaining genomic

sequencing.8-10 Trosman et al10 note that it is challenging to

obtain comprehensive nation-wide information about ge-

netic testing coverage and policies from Medicaid and other

public payers, affecting underserved and minority groups

where public payers cover a substantial number of patients.

Taken together, these disparities negatively affect the ability

to make genetic diagnoses in underrepresented populations.

Ultimately, this leads to further inequalities by limiting the

focus of precision medicine to overrepresented populations

and affects the ability of underrepresented populations to

participate in, and ultimately benefit from, stratified medi-

cine clinical trials.

As genomic research has advanced, genetically stratified

clinical trials are a natural first step to identify underlying

disease mechanisms and develop tailored treatments. How-

ever, advancement of stratified medicine relies on wide-

spread sequencing of cohorts of interest. Recent

publications have suggested the value of centralized efforts

to facilitate this work, including a unified approach for

obtaining and returning clinical genomic test results,

establishing overarching Institutional Review Board (IRB)

protocols as is done with institutional biobanks, and estab-

lishing centralized platforms for storage and analysis of

genomic data.11-13

Recent research has shown that genetic diagnoses often

occur in clinics that have not routinely been subject to

diagnostic sequencing such as kidney and ophthalmologic

disorders.14-16 Therefore, to best prepare for stratified clin-

ical trials, genetic evaluation should occur across clinical

areas to identify undiagnosed genetic diseases in patients

and should not be limited only to currently established gene-

disease associations. Genome-wide analysis is required both

to identify new phenotypes of known genetic diseases and to

identify new genetic causes of disease.

To facilitate genetically stratified medicine, we have

developed and implemented broad ES infrastructure and

research protocols at Columbia University Irving Medical

Center/New York Presbyterian Hospital (CUIMC/NYPH), a

large academic medical center and hospital system. We

addressed key criteria of a successful centralized system,

including ability to enroll patients from any clinical area

across the medical center, without cost to participants or

their insurance; central storage of data; and the ability to use

phenotypic data from the electronic medical record (EMR)

in genomic analyses. As our knowledge of genomic variants

progresses, the centralized storage of data allows patients to

be recontacted over time when new knowledge about a gene

or variant emerges. In this paper, we describe the infra-

structure and results of a centralized system that promotes

genetically stratified clinical trial readiness. These protocols

have succeeded in enrolling >4800 diverse probands and

making >500 diagnoses among >300 causative genes.

Materials and Methods

Research protocols were written to allow for the enrollment

of pediatric and adult subjects, including pregnant women,

from across all clinical areas of the medical center. We also

accepted referrals from outside of the CUIMC/NYPH sys-

tem after review of medical records to ensure eligibility (ie,

detailed medical records provided, including documentation

of initial genetics workup with normal genetic tests where

clinically indicated, and confirmation of collaboration from

referring physician for sample collection and return of re-

sults). Inclusion criteria were designed to accommodate re-

ferrals from a broad range of specialties and to allow for

physician judgment regarding suspicion of possible under-

lying genetic etiology. This protocol design accommodates

both enrollment of subjects with unique phenotypes and

patients from the general genetics clinic, as well as specialty

cohorts of interest such as epilepsy, pediatric intensive care

unit patients, Parkinson disease, ataxia, cerebral palsy (CP),

immunodeficiency, chronic kidney disease (CKD), and fetal

anomalies. The protocols were approved by the CUIMC

IRB, and all subjects, or their parent/legal guardian, signed

informed consent. Subjects were not paid for their partici-

pation, and the research funding paid the costs of all genetic

testing (including clinical confirmation). Subjects enrolled

were also given the option to be contacted for future

research and to receive incidental findings. Figure 1 pro-

vides an overall workflow of the infrastructure of these

protocols.

Subjects provided blood or buccal samples. Fetal cases

used chorionic villi or amniotic fluid, if the pregnant mother

was undergoing such a procedure for clinical purposes.

Other tissue types (eg, skin, brain tissue, and saliva) were

also obtained to evaluate for germline and/or somatic vari-

ants. Somatic variants were analyzed in cases where there
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was suspected mosaicism. If the subject had clinical ES in

the past, sequencing data were obtained from the clinical

testing laboratory in lieu of sample collection, if permissible

under the clinical laboratory’s policies. Phenotypic data

were extracted from the medical record. If available,

parental samples were obtained for trio analysis.

ES and variant filtering and analysis has been previously

described and were specifically designed for areas of inter-

est.14,17,18 Fetal anomaly cases were analyzed as described

by Petrovski et al18; CKD cases were analyzed per Groop-

man et al14; and all other cases were analyzed per Zhu

et al.17 The American College of Medical Genetics and

Genomics (ACMG) secondary finding gene list current at

the time of analysis was used if incidental findings

emerged.19,20 Candidate diagnostic variants were reviewed

in multidisciplinary meetings including genetic counselors,

laboratory and clinical geneticists, and physicians from the

referring specialties. Local clinical champions of each sub-

specialty (eg, nephrology, fetal anomaly, epilepsy) provided

essential feedback related to subject phenotypes and asso-

ciation with candidate diagnostic variants. Variants deemed

causative or likely causative of the proband’s phenotype by

team consensus were confirmed in a Clinical Laboratory

Improvement Amendments (CLIA)–certified laboratory.

Variant causality was assessed using a combination of both

ACMG/Association for Molecular Pathology variant clas-

sification criteria, as well as clinical context and clinical

correlation from phenotype experts/referring providers.21

CLIA-confirmed variants were uploaded to the EMR,

returned to referring providers, and subsequently returned to

subjects with support from centralized research genetic

counselors as needed. In cases where a clinical sample could

not be obtained for CLIA laboratory confirmation testing,

the diagnostic variant was not returned to the subject or

provider, per regulatory requirements.

Results

Demographics

In total, we enrolled 4889 probands (see Table 1). The

cohort proved to be diverse with 52% of probands from an

underrepresented race/ethnicity, including 27% who

self-identified as Hispanic/Latino. A large proportion of our

cohort was adult patients (54.5%). In addition, 33.1% of the

cohort had both parents enrolled, so that a trio analysis could

be conducted. Of the subspecialty cohorts, the largest was

CKD, with 2187 cases (44.7%) enrolled.

Specific genetic findings

We identified a primary result (genetic finding that fully or

partially explains the phenotype) in 572 probands (11.7%)with

11 probands (3 adult, 8 pediatric) having a dual genetic diag-

nosis from ES (see Supplemental Tables 1 and 2 Supplemental

File 1). In total, 337 different genes were identified among the

diagnosed probands. Diagnostic yields among subspecialty

cohorts ranged from 23% in the intellectual disability/devel-

opmental delay/autism spectrum disorder cohort, to 7.6% in the

CKD cohort. Table 2 shows diagnostic yields across each

specialty cohort. Diagnostic yields across specialty cohorts

werenotnecessarily directly comparable because cohorts varied

in the proportion of trio/nontrio cases, inclusion criteria, and

customized analyses.

The 3 most common genetic diagnoses were COL4A5,

COL4A3, and COL4A4, with 35, 17, and 14 diagnoses,

respectively, all occurring within the CKD cohort. Eighteen

genetic diagnoses occurred in 5 or more probands. Nine of

these diagnoses (SCN1A, SCN2A, NF1, NSD1, CACNA1A,

EYA1, HNF1A, COL4A1, and PTPN11) occurred across

multiple subspecialty cohorts. Table 3 shows the most com-

mon genetic diagnoses in our proband patient population.

In addition, probands received incidental findings

meeting the ACMG criteria for reporting19,20 at the time of

analysis. The protocol also allowed return of incidental

findings outside of the ACMG secondary gene list if they

were judged to be of urgent clinical significance (Table 4).

In total, 67 probands received an incidental finding

including 43 adult and 19 pediatric probands. Five families

from the fetal anomaly cohort also received incidental

findings after delivery or at end of pregnancy. Two of these

cases involved incidental findings in genes that were not

included in the ACMG list. The first of these cases involved

a fetus with a diagnosis of isolated omphalocele identified

in the first trimester. The family opted for a chorionic

villus sampling with karyotyping, microarray,

Beckwith–Wiedemann Syndrome methylation studies, and

Figure 1 Overall workflow and infrastructure of the Institute for Genomic Medicine protocols.
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ES. ES analysis identified a homozygous variant in F11

(NM_000128.3: c.403G>T; NP_000119.1:p.Glu135Ter),

consistent with factor XI deficiency (OMIM 612416).

Owing to the planned surgical correction of omphalocele

after birth, the team opted to return to this result so that the

surgical team could prepare for potential bleeding issues.

The second case involved a fetus with an isolated complex

cardiac finding noted on ultrasound at 33 weeks’ gestation.

The family declined invasive prenatal testing and consented

to cord blood sample collection with microarray, kar-

yotyping, and research ES. Postnatal genetics evaluation

showed a female child with minor dysmorphic features. The

microarray results and karyotype were normal, but research

ES identified a homozygous pathogenic missense variant

in HEXB, associated with Sandhoff disease

(NM_000521.4:c.1597C>T; NP_000512.2:p.Arg533Cys;

OMIM 268800). Given the seriousness of Sandhoff disease

and to provide recurrence risk information to parents, the

study team decided to evaluate HexB enzyme activity in the

proband, which showed decreased activity consistent with

Sandhoff disease. Subsequently, molecular and enzymatic

results were returned to the family. Although initial clinical

features were not specific for Sandhoff disease, subsequent

consult with neurology identified early features such as

seizures and difficulty tracking.

Discussion

Our study highlights the real-world experience of applying

research ES across a range of presentations in 1 medical

center. In this way, we have laid the foundation to establish

genetically stratified medicine within 1 institution.

Recognizing that there are racial and ethnic disparities in

genomics, our protocols were developed to be as accessible

as possible. Our studies were structured in such a manner

that barriers to participation could be reduced. This included

remote enrollments to accommodate patients/parents who

are unable to attend appointments in person, translating

consent materials into Spanish, using CUIMC’s approved

short form of consent process for subjects who do not speak

English or Spanish, and covering the cost of CLIA confir-

mations so that participants are not responsible for these

costs when receiving a genetic diagnosis. Our enrollment

accommodations combined with the diverse Washington

Heights neighborhood of New York City were likely the

driving factors behind our enrollment of a diverse study

population with >50% of study subjects identifying from a

group underrepresented in biomedical research. This in-

dicates that study procedure design prioritizing enrollment

strategies that address cost of testing, flexibility of enroll-

ment location, and reduction of burdens from the consent

process can facilitate enrollment of underrepresented groups

in biomedical research and begin to address the long-

standing disparities in genomic research.

Because many genetic conditions have multisystemic

involvement, patients may be identified across a broad range

of clinical departments. In our subject population, we expe-

rienced this with the gene SCN2A, which is typically asso-

ciated with epileptic encephalopathy (OMIM 613721),

episodic ataxia (OMIM 618924), and benign familial infan-

tile seizures (OMIM 607745). As expected, we identified

causative SCN2A variants in patients with epileptic enceph-

alopathy and benign familial infantile seizures, including a

parent who had a history of childhood seizures of unknown

etiology. In addition, we identified an SCN2A causative

variant in a fetus who was found to have arthrogryposis,

micrognathia, bilateral ventriculomegaly, polymicrogyria,

prominent cisterna magna, and polyhydramnios on prenatal

ultrasound. Others have reported SCN2A as causing bilateral

ventriculomegaly seen on prenatal ultrasound.22 Recently, de

novo variants in SCN1A, another epileptic encephalopathy

gene, were also found in 3 patients with prenatally diagnosed

arthrogryposis.23 These examples highlight how a central-

ized infrastructure can assemble a cohort of patients from

multiple different clinical areas and research groups, allow-

ing an expansion in our knowledge of phenotypes and

improved understanding of genomic diseases.

Similarly, we have identified causative COL4A1 variants

in our neurology, general genetics clinic, and fetal anomaly

cohorts. COL4A1 has been linked to small-vessel brain

disease of variable severity and can include other findings

such as eye defects, kidney involvement, and cardiac ar-

rhythmias.24 In the neurology cohort, we found causative

variants in 1 pediatric and 1 adult subject. The pediatric

subject had a history of an intrauterine stroke, congenital

cataracts, and medically refractory epilepsy. The adult

subject had a history of recurrent hemorrhagic strokes that

started at age 39 years and had a family history of hemor-

rhagic strokes. An unrelated 3-year-old pediatric subject

referred from the general genetics clinic had muscle weak-

ness and magnetic resonance imaging findings suggestive of

a leukodystrophy. The indication of the case identified

through the fetal anomaly cohort was intracranial hemor-

rhage. These cases clearly show how variations in clinical

expressivity of variants in certain genes can be found in

patients of all ages and in multiple specialty clinics.

Table 1 Demographics of probands

Demographics of Probands

Total

N (%)

Total number of probands 4889 (100)

Sex

Male 2339 (47.8)

Female 2509 (51.3)

Unknown/not recorded 41 (0.9)

Race/ethnicity

African/African American 492 (10.1)

Asian 482 (9.9)

Hispanic 1321 (27.0)

White 2302 (47.1)

Other/more than one race 244 (5.0)

Unknown 48 (1.0)
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Table 3 Most common genetic diagnoses

Diagnosis

Gene

Proband

Count

Inheritance of Variant(s) Type of Variant(s) Analysis Type

Specialty CohortInherited De novo Unknown

Protein-

Truncating Missense Other Trio Nontrio

COL4A5 35 0 0 35 11 23 1 0 35 CKD

COL4A3 17 0 0 19a 4 15a 0 0 17 CKD

COL4A4 14 0 0 18b 13b 5b 0 0 14 CKD

SCN1A 12 0 6c 6 6 5 1 6 6 Epilepsy, ID/DD/ASD, CP

PKD1 10 1 1 8 6 4 0 2 8 CKD

SCN2A 10 1 9c,d 0 0 10 0 10 0 Fetal anomaly, epilepsy,

ID/DD/ASD, PICU, CP

NF1 9 4 2 3 6 2 1 6 3 CKD, epilepsy, ID/DD/ASD

TRPC6 8 0 0 8 0 8 0 0 8 CKD

NSD1 7 0 5 2 5 2 0 5 2 Epilepsy, ID/DD/ASD, PICU

UMOD 7 0 0 7 0 7 0 0 7 CKD

CACNA1A 6 0 3 3 2 4 0 3 3 Epilepsy, ID/DD/ASD, ataxia

EYA1 6 1 0 5 3 3 0 1 5 CKD, fetal anomaly

HNF1A 6 0 0 6 2 4 0 0 6 CKD, othere

NPHS2
f 6 0 0 12 1 11 0 0 6 CKD

COL4A1 5 0 4 1 1 4 0 4 1 Fetal anomaly, epilepsy, CP, othere

CSNK2B 5 0 3 2 5 0 0 3 2 Epilepsy

PAX2 5 0 0 5 4 1 0 0 5 CKD

PTPN11 5 1 2 2 0 5 0 3 2 CKD, fetal anomaly, ID/DD/ASD

ASD, autism spectrum disorder; CKD, chronic kidney disease; CP, cerebral palsy; DD, developmental delay; ID, intellectual disability; PICU, pediatric

intensive care unit.
aTwo probands had an autosomal recessive genetic diagnosis caused by missense variants in COL4A3.
bFour probands had an autosomal recessive genetic diagnosis caused by protein-truncating or missense variants.
cOne case had evidence of parental mosaicism.
dOne case was mosaic for variant.
eOther specialty cohort or phenotype.
fAutosomal recessive condition.

Table 2 Diagnostic yield of cby age at enrollment

Total Cohort Proband Age at Enrollment

N (%)

Diagnostic

Yieldb (%)

Adult (>21 y) Pediatric (�21 y) Prenatala

n (%)

Diagnostic

Yield (%) n (%)

Diagnostic

Yield (%) n (%)

Diagnostic

Yield (%)

Total number of

probands

4889 (100) 572 (11.7) 2664 (54.5) 201 (7.5) 1731 (35.4) 302 (17.4) 494 (10.1) 69 (14.0)

Analysis type

Trio 1616 (33.1) 321 (19.9) 102 (6.3) 15 (14.7) 1020 (63.1) 237 (23.2) 494 (30.6) 69 (14.0)

Nontrio 3273 (66.9) 251 (7.7) 2562 (78.3) 186 (7.3) 711 (21.7) 65 (9.1) - -

Specialty cohortc

CKD 2187 (44.7) 166 (7.6) 1909 (87.3) 147 (7.7) 278 (12.7) 19 (6.8) - -

Epilepsy 947 (19.4) 126 (13.3) 352 (37.2) 16 (4.5) 595 (62.8) 110 (18.5) - -

ID/DD/ASD 918 (18.8) 211 (23.0) 95 (10.3) 17 (17.9) 823 (89.7) 194 (23.6) - -

Fetal anomaly 494 (10.1) 69 (14.0) - - - - 494 (100.0) 69 (14.0)

Cerebral palsy 145 (3.0) 15 (10.3) 63 (43.4) 1 (1.6) 82 (56.6) 14 (17.1) - -

PICU 144 (2.9) 22 (15.3) - - 144 (100.0) 22 (15.3) - -

Immunode fi ciency 39 (0.8) 5 (12.8) 19 (48.7) 3 (15.8) 20 (51.3) 2 (10.0) - -

Ataxia 33 (0.7) 4 (12.1) 31 (93.9) 3 (9.7) 2 (6.1) 1 (50.0) - -

Parkinson disease 15 (0.3) 2 (13.3) 15 (100.0) 2 (13.3) - - - -

ASD, autism spectrum disorder; CKD, chronic kidney disease; DD, developmental delay; ID, intellectual disability; PICU, pediatric intensive care unit.
aPrenatal refers to a fetus enrolled before delivery.
bDiagnostic yield was calculated among probands only. Family members who may have also received a genetic result were not included in these

calculations.
cSubjects may be included in multiple specialty cohorts. Additionally, 530 probands presented with other phenotypes and were not included in any

specialty cohort.
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Having broad ES protocols allows for the enrollment of

subjects in clinics that may not have a large enough volume

to support a stand-alone genetics research framework and

allows for identification of phenotype expansions. For

example, we have enrolled a cohort of patients with CP from

a CP specialty clinic within the Department of Orthopedics.

Many of the genetic diagnoses were associated with

developmental disorders but not CP (SCN1A, DOCK6,

PPT1, ATM, SMARCB1, and ZSWIM6).25 In this way, we

expanded the number of patients with a specific genetic

diagnosis, and we were able to recognize genetic cohorts

from across the medical center that could be involved in

future genetically stratified clinical trials.

Our most common genetic diagnoses were in the

COL4A5, COL4A3, and COL4A4 genes reflecting our large

CKD population. Variants in the NF1 gene were also among

the most common findings returned to subjects. Of note, all

probands with this finding already had a clinical diagnosis

of neurofibromatosis type 1 but had additional clinical

findings that could not be explained by this diagnosis (eg,

chorea, kidney issues, and contractures). One explanation is

that these patients may have an atypical neurofibromatosis

type 1 phenotype. Alternatively, these patients may have a

secondary genetic diagnosis that is as of yet undiagnosed. In

fact, a recent case report describes a patient with neurofi-

bromatosis and West syndrome who was found to have a

KCNC2 variant in addition to an NF1 variant.26

Importantly, these protocols also established a consistent

process for clinical confirmation of diagnostic research

findings, allowing these diagnoses to be returned to patients

and their providers, and ultimately be incorporated into

clinical care. Such results may be of clinical benefit by

establishing or refining a diagnosis, informing recurrence

risk and familial cascade testing, guiding additional referrals

or evaluations, or informing treatment recommendations.14

For instance, a 30-year-old male with a previous diagnosis

of static encephalopathy of unknown origin was found to

have compound heterozygous variants in CYP27A1,

consistent with a diagnosis of cerebrotendinous xanthoma-

tosis (OMIM 213700). The diagnosis was confirmed on

biochemical testing, and the patient was started on cheno-

deoxycholic acid, which has been shown to stabilize and/or

improve progression of the disease. In a second case, a 70-

year-old male with extensive chronic white matter disease

and cognitive impairment was found to have a pathogenic

NOTCH3 variant indicating a diagnosis of cerebral auto-

somal dominant arteriopathy with subcortical infarcts and

leukoencephalopathy (CADASIL; OMIM 125310). Subse-

quently the subject was taken off of Aricept, as it was not

expected to have any benefit to CADASIL-related cognitive

impairment and was given guidance on minimization of

stroke risks, which was not indicated before the CADASIL

diagnosis. Finally, 2 subjects with uncontrolled epilepsy

were started on new medications on the basis of the genetic

diagnosis (pyridoxine for PIGW and everolimus for mosaic

AKT3); unfortunately, in both cases, the treatment did not

result in significant improvement. With respect to additional

research referrals, genetic diagnoses from the study have

enabled subjects to be potentially eligible for genetically

based clinical research. Genetic diagnosis is particularly

critical in determining clinical trial eligibility for conditions

such as Alport syndrome (COL4A3, COL4A4, COL4A5),

which may not be recognized on the basis of clinical

symptoms alone. Genetic diagnoses also allow patients to

participate in genetically focused natural history studies that

establish end points for future clinical trials. For instance, a

subject with a homozygous NGLY1 variant went on to enroll

in a natural history study at the National Institutes of Health.

To realize the full clinical benefit of this research, our

institution ensured sufficient genetic counseling support for

return of genetic results. On average, the research has sup-

ported 5 full-time genetic counselors; however, it is

important to note that their responsibilities also included

variant interpretation, patient consent, regulatory/IRB man-

agement, and sample coordination. In addition, many results

were returned by the referring providers independent of the

research genetic counselors. Having a team of centralized

genetic counselors who were trained to work across all

studies provided significant efficiencies. Furthermore,

because this research shows the utility of genetic testing in

Table 4 Reportable incidental fi ndings identi fi ed

Gene Proband Count Adult Pediatric Prenatala

BRCA2 18 10 7 1

MYBPC3 6 4 2 0

PKP2 5 4 0 1

BRCA1 4 2 2 0

KCNQ1 4 3 0 1

PMS2 3 2 1 0

LDLR 3 2 1 0

MSH6 3 2 1 0

TNNT2 2 1 1 0

TP53 2 2 0 0

RYR1 2 1 1 0

DSP 2 1 1 0

MSH2 2 2 0 0

SCN5A 2 2 0 0

MYH7 2 2 0 0

PTEN 1 0 1 0

KCNH2 1 1 0 0

DSG2 1 0 1 0

HEXB
b 1 0 0 1

SDHD 1 1 0 0

LMNA 1 1 0 0

F11
c 1 0 0 1
aPrenatal refers to a fetus enrolled before delivery. Note that all inci-

dental fi ndings were returned after delivery or end of pregnancy for this

specialty cohort.
bAlthough this gene was not on the American College of Medical Ge-

netics and Genomics incidental list, it was reported as a secondary fi nding

because of the seriousness of the condition and to provide recurrence risk

information to parents. This fi nding did not explain the fetal anomalies.
cAlthough this gene was not on the American College of Medical Ge-

netics and Genomics incidental list, it was reported as a secondary fi nding

because of potential medical management decisions for surgical correction

of omphalocele. This fi nding did not explain the fetal anomalies.
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new clinical areas, clinical genetic counseling services have

been expanded to support increased clinical testing.

Our combined infrastructure allows for a larger and more

powerful data set for aggregate analyses because 94% of

samples and data are available for other research use. This

allows researchers to reanalyze unsolved cases with similar

phenotypes. In addition, it allows for the ability to search

cases at the gene/variant level if researchers are interested in

a specific gene/variant. Diagnoses identified in these cohorts

are displayed in IGMdx (igmdx.org), which is a publicly

accessible data browser to promote and facilitate collabo-

rations with other investigators.27 In addition, we have

created ATAVdb (http://atavdb.org/) that allows in-

vestigators to search for genes/variants in samples where

permission for other research has been given.28 By estab-

lishing mechanisms for centralized data storage and access,

this system has fostered genetic training and research

throughout the institution and has led to additional grant

funding and research. Furthermore, by having a centralized

record of genetic diagnoses made across different spe-

cialties, this model can allow for targeted precision medicine

trials that are aimed at specific genetic alterations and sub-

ject phenotypes.

Protocols were written to allow for patient samples and

genomic data to be coded and to incorporate phenotypic

information from the EMR record. This allows for longi-

tudinal data to be collected on patients and the ability to

track disease progression and treatment responses. It also

allows researchers to contact patients for enrollment in other

research protocols such as clinical trials, natural history

studies, or biomarker analyses if they meet certain criteria.

Overall, this infrastructure allows for further research to be

conducted and new protocols to be developed for stratified

medicine clinical trials.

One of the strengths of our infrastructure in a single

tertiary care center, as described in this paper, is that it al-

lows for the customization of the research analysis on the

basis of the cohort of interest (eg, the CKD analysis

included a manually curated nephropathy-associated gene

list). Given that not all cohorts underwent the same analysis,

we cannot draw comparisons between diagnostic rates

across cohorts. In addition, although the study population is

large and diverse, there may have been other biases in the

cohort. For instance, although we accepted a broad range of

phenotypes, a health care provider was needed to refer a

subject for enrollment. This may have skewed the cohort

because providers may have been more likely to refer pa-

tients who are more severely affected. In addition, subjects

may have been more motivated to enroll in research if they

had complex medical issues.

In conclusion, we have shown that our study processes

have enabled enrollment and ES/analysis of a phenotypi-

cally and demographically diverse cohort of patients within

1 tertiary care medical center. Because all data are stored

centrally, new disease associations can be discovered across

multiple clinical specialties, and we have the ability to

recontact patients with updated genetic diagnoses. In

addition, this infrastructure has allowed for the promotion of

genetically stratified medicine within the CUIMC/NYPH

health care system.

Data Availability

The data sets supporting this study are available at the

following publicly accessible websites: igmdx.org and

atavdb.org.
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Abstract

Objectives

Effective treatments for coronavirus disease 2019 (COVID-19) are urgently needed. We

hypothesized that colchicine, by counteracting proinflammatory pathways implicated in the

uncontrolled inflammatory response of COVID-19 patients, reduces pulmonary complica-

tions, and improves survival.

Methods

This retrospective study included 71 consecutive COVID-19 patients (hospitalized with

pneumonia on CT scan or outpatients) who received colchicine and compared with 70 con-

trol patients who did not receive colchicine in two serial time periods at the same institution.

We used inverse probability of treatment propensity-score weighting to examine differences

in mortality, clinical improvement (using a 7-point ordinary scale), and inflammatory markers

between the two groups.

Results

Amongst the 141 COVID-19 patients (118 [83.7%] hospitalized), 70 (50%) received colchi-

cine. The 21-day crude cumulative mortality was 7.5% in the colchicine group and 28.5% in

the control group (P = 0.006; adjusted hazard ratio: 0.24 [95%CI: 0.09 to 0.67]); 21-day
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clinical improvement occurred in 40.0% of the patients on colchicine and in 26.6% of control

patients (adjusted relative improvement rate: 1.80 [95%CI: 1.00 to 3.22]). The strong associ-

ation between the use of colchicine and reduced mortality was further supported by the

diverging linear trends of percent daily change in lymphocyte count (P = 0.018), neutrophil-

to-lymphocyte ratio (P = 0.003), and in C-reactive protein levels (P = 0.009). Colchicine was

stopped because of transient side effects (diarrhea or skin rashes) in 7% of patients.

Conclusion

In this retrospective cohort study colchicine was associated with reduced mortality and

accelerated recovery in COVID-19 patients. This support the rationale for current larger ran-

domized controlled trials testing the safety/efficacy profile of colchicine in COVID-19

patients.

Introduction

Beginning in December 2019, a novel coronavirus, designated severe acute respiratory syn-

drome coronavirus 2 (SARS-CoV-2), has caused an international outbreak of respiratory ill-

ness termed COVID-19 [1]. The full spectrum of COVID-19 ranges from mild, self-limiting

respiratory tract illness to severe progressive pneumonia, multi-organ failure, and death. Cyto-

kines and chemokines are thought to play an important role in the severity of complications

during virus infections [2]. Patients with severe COVID-19 have higher serum levels of pro-

inflammatory cytokines (TNF-α, IL-1, and IL-6) and chemokines (IL-8) compared to individ-

uals with mild disease or healthy controls, and similar levels compared to patients with Severe

Acute Respitatory Syndrome (SARS) or Middle East Respiratory Syndrome (MERS) [2]. The

independent association between inflammatory markers and disease severity supports the con-

cept that abnormal inflammatory response, rather than direct viral cytopathic effects, is the

main cause of the life-threatening pulmonary complications in COVID-19 patients [3]. Vari-

ous mechanisms have been postulated to explain the dysregulated immune response during

SARS-CoV-2 infection. In particular, the viroporin envelope (E) protein, a minor virion struc-

tural component of SARS-CoV-2, has been shown to activate the NLR family pyrin domain

containing 3 (NLRP3) inflammasome, eventually causing the release of cytokines and chemo-

kines [4, 5].

Colchicine, an old drug that has been widely used in auto-immune and inflammatory disor-

ders [6, 7], counteracts the assembly of the NLRP3 inflammasome [8], thereby reducing the

release of IL-1b and an array of other interleukins, including IL-6, that are formed in response

to danger signals [7–9]. Recently, colchicine has been successfully used in two cases of life-

threatening post-transplant capillary leak syndrome [10]. These patients had required mechan-

ically ventilation and hemodialysis for weeks before receiving colchicine, which quickly

restored normal respiratory function and diuresis over 48 hrs [10].

Based on this background, we started prescribing colchicine as an off-label drug in health

care outpatients, and shortly after in inpatients with COVID-19 and pneumonia on lung CT

scan. Herein, we report the results of an observational retrospective study in which we used

inverse probability of treatment weighting based on propensity score to undergo colchicine

treatment, in order to assess the hypothesis that colchicine reduces mortality and time to clini-

cal improvement in patients with COVID-19 pneumonia.
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Patients andmethods

Patients

This is an observational, retrospective study on COVID-19 patients followed from February

25th to April 8th, 2020 at the Parma University Hospital, a tertiary health-care Centre in Parma,

Italy, which was designated as a COVID-19 hub by Italian health authorities. This retrospective

study included COVID-19 patients (hospitalized with pneumonia on CT scan or outpatients).

We included a series of consecutive patients who received colchicine for the treatment of

COVID-19 fromMarch 1sh to April 10th, 2020. The comparison group consisted of patients

that were selected by random sampling amongst those admitted at the same hospital with a

diagnosis of COVID-19 and pneumonia earlier in the pandemic (fromMarch 1st to March 18th,

2020) and who could be matched 1:1 by age (± 10 years) and sex. Because a suitable age and sex

match could only be found in 59 of the 71 patients, a 1:1 match of the same sex with the closest

age was obtained in 22 cases. To reduce the risk of immortal time bias (i.e. patients on colchi-

cine cannot die before taking colchicine) patients requiring intubation in the first 24 hours after

admission were excluded. Data could not be eventually extracted in one patient in the colchicine

group, leaving 70 patients in the colchicine group, and 71 in the control group. The study proto-

col was approved by the AVEN Ethics Committee on March 31st, 2020 (prot. n. 13306).

Criteria for COVID-19 diagnosis

We included all adult inpatients (aged�18 years) with a diagnosis of COVID-19 pneumonia

based on: 1) CT typical findings (i.e. ground-glass opacities and/or patchy consolidation, and/

or interstitial changes with a peripheral distribution), 2) positive nasopharyngeal swab test,

and/or 3) serologic anti-SARS-CoV-2 antibody test. We also included health care personnel

who received a diagnosis of COVID-19 based on typical symptoms and a positive nasopharyn-

geal swab test that were treated as outpatients and did not undergo a CT scan. As per institu-

tion protocol, all inpatients cases with clinical suspicion of COVID-19 underwent a lung CT-

scan and a nasopharyngeal swab test at the time of admission. During the peak of the outbreak

(i.e., at the time of patient enrollment), those that had typical clinical history and symptoms

suggestive of COVID-19 along with CT findings indicative of viral pneumonia were diagnosed

as COVID-19 regardless of the results of the swab test on admission. However, in those with a

negative nasopharyngeal swab test at admission, diagnosis of infection was subsequently con-

firmed by a second nasopharyngeal swab test and/or positive test for antibodies against SARS--

CoV-2.

Disease severity was quantified using a seven-point ordinal scale recommended byWHO

and used by previous trials [11]. Clinical improvement was defined as a 2-point improvement

on a 7-category ordinary scale which we measured every day until day 10, then at day 14, and

21) [11].

Study drug

Colchicine was administered orally 1 mg/day from day 1 up until clinical improvement or up to

a maximum of 21 days, according to physicians’ preferences. As per the drug information sheet

and internal guidelines, the dose was adjusted for kidney function and drug to drug interaction.

Colchicine was administered orally 1 mg/day from day 1 up until clinical improvement or up to

a maximum of 21 days, according to physicians’ preferences. As per the internal decision, the

dose was adjusted for kidney function and drug to drug interaction. The dose had to be reduced

to 0.5 mg/day if the patient developed severe diarrhea. In the case of acute or chronic kidney

disease with eGFR< 30mL/min not requiring dialysis, the dose was reduced to 0.5 mg/day; in
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patients requiring dialysis, the dose was reduced to 0.5 mg every other day and was given after

the end of each dialysis session. Patients with advanced liver impairment (up to Child-Pugh

score B) could receive 0.5 mg every other day. Patients on antiretroviral drugs (including ritona-

vir or cobicistat) could receive one single dose of 1mg or 0.5mg according to the severity of the

disease until one day from completion of antiviral treatment. Hydroxychloroquine and azithro-

mycin did not require any dose adjustment. The decision to use anti-retroviral drugs, hydroxy-

chloroquine, and azithromycin was up to the physician in charge of patient care.

Exclusion criteria were limited to advanced liver failure (Child-Pugh score C) and preg-

nancy. In particular, acute and chronic kidney failure of any degree did not represent a contra-

indication to the use of the drug.

Statistical analyses

Stata release 16 (2019, StataCorp, College Station, Tx, US) was used for all the analyses. A two-

tailed P-value of less than 0.05 was regarded as statistically significant. In the main analysis, we

used an inverse probability of treatment weighting that was based on propensity score to con-

struct a weighted cohort of patients who differed with respect to the use of colchicine but were

similar concerning other measured characteristics. Compared to the methods of matching,

inverse probability of treatment weighting allows using information from every patient, with-

out having to exclude patients that cannot find a suitable match, which is a desirable property

in the presence of sparse data. To calculate the inverse probability of treatment weights, we

estimated each patient’s propensity to undergo colchicine treatment, using a logistic regression

model that included predictor variables that had been selected based on their a priori possibil-

ity of confounding the relationship between colchicine use and mortality (age, sex, categorical

variate indicating the severity of conditions at onset namely, non-hospitalized, hospitalized

without oxygen, hospitalized and requiring supplemental oxygen, hospitalized requiring non-

invasive ventilation, shortness of breath, cough, history of diabetes, history of hypertension,

history of cancer, use of antibiotics, use of anti-retroviral drugs, use of hydroxychloroquine,

use of i.v. steroids, use of tocilizumab). We assigned patients who received colchicine a weight

of 1�(propensity score) and those who did not receive colchicine a weight of 1�(1−propensity

score). To reduce the variability in the inverse probability of treatment–weighted models, we

used stabilized weights [12]. Hazard-ratios (under the assumption of the absence of unmea-

sured confounding) that are estimated by propensity-score methods are more like the effects

estimated in a randomized, controlled trial than those estimated by multivariable Cox regres-

sion [12]. We compared the distributions of categorical variables using the chi-square test in

the unweighted cohort and the weighted logistic-regression models in the weighted cohort; of

continuous variable by Mann-Whitney test. In the propensity-score–weighted cohort, we

compared cumulative mortality between the colchicine group and the control group by plot-

ting weighted survival functions and by estimating the hazard ratio for death associated with

the use of colchicine with weighted Cox proportional-hazards models [12]. Change in lab

parameters was estimated by fitting weighted random coefficients models via maximum likeli-

hood which allowed for lack of consistency among subjects in the timing of the lab measure-

ments. For the purpose of the analysis, C-reactive protein was log base 2 transformed (on unit

decrease represent halving of C-reactive protein values).

Results

Patients

We included 141 consecutive patients with COVID 19. All patients were followed-up until

death or 21 days after admission. In the 70 patients taking colchicine, the median time from
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hospital admission to first colchicine administration was 4 days (interquartile range: 2 to 9),

the median number of days on colchicine treatment was 6 (interquartile range: 2 to 13), with

ten patients taking a single dose because of concomitant anti-protease treatment. Fiftynine

patients (84%) started with 1 mg/day and eleven patients started with 0.5mg daily because of

drug-to-drug interaction (eleven patients) and/or chronic renal failure (nine patients). Table 1

and S1 Table summarize selected demographic and clinical characteristics of the study popula-

tion before and after propensity-score weighting, respectively. Most baseline demographics

and clinical characteristics were similar between the two groups. However, in the unweighted

cohort, patients who received colchicine had, at admission, more often dyspnea, received

more often supplemental oxygen and non- invasive mechanical ventilation (Table 1); a higher

percentage of them were on antibiotics or antivirals at enrollment (Table 1); because of the

higher disease severity in the colchicine group, more patients in the colchicine group received

tocilizumab [10] (14.3%) in the colchicine vs. 4 (5.6%) in the control group; P = 0.086].

(Table 1). Those characteristics were balanced in the propensity-weighted cohort (S1 Table).

In the propensity-weighted cohort, none of the characteristics statistically differed between the

groups (S1 Table), and all the standardized differences were less than 20% (median +1.3%;

range: -17.9 to +19.1%; interquartile range: -12.5 to +6.2%).

Outcomes

In the propensity-weighted cohort, the 21-day crude cumulative incidence of death was 7.5%

In the colchicine group and 28.5% in the control group (P = 0.006; adjusted hazard ratio of

death: 0.24 [95%CI: 0.09 to 0.67]) (Fig 1); 21-day clinical improvement occurred in 40.0% of

the patients on colchicine and in 26.6% of control patients (P = 0.048); adjusted relative

improvement rate: 1.80 (95%CI: 1.00 to 3.22). In exploratory subgroup analyses, the relative

hazard reduction associated with colchicine was evident across different patient categories

(Fig 2). However, in some categories, the hazard ratio could not be reliably estimated because

of sparse data within some strata (i.e. patients with cancer, CKD, and receiving tocilizumab),

and of no deaths (outpatients).

The strong association between the use of colchicine and reduced mortality was further

supported in hospitalized patients by the diverging linear trends of log2 C-reactive protein lev-

els and lymphocyte count since admission. In fact, log2 C-reactive protein had a sharper

decrease in the colchicine group compared to the control group (P = 0.009, Fig 3A), a log

reduction of 1 is equivalent to a halving of the concentration of C-reactive protein, in mg/L)

while lymphocyte count showed a sharper increase in lymphocyte count in the colchicine

group compared to the control group (P = 0.018) (Fig 3B). The improvement in lymphocyte

count in the colchicine group compared to the control group was mirrored by a sharper

improvement in the neutrophil-to-lymphocyte ratio (P = 0.003). Unlike patients in the control

group, those who received colchicine had IL-6 serially measured because of the physicians’

expectation that the drug would decrease IL-6 levels. Over the first week after admission, Log2

IL-6 levels decreased by almost two log units (P<0.001 for linear trend), implying a decrease

to almost 25% of baseline levels (Fig 4). Because of the retrospective nature of the study, we

did not have enough IL-6 measurements in the control group to make a reliable comparison.

Safety

Colchicine was well tolerated. Only four (7%) of the patients had to withdraw the drug because

of side effects, two because of diarrhea, and two for skin rash.
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Table 1. Demographic and clinical characteristics of the study population before propensity-score weighting.

Control Colchicine P value�

(N = 71) (N = 70)

Age—yrs 62.5 (14.5) 60.5 (13.4) 0.39

Male gender 49 (69.0) 51 (72.9) 0.62

Comorbidities

Diabetes 13 (18.3) 11 (15.7) 0.68

Cancer 6 (8.4) 4 (5.7) 0.53

Hypertension 43 (60.6) 39 (55.7) 0.56

CKD 13 (18.3) 15 (21.4) 0.64

BMI§ 25.0 (5.5) 25.9 (5.4) 0.54

Disease severity at diagnosis

Non-hospitalized 13 (18.3) 10 (14.3) 0.004

Hosp. w/o O2 24 (33.8) 8 (11.4)

Hosp. with O2 24 (33.8) 31 (40.3)

Hosp. with NIV 10 (14.1) 21 (30.0)

Clinical characteristics at diagnosis

Fever 70 (98.6) 68 (97.1) 0.55

Dyspnea 26 (36.6) 50 (71.4) <0.001

Cough 50 (70.4) 43 (61.4) 0.26

Arthro-myalgias 6 (8.4) 12 (17.1) 0.12

Diarrhea 5 (7.0) 9 (12.9) 0.25

Lab values at hospital admission (Inpatients)

CRP- mg/dL 115.2 (4,>250) 116.6 (13,>250) 0.59

n = 41 n = 54

IL-6 –pg/mL NA 127.6 (0.1, 860) NA

n = 0 n = 33

PCT–ng/mL 0.17 (0,1.9) 0.17 (0,3) 0.99

n = 26 n = 39

Lymph.–N/mm3 966 (532) 1072 (539) 0.33

n = 45 n = 57

Neut/Lymph ratio 5.4 (1.3,37) 5.2 (1.3,34) 0.62

n = 22 n = 36

D-dimer–ng/mL 869 (164,>9000) 1103(238,>9000) 0.79

n = 25 n = 44

Ferritin - μg/L 824(90,2594) NA NA

n = 14

sCreatinine–mg/dL 0.8 (0.5,7.2) 0.8 (0.4,21.0) 0.93

n = 44 n = 54

COVID-19 Treatment

Use of antibiotics 39 (54.9) 60 (85.7) <0.001

Antiviral treatment 45 (63.4) 40 (57.1) 0.45

Hydroxychloroquine 46 (64.8) 53 (75.7) 0.16

i.v. steroids 9 (12.7) 17 (24.3) 0.076

Tocilizumab 4 (5.6) 10 (14.3) 0.086

Categorical data are expressed as number (%), continuous data as average (SD), or median (range).

Lab values had missing data, therefore the number of available data is reported for each group.
�The P value for categorical variables was calculated by the chi-square test, for continuous variables by Mann-Whitney test.
§BMI was available in 70 of the 141 patients.

CKD, chronic kidney disease; NIV, non-invasive mechanical ventilation; Hosp., hospitalized; O2, supplemental oxygen; CRP, C-reactive protein; PCT, procalcitonin;

Lymph., Lymphocyte count; sCreatinine, serum creatinine, PTL, platelet. Neut/Lymph ratio, neutrophil to lymphocyte ratio, antiviral treatment, anti-retroviral drugs

(lopinavir or lopinavir + ritonavir or cobicistat).

https://doi.org/10.1371/journal.pone.0248276.t001
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Discussion

In this observational retrospective study, using propensity score analysis, we found that colchi-

cine administration was associated with a significant reduction in mortality and accelerated

clinical improvement in patients with COVID-19.

The use of colchicine in COVID-19 has a sound biological rationale. The drug, which is well-

known for its immunomodulatory properties in severe auto-inflammatory diseases [6], has been

Fig 1. Time to death. Cumulative incidence of death since hospital admission (inpatients) or diagnosis (outpatients)
in the two treatment groups. The 21-day crude cumulative incidence of death was 7.5% In the colchicine group and
28.5% in the control group (P = 0.006; adjusted hazard ratio of death: 0.24 [95%CI: 0.09 to 0.67]). The cumulative
incidence curves and number at risk at the bottom of the figure refer to the cohort after inverse probability of
treatment weighting (numbers at risk are rounded to the nearest integer).

https://doi.org/10.1371/journal.pone.0248276.g001

Fig 2. Exploratory subgroup analyses. Exploratory subgroup performed by Cox regression analyses adjusted by
inverse probability of treatment weighting. The relative hazard reduction associated with colchicine was evident across
different patient categories. However, in some categories the hazard ratio could not be reliably estimated because of
sparse data (i.e. patients with cancer, with CKD, and receiving tocilizumab), and of no deaths in the stratum
(outpatients). Solid circles represent the hazard ratio of death. Vertical bars represent 95 percent confidence intervals.

https://doi.org/10.1371/journal.pone.0248276.g002
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recently shown to modulate the release of circulating cytokines such as IL-6 [8, 9]. In addition,

colchicine reduces lung injury in experimental acute respiratory distress syndrome (ARDS) [13].

Finally, colchicine may be an effective treatment for inflammation-induced thrombosis [14]. At

variance with anti-IL6/IL-6 receptor antagonists, colchicine is widely available on the market, and

inexpensive [6], and it is, therefore, suitable for massive use in countries where biologics are not

easily available. We contend that colchicine use may be particularly attractive as a treatment to

prevent the rapid progression of mild andmoderate forms of COVID-19 to severe forms of respi-

ratory failure and likewise it would be a useful drug also to treat a possible resurgence of SARS

andMERS. Our study confirms the well-known safe toxicity profile of colchicine since the drug

was withdrawn because of side effects (all of minor severity) in only 7% of treated patients.

Due to its retrospective nature, several baseline laboratory values and respiratory parame-

ters were missing, therefore we could not fully adjust for all baseline differences between the

Fig 3. A-B. Linear trajectories since hospital admission of the mean of C-reactive protein and of lymphocyte count.
Linear trajectories since hospital admission of the mean of C-reactive protein (Panel A), and of lymphocyte count
(Panel B), in patients who received colchicine (red) or did not receive colchicine (blue). Trajectories express the
average linear trends predicted from the propensity score-adjusted random coefficients model (see text). C-reactive
protein is expressed as logarithm base 2, therefore1-unitdecrease implies halving of C-reactive protein levels. Log2 C-
reactive protein had a sharper decrease in the colchicine group compared to the control group (P = 0.009); lymphocyte
count showed a sharper increase in lymphocyte count in the colchicine group compared to the control group
(P = 0.018). Bands represent 95% confidence intervals. Data values are indicated by circles the diameter of which is
proportional to the inverse probability of treatment weight based on the propensity score that was used in the all the
analyses.

https://doi.org/10.1371/journal.pone.0248276.g003

PLOS ONE Colchicine in COVID-19

PLOSONE | https://doi.org/10.1371/journal.pone.0248276 March 24, 2021 8 / 11



two groups in the propensity score analyses. Nonetheless, patients receiving colchicine had, on

average, more severe symptoms such as dyspnea compared to patients in the control group. In

fact, because of the worse baseline conditions, patients on colchicine tended to receive more

frequently tocilizumab and i.v. steroids. However, in our subgroup analyses (Fig 2) the effect

of colchicine was also evident after excluding patients who received tocilizumab or i.v. steroids.

During the study period, no other anti-inflammatory agent besides steroids, was used as for

the standard of care at that time.

We cannot, however, exclude that differences in mortality between groups may be related

to an underlying decreasing trend in mortality rates that might have occurred during the study

period because of improved patient management. However, it is unlikely that an underlying

trend accounts for all estimated effect of colchicine since the study period of the control and

treatment group were very close to each other. Moreover, the timing of colchicine start and

treatment duration was heterogeneous between patients in the colchicine group, the duration

of treatment was often short because of the frequent use of protease-inhibitors-boosted anti-

retroviral drugs, and colchicine was early withdrawn for an adverse event in 7% of patients.

However, this study drawback should have biased our findings toward the null. Finally,

although the selection of patients who could survive enough to receive colchicine may have

caused an overestimation of the colchicine effect because of immortal time bias, the cumulative

mortality curves diverged throughout the follow-up (Fig 1).

To the best of our knowledge, there is only one small randomized study [12], one observa-

tional study, which showed remarkably similar findings to our study [15], and two small case

series of outpatients on colchicine in COVID-19 patients [16, 17], all showing clinical benefit.

In the randomized study [12], which was performed in Greece, patient recruitment was termi-

nated because of slow enrollment as a result of the rapid flattening of the curve of COVID-19.

In that study, the clinical endpoint was defined as a 2-grade increase on an ordinal clinical scale

that we used in our study, within a time frame of 21 days. The maintenance dosage of colchicine

was the same as in our study. Of the 180 originally planned based on the clinical endpoint, only

105 patients were enrolled. Nonetheless, the clinical primary endpoint rate was 14.0% in the

Fig 4. Linear trajectories of IL-6.Mean trajectory since hospital admission of log IL-6 serum levels (Panel A) in
hospitalized patients who received colchicine. The dotted line is estimated based on random-coefficients mixed model
with time included as polynomial variable.IL-6 serum level is expressed as logarithm base 2, therefore 1-unit decrease
implie shalving of IL-6 serum levels. Bands represent 95% confidence intervals. Data values are indicated by circles the
diameter of which is proportional to the inverse probability of treatment weight based on propensity score which was
used in the analysis for comparison between treatment groups. The linear decreasing trend was statistically significant
(P<0.001).

https://doi.org/10.1371/journal.pone.0248276.g004
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control group (7 of 50 patients) and 1.8% in the colchicine group (1 of 55 patients) (odds ratio,

0.11; 95% CI, 0.01–0.96; P = 0.02), a finding which is fully consistent with the results of our ret-

rospective observational study. The only large randomized study that so far showed a clear

reduction in mortality among COVID-19 patients used dexamethasone [18]. Similar to colchi-

cine, dexamethasone is another anti-inflammatory drug, which further supports the biological

plausibility of our study finding [18]. In fact, early use of anti-inflammatory drugs may help to

prevent complications such as pulmonary fibrosis, and thromboembolic disease.

In our study, the subgroup of health care personnel who did not require supplemental oxy-

gen and were treated as outpatients had apparently the greatest benefit (Fig 2). These findings

might imply that colchicine is most effective in the early stages of innate immune response.

However, due to the small sample size, we cannot draw definite conclusions.

Our findings need to be confirmed by properly designed prospective trials. Indeed, we and

others have started enrolling patients in multicenter randomized clinical trials on colchicine

treatment for COVID-19. At the time of writing, twelve randomized studies on colchicine are

registered on ClinicalTrial.gov. Some of these trials may eventually fail to provide results

because, by the time the trials have started enrolling patients in a given country, the outbreak

is declining and enrollment of patients may become difficult. Therefore, evidence coming

from non-randomized studies may be fundamental to guide COVID-19 patient treatment.

In conclusion, pending the results from randomized control trials, our retrospective study pro-

vides evidence that colchicine may be a safe and effective drug for the treatment of COVID-19.
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4. Nieto-Torres JL, Verdiá-Báguena C, Jimenez-Guardeño JM, Regla-Nava JA, Castaño-Rodriguez C,
Fernandez-Delgado R, et al. Severe acute respiratory syndrome coronavirus E protein transports cal-
cium ions and activates the NLRP3 inflammasome. Virology. 2015; 485:330–339. Epub 2015 Aug 29.
https://doi.org/10.1016/j.virol.2015.08.010 PMID: 26331680
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Abstract

Background A considerable minority of patients on waiting lists for kidney transplantation either have no diagnosis (and fall 

into the subset of undiagnosed cases) because kidney biopsy was not performed or histological findings were non-specific, 

or do not fall into any well-defined clinical category. Some of these patients might be affected by a previously unrecognised 

monogenic disease.

Methods Through a multidisciplinary cooperative effort, we built an analytical pipeline to identify patients with chronic 

kidney disease (CKD) with a clinical suspicion of a monogenic condition or without a well-defined diagnosis. Following the 

stringent phenotypical and clinical characterization required by the flowchart, candidates meeting these criteria were further 

investigated by clinical exome sequencing followed by in silico analysis of 225 kidney-disease-related genes.

Results By using an ad hoc web-based platform, we enrolled 160 patients from 13 different Nephrology and Genetics Units 

located across the Piedmont region over 15 months. A preliminary “remote” evaluation based on well-defined inclusion 

criteria allowed us to define eligibility for NGS analysis. Among the 138 recruited patients, 52 (37.7%) were children and 

86 (62.3%) were adults. Up to 48% of them had a positive family history for kidney disease. Overall, applying this workflow 

led to the identification of genetic variants potentially explaining the phenotype in 78 (56.5%) cases.

Conclusions These results underline the importance of clinical exome sequencing as a versatile and highly useful, non-

invasive tool for genetic diagnosis of kidney diseases. Identifying patients who can benefit from targeted therapies, and 

improving the management of organ transplantation are further expected applications.

Keywords Next-generation sequencing · Chronic kidney failure · Transplantation · Renal monogenic disease

Introduction

The importance of genetic contributions in the develop-

ment chronic kidney disease (CKD) is underlined by sev-

eral observations: (1) inherited CKD (IKD) represents a 

high percentage of all CKDs [1–3], (2) the presence of a 

first-degree relative with end stage kidney disease (ESKD) 

confers a sevenfold increased risk of developing kidney fail-

ure [4], and (3) approximately 20–30% of patients report a 

positive family history of CKD in either a first- or second-

degree relative [5, 6]. Thus, IKD represents one of the lead-

ing causes of CKD in children and adults, resulting in an 

increased risk of mortality, the need for organ transplanta-

tion, and high health care costs.

In the paediatric and young adult subset of patients, 

monogenic diseases represent up to 20% of patients who 

develop CKD before 25 years of age, with a variable diag-

nostic yield considering the different CKD categories [7–9].
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Changes in DNA sequence are usually single nucleotide 

variants (SNVs) and small insertions or deletions (indels), 

but larger deletions or insertions called copy number vari-

ants (CNVs) may also occur, particularly in syndromic 

children.

There are several monogenic inherited diseases that cause 

CKD, including developmental disorders, cystic and non-

cystic ciliopathies, and glomerular and tubulo-interstitial 

diseases [10].

Establishing a genetic diagnosis strongly impacts patient 

management and prognosis [8, 11, 12], both by influencing 

treatment choices, as is the case for focal segmental glo-

merulosclerosis (FSGS), and by providing access to spe-

cific drugs, as is the case of vasopressin 2 antagonists for 

patients with autosomal dominant polycystic kidney disease 

(ADPKD). For these reasons, genetic testing is increasingly 

utilized in clinical nephrology due to accessibility of next 

generation sequencing (NGS) technologies [13, 14], which 

are non-invasive and cost-effective, and are becoming part of 

the diagnostic flow for several diseases, due to their decreas-

ing costs, high throughput abilities and reduced sequencing 

times [15]. In this context, NGS technology enables us to 

simultaneously investigate hundreds of genes, thus open-

ing up the possibility to rapidly identify genetic factors that 

underlie IKDs.

This study reports on the set up of an easy-to-use and 

accessible genetic testing platform which can be used to 

characterize undiagnosed cases of CKD eligible for NGS 

testing. Specifically, through this analytical pipeline, we 

aimed at (1) confirming diagnoses, particularly for patients 

in whom a monogenic condition was suspected, (2) finding 

the genetic cause of previously undiagnosed diseases, (3) 

identifying patients who could benefit from targeted thera-

pies and (4) improving the management of organ transplan-

tation, particularly in the living donor setting.

Materials and methods

Patients

This project relies on the multidisciplinary collaboration 

between the ImmunoGenetics and Transplant Biology Ser-

vice (IGTS) of the Città della Salute e della Scienza Uni-

versity Hospital, the Centre of Research of Immunopathol-

ogy and Rare Diseases-CMID, Centre of Coordination of 

the Interregional Network of Rare Diseases of Piedmont 

and Aosta Valley (San Giovanni Bosco Hub Hospital), the 

local ERK-net Member (Nephrology and Dialysis Unit, San 

Giovanni Bosco Hub Hospital and University of Turin), the 

Paediatric Nephrology Dialysis and Transplantation Unit 

(Regina Margherita Children’s Hospital) and the Medical 

Genetics Unit at the San Luigi Gonzaga University Hospital.

The study included 160 patients, recruited in 13 neph-

rology or genetic counselling services across the Pied-

mont Region (north-west Italy, with a population of 

approximately 4,356,000), and coordinated by the IGTS 

between September, 2018 and December, 2019. The IGTS 

performed genetic testing, while recruiting centres are 

reported in Table 1. Overall, these centres follow > 3100 

patients on dialysis and approximately 2500 transplanted 

patients (detailed data are available at www.trapi antip 

iemon te.it).

All patients included in the study provided written 

informed consent.

Set‑up of the platform for genetic diagnosis 
of kidney diseases potentially leading to organ 
failure

We set up a web-based genetic service to provide initial 

genetic counselling to support regional nephrology cen-

tres in Piedmont that requested genetic evaluation (Fig. 1). 

Whenever possible, the referral centre provided IGTS with 

the patient’s medical records including a detailed family 

history, clinical data from routine diagnostic procedures, 

parameters of kidney function, imaging data and biopsy 

results (https ://www.cse.crtpi emont e.it/auth/CRT%20Log 

inGEN new.html).

The platform allowed remote multidisciplinary consulta-

tion in order to decide whether patients were eligible for this 

type of genetic test and to allocate patients with CKD into 

one of the following categories:

(a) Patients with a positive family history for CKD;

(b) Patients for whom genetic confirmation of the clinical 

diagnosis was required;

(c) Patients with CKD with no clinical diagnosis of a defi-

nite disease.

Genetic testing

DNA was extracted from blood samples, evaluated for integ-

rity, and then processed for NGS analysis. Sequencing data 

were analysed by bio-informatics tools to identify, annotate 

and prioritize variants in order to generate a technical report. 

Variants were included in the genetic report that was then 

shared with the referring physician. Sanger sequencing on a 

second independent DNA extraction was performed to con-

firm NGS results. When possible, family segregation studies 

were performed.

The outcome of the genetic test was shared with the clini-

cal team to plan the following steps (Fig. 1). Patients were 

referred to the closest genetic counselling centre.

http://www.trapiantipiemonte.it
http://www.trapiantipiemonte.it
https://www.cse.crtpiemonte.it/auth/CRT%20LoginGENnew.html
https://www.cse.crtpiemonte.it/auth/CRT%20LoginGENnew.html
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Diagnostic cohort

The validity of the platform and of the analytical pipeline 

was tested in a training cohort of 29 blindly tested patients 

for whom clinical and genetic diagnoses were already avail-

able. In each case previous genetic diagnosis was confirmed, 

suggesting that the adopted workflow is effective in the iden-

tification of monogenic kidney disease causative variants.

Of the 160 patients for whom genetic analysis was 

requested, 22 were excluded after a second re-evaluation 

(due to older age or confounding co-morbidities), while 138 

were eligible for NGS analysis. Among them, 52 were chil-

dren (< 18 years old, 37.7%), while 86 were adults (62.3%). 

Seventy-eight/138 (56%) were male [24 in the paediatric 

(46.2%) and 54 (62.8%) in the adult cohort, Table 2]. Sixty-

seven out of 138 patients (48.5% in total; 34.6% in the pae-

diatric and 57.0% in the adult subset) had a positive family 

history for kidney disease (Table 2).

Among the patients who were eligible for NGS, clini-

cal suspicions were as follows: 32 (23.2%) patients who 

presented with clinical features compatible with ciliop-

athy, with or without liver involvement, most of whom 

(30/138; 21.7%) were diagnosed with polycystic kidneys; 

21 patients (15.2%) who presented with a suspected glo-

merular disease, 11 (8%) with tubular diseases, 2 (1.4%) 

with nephrolithiasis/nephrocalcinosis, and 4 (2.9%) with 

haemolytic uraemic syndrome (HUS). Notably, a con-

siderable percentage of these patients (60, 43.4%) pre-

sented with organ failure of unknown origin (Table 2). 

As expected, the great majority of paediatric patients 

(75%) were in stage I CKD, with a glomerular filtration 

rate ≥ 90 ml/min/1.73 m2. Conversely, the majority of adult 

patients were in stages III-IV and presented important 

comorbidities, including diabetes (5.8%) and hyperten-

sion (69.8%) (Table 2).

Clinical exome sequencing and raw data processing

Libraries were prepared using the TruSight One Expanded 

Sequencing Kit (Illumina, San Diego, CA, USA) follow-

ing the manufacturer’s instructions. Raw data were pro-

cessed as reported in the Supplemental Methods (Online 

Resource). The choice of the clinical exome approach was 

dictated by the experimental need of performing a sin-

gle sequencing, followed by flexible in silico analysis of 

organ-specific gene panels (e.g. kidney or liver), further 

tailored on the basis of the clinical suspicion, if avail-

able. The list of causative genes associated with kidney 

disease is updated twice a year, with eventual re-analysis 

of patients with negative genetic reports every 24 months, 

without the need for DNA re-sequencing.

Table 1  NGS cohort

List of recruitment centres (Nephrology Units and Genetics Units) in Piedmont Region, and main features of the cohort included in the pre-
sent study (n = 160). Number of cases, age at recruitment (mean age, min and max age) and eligibility for NGS are listed divided by gender 
(M: male; F: female). Recruiting centres are: San Giovanni Bosco Hospital; Regina Margherita Children’s Hospital; AOU San Luigi Gonzaga: 
Azienda Ospedaliera Universitaria San Luigi Gonzaga; AOU Molinette Hospital: Azienda Ospedaliera Universitaria Molinette Hospital; ASL 
CN1: Azienda Sanitaria Locale—Cuneo, Mondovì and Savigliano; Struttura Semplice Genetics and Molecular Biology, ASL CN1 – Cuneo:ASL 
AL: Azienda Sanitaria Locale—Alessandria; CTO: Centro Traumatologico Ortopedico; ASL TO3: Azienda Sanitaria Locale—Collegno and 
Pinerolo; ASL TO4: Azienda Sanitaria Locale—Ciriè, Chivasso and Ivrea; ASL VCO: Azienda Sanitaria Locale del Verbano Cusio Ossola; AO 
Ordine Mauriziano di Torino: Azienda Ospedaliera Ordine Mauriziano di Torino; ASL NO: Azienda Sanitaria Locale di Novara

Recruitment centre N. of cases 
(n = 160)

Sex n (%) Age at recruitment mean (min–
max)

Eligibility

M F M F M F

Regina Margherita Children’s Hospital 52 24 (46.2) 28 (53.8) 9 (1–21) 8 (0–19) 21 26

AOU San Luigi Gonzaga 19 12 (63.15) 7 (36.85) 41 (21–67) 34 (21–53) 12 6

San Giovanni Bosco Hospital 31 17 (54.8) 14 (45.2) 51 (22–77) 52 (19–67) 15 13

AOU Molinette Hospital 7 4 (57.2) 3 (42.8) 27 (18–35) 45 (32–55) 4 3

ASL CN1 15 10 (66.7) 5 (33.3) 58 (31–73) 53 (30–73) 8 3

ASL AL 6 4 (66.7) 2 (33.3) 46 (23–77) 57 (46–67) 3 2

CTO 2 1 (50) 1 (50) 30 (NA) 60 (NA) 1 0

AO Ordine Mauriziano of Torino 4 1 (25) 3 (75) 37 (NA) 46 (27–57) 0 3

ASL TO3 6 1 (16.7) 5 (83.3) 51 (NA) 76 (72–83) 1 3

ASL TO4 9 7 (77.8) 2 (22.2) 54 (20–69) 48 (45–51) 5 1

SS of genetics Cuneo 3 2 (66.7) 1 (33.3) 56 (54–57) 45 (NA) 2 1

ASL VCO 4 4 (100) 0 (0) 45 (24–57) NA 4 NA

ASL NO 2 2 (100) 0 (0) 33 (21–45) NA 2 NA
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Design of an ad hoc pipeline of analysis to identify 
causative genes

To perform variant calling and identify causative vari-

ants, we designed an ad hoc pipeline of analysis based 

on sequential inclusion/exclusion steps. After reads were 

aligned to the GRCh37 as the reference genome using 

BWA, Isaac Aligner, GATK tools from Illumina, variants 

were processed using Variant Interpreter software, filter-

ing-in mutations on the basis of a phenotype to genotype 

correlation. To this end, we generated a Clinical Pheno-

type to Genotype (CPTG) database by reviewing data from 

the literature and the main databases on inherited/orphan 

diseases (e.g., Online Mendelian Inheritance in Man-

OMIM, Orphanet, PanelApp). CPTG associates clinical 

phenotypes to causative genes and is restricted to a panel 

of 225 genes related to kidney diseases (Supplementary 

Table 1, Online Resource). Variants were firstly filtered by 

using gene lists tailored on the basis of clinical suspicion, 

if available. If a pathogenic or a likely pathogenic variant 

was identified, analysis was stopped, otherwise, all 225 

genes were tested. Synonymous variants were filtered out, 

while inclusion criteria for the remaining variants (non-

synonymous, frame shift, splice site, non-sense) were (1) 

coverage ≥ 20 ×, (2) frequency ≥ 0.3 and (3) frequency in 

the overall population ≤ 1% (to exclude polymorphisms 

which at the time of analysis were not known to be asso-

ciated with clinical phenotype of kidney diseases), as 

reported in the 1000 Genomes Project (1 KG) and Exome 

Aggregation Consortium (ExAC) databases.

Fig. 1  Flowchart of the genetic 
counselling for inherited kidney 
diseases. Patients are recruited 
from the nephrology centres and 
clinical data are shared with the 
ImmunoGenetics and Trans-
plant Biology Service (IGTS) 
through the website for genetic 
counselling for inherited kidney 
diseases. Eligibility is assessed 
based on familiarity, clinical 
suspicion, and available exams. 
For eligible patients, a biologi-
cal sample is processed for NGS 
analysis. A genetic report is 
generated and then sent back to 
the referring physician. The last 
step provided by the Service is 
post-test genetic counselling
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Inheritance mode was considered next. Specifically, if 

heterozygous mutations were found in genes associated 

with autosomal recessive (AR) diseases, they were care-

fully re-analysed to check for variants in genes known to be 

responsible for clinical phenotype in association with other 

genes (digenic diseases).

Filtered variants were then annotated (1) on the basis of 

the main public databases reporting associations between 

Table 2  Characteristics of 
patients eligible for NGS

Clinical details of the NGS-eligible study cohort (138 patients). Eligible patients are sub-divided on the 
basis of their gender, presence of a positive family history for kidney diseases, age at onset (mean, min 
and max age), clinical suspicion provided by clinicians at recruitment, results from genetic testing, chronic 
kidney disease (CKD) stage, availability of kidney biopsy or imaging data, glomerular filtration rate and 
other features. Number and percentage of cases are shown. CAKUT: congenital abnormalities of kidney 
and urinary tract

Eligible cohort (n = 138)

Features Paediatric (n = 52) Adults (n = 86)

Sex

 Female n (%) 28 (53.8) 32 (37.2)

 Male n (%) 24 (46.2) 54 (62.8)

Positive family history n (%) 18 (34.6) 49 (57.0)

Age at onset mean (min–max) 3 (0–14) 37 (0–80)

Clinical suspicion

 CAKUT n (%) 3 (5.8) 0 (0)

 Tubular disease n (%) 5 (9.6) 6 (7)

 Ciliopathies n (%) 13 (25) 19 (22.1)

 Nephrolithiasis/nephrocalcinosis n (%) 1 (1.9) 1 (1.2)

 Glomerular disease n (%) 9 (17.3) 12 (13.9)

 Haemolytic uraemic syndrome n (%) 1 (1.9) 3 (3.5)

 Organ failure for unknown reasons n (%) 18 (34.6) 42 (48.8)

 Others n (%) 2 (3.9) 3 (3.5)

Genetic diagnosis

 Cases with variants identified and in line with the 
clinical phenotype

30 (57.7) 48 (55.8)

 Cases with no variants identified or incompatible with 
the clinical phenotype

22 (42.3) 38 (44.2)

CKD stage

 I 39 (75) 34 (39.6)

 II 6 (11.5) 8 (9.3)

 III 2 (3.9) 15 (17.5)

 IV 1 (1.9) 11 (12.8)

 V 0 (0) 10 (11.6)

 Dialysis 0 (0) 4 (4.6)

 Transplanted 4 (7.7) 4 (4.6)

Kidney biopsy performed 15 (28.8) 29 (33.7)

Imaging 41 (78.8) 69 (80.2)

Glomerular filtration rate (ml/min/1.73 m2)

 ≥ 90 39 (75) 34 (39.6)

 60–89 6 (11.5) 7 (8.1)

 30–59 2 (3.9) 16 (18.6)

 15–29 1 (1.9) 12 (13.9)

 < 15 4 (7.7) 17 (19.8)

Other characteristics

 Diabetes 0 (0) 5 (5.8)

 Hypertension 8 (15.4) 60 (69.8)

 Extra-renal features 21 (40.4) 28 (32.6)
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gene variants and clinical phenotype, including OMIM, 

ClinVar, Human Genome Mutation Database (HGMD), the 

Genome Aggregation Database (GnomAD), database of 

single nucleotide polymorphism (dbSNP), Varsome, Exome 

Variant server (EVS) and (2) by considering the impact on 

protein structure or function by in silico prediction tools.

Variants classified as “pathogenic C5” and “likely path-

ogenic C4” were always included in the genetic report, 

as were “variants of unknown significance (VUS) C3” in 

genes associated with diseases with autosomal dominant 

(AD) or X-linked recessive (in males) mode of inheritance, 

while C3 variants in genes associated with diseases having 

AR mode of inheritance were reported only if they were 

in line with the clinical phenotype (Fig. 2). Confirmation 

by Sanger sequencing and family segregation studies were 

performed whenever possible.

Classification of the identified variants and their 

description in the genetic report were in line with The 

American College of Medical Genetics and Genomics 

(ACMG) policy statement on clinical sequencing (https 

Fig. 2  Ad hoc pipeline of 
analysis. The pipeline is made 
up of several consecutive steps: 
phenotype-genotype correla-
tion, filtering-in based on type 
of variant/frequency and disease 
list, inheritance model, variant 
annotation(s), manual curation 
and reporting of variants. For 
each step, specific actions and 
tools are indicated. BWA Bur-
rows–Wheeler aligner, GATK 
genome analysis toolkit, CPTG 
clinical phenotype to genotype 
database, Alt fr altered allele 
frequency, 1 KG 1000 Genomes 
Project, ExAC Exome Aggrega-
tion Consortium, OMIM: online 
mendelian inheritance in men, 
HGMD human genome muta-
tion database, GnomAD the 
genome aggregation database, 
dbSNP database of single 
nucleotide polymorphism, EVS 
exome variant server

https://www.acmg.net/
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://www.acmg.net/) and with the Italian Society of Human 

Genetics (SIGU) [16].

Costs related to the NGS approach for the diagnosis 
of genetic kidney diseases

Overall, the cost of analysis per sample was differenti-

ated on the basis of clinical suspicion: if a specific disease 

with < 3 causative genes was suspected the cost charged to 

the national health system was 1062 euros. For all other 

cases the cost charged to the national health system was 

2262 euros.

Results

Overall genetic findings

Overall, by adopting the reported bio-informatics analy-

sis pipeline, we detected 129 variants in 65 genes, with 28 

patients carrying more than one variant. Interestingly, of all 

these variants, only 3 were recurrently present in more than 

one patient, while all the others were uniquely carried by 

individual patients.

Genetic variants were classified according to ACMG 

guidelines. In 78/138 (56.5%) patients, at least one variant 

was compatible with the clinical phenotype, as indicated in 

Table 3. In the remaining (60/138; 43.5%) patients, vari-

ants were either not present, or heterozygous in autosomal 

recessive genes or they were not in line with the clinical 

phenotype (not shown). Among patients for whom we iden-

tified variants compatible with the phenotype, 43 (55.1%) 

presented heterozygous variants in genes associated with 

autosomal dominant diseases, 16 (20.5%) were homozygous 

or compound heterozygous with variants in genes associ-

ated with autosomal recessive disease (among which 1 was 

a copy number loss) and 11 (14.1%) were characterized by 

variants in genes mapping on chromosome X (among which 

2 were copy number losses). Lastly, 8 patients (10.3%) pre-

sented with variants in genes with both an autosomal domi-

nant and autosomal recessive mode of inheritance (Table 3; 

Fig. 3a).

When considering all 129 variants in our cohort, 74 

(57.4%) were missense, 10 (7.8%) nonsense, 19 (14.7%) 

frameshift, 7 (5.4%) indel, 15 (11.6%) variants affected the 

splicing regions and 4 (3.1%) were copy number variants 

(Fig. 3b).

Furthermore, when classifying all the variants identified 

by clinical exome sequencing according to ACMG guide-

lines to describe mutations in genes that cause Mendelian 

disorders, we found 27 variants defined as “pathogenic C5” 

(21.0%), 35 as “likely pathogenic C4” (27.1%) and 67 as 

“variants of unknown significance C3” (51.9%) (Table 3; 

Fig. 3c), considering that 28 patients were characterized 

by the presence of more than one variant with different 

classification.

Association between clinical and molecular 
diagnosis

The diagnosed cases, defining patients for whom genetic 

variants in line with the clinical phenotype were identified, 

were differentially distributed when considering the clinical 

suspicion categories (Table 3; Fig. 4). A high detection rate 

was obtained in glomerular diseases (14/21 cases; 66.7%), 

especially Alport disease and ciliopathies (22/32 cases; 

68.8%), particularly ADPKD, while for tubular diseases 

and HUS, causative variants were identified in 4 out of 11, 

and 1 out of 4 cases, respectively. In the nephrolithiasis and 

nephrocalcinosis subset, one patient presented with a poten-

tially causative variant in a relevant gene. With regard to 

the remaining categories, phenotype-related variants were 

detected in 50% of cases (4 out of 8). Moreover, our NGS 

approach identified the genetic culprit in a significant pro-

portion of cases presenting with organ-failure of unknown 

origin (32/60 cases; 53.3%).

Among the cohort of patients with variants identified by 

NGS, all cases were validated by Sanger sequencing per-

formed on a second independent aliquot of DNA. When 

possible, specifically in 23/52 paediatric patients, variant(s) 

were validated in the proband and in the trio. This analy-

sis confirmed the segregation of variants in the family and 

helped clarify the clinical significance of “C3 VUS”.

Discussion

In this study we describe an ad hoc-designed web-based 

platform built to connect regional Nephrology and Genetics 

centres to a centralized facility that provides genetic test-

ing for patients with CKD. Herein we share our preliminary 

15-month experience in applying this targeted sequencing 

to achieve a genetic diagnosis for undiagnosed patients with 

CKD in a well-selected cohort of patients from north-west 

Italy.

Our study presents two points that are worthy of inter-

est. First, the feasibility of a centralized platform to support 

multidisciplinary consultation in patients with a high clinical 

suspicion of a monogenic condition. Second, an improve-

ment in the diagnostic rate of patients with CKD and no 

previous definite diagnosis.

Our approach is based on a web-based platform as an 

extension of the existing regional transplant network. By 

using this platform, we attempted to optimize multidisci-

plinary consultations for patients for whom a monogenic 

condition was suspected. In order to explain the philosophy 

https://www.acmg.net/
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Table 3  List of potentially diagnostic genetic variants

Pa�en

t ID

Disease 

category
Gene ID MoI

All 

freq
Ref Seq Coding seq/protein

Type of 

Variant

ACM

G

#1
Glomerular 

disease

COL4A5 XL Hem NM_033380.2 c.1871G>A; p.(Gly624Asp) missense C5

COL4A3
AR/A

D
Het NM_000091.4 c.3196C>T; p.(Pro1066Ser) missense C3

#2 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.8594G>A; p.(Arg2865Gln) missense C3

#3*
Unknown 

reasons
DSTYK AD Het NM_015375.2 c.2215C>T; p.(Arg739Trp) missense C3

#4*
Unknown 

reasons
SLC5A2 AD Het NM_003041.3 c.1961A>G; p.(Asn654Ser) missense C5

#5* Ciliopathies

HNF1B AD Het NM_000458.2 c.826C>T; p.(Arg276*) nonsense C5

PKD1 AD Het
NM_001009944.

2
c.7490-5C>G splicing C3

#6*
Glomerular 

disease

COL4A5 XL Hem NM_033380.2 CNV loss C5

COL4A6 XL Hem NM_001847.3 CNV loss C5

#7* Ciliopathies

PKD1 AD Het
NM_001009944.

2
c.8830G>T; p.(Val2944Phe) missense C3

PKHD1 AR Het NM_138694.3
c.4075_4078dupCTGG; 

p.(Glu1360Alafs*19) 

frameshif

t
C4

#8*
Glomerular 

disease
WT1 AD Het NM_024426.4 c.1373G>A; p.(Arg458Gln) missense C3

#9 Ciliopathies PKD1 AD Het
NM_001009944.

2

c.763_775delCCTGCCCCCACCT; 

p.(Pro255Valfs*31)

frameshif

t
C4

#10* Other LDLR AD Het NM_000527.4 c.313+1G>A splicing C5

#11

Other

TTC21B AR
Ho

m
NM_024753.4 c.626C>T; p.(Pro209Leu) missense C5

SLC4A1 
AD/A

R
Het NM_000342.3 c.457C>A; p.(Leu153Met) missense C3

#12
Glomerular 

disease
INF2 AD Het NM_022489.3 c.212A>C; p.(Gln71Pro) missense C3

#13
Unknown 

reasons
PKD2 AD Het NM_000297.3 c.817_818 delCT; p.(Leu273Valfs*29)

frameshif

t
C5

#14*
Unknown 

reasons

SLC12A3 AR Het NM_000339.2 c.1964G>A; p.(Arg655His) missense C5

SLC12A3 AR Het NM_000339.2 c.965C>T p.(Ala322Val) missense C3

SLC12A3 AR Het NM_000339.2 c.1336-8C>A splicing C3

#15
Unknown 

reasons

PKD1            AD Het
NM_001009944.

2
c.1295C>T; p.(Ala432Val) missense C4

SLC9A3R1 AD Het NM_004252.4 c.651delC; p.(Ala218Profs*27)
frameshif

t
C4

#16
Unknown 

reasons
PKD1            AD Het

NM_001009944.

2
c.9713-1G>A splicing C4

#17
Unknown 

reasons

BBS2             AR Het NM_031885.3 c.1864C>T; p.(Arg622*) stop C5

BBS2             AR Het NM_031885.3 c.2067delA; p.(Lys689Asnfs*6)
frameshif

t
C4

#18
Unknown 

reasons
PKD1            AD Het

NM_001009944.

2
c.2659delT; p.(Trp887Glyfs*11)

frameshif

t
C4

#19
Unknown 

reasons
PKD1 AD Het

NM_001009944.

2
c. 1145delG; p.(Gly382Valfs*83)

frameshif

t
C4

#20
Unknown 

reasons

PKD1            AD Het
NM_001009944.

2
c.11614G>A; p.(Glu3872Lys) missense C4

PKD1      AD Het
NM_001009944.

2
c.5600A>G ;p.(Asn1867Ser) missense C3

#21
Unknown 

reasons
COL4A4        

AR/A

D
Het NM_000092.4 c.755G>A; p.(Gly252Asp) missense C4

#22
Unknown 

reasons

PKD1 AD Het
NM_001009944.

2

c.7394_7396delTGTinsCGC; 

p.(LeuSer2465ProPro)
indel C3

PKHD1 AR Het NM_138694.3 c.10609A>C; p.(Asn3537His) missense C3

#23
Unknown 

reasons
PKD2 AD Het NM_000297.3 c.1096-6A>T splicing C3
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Table 3  (continued)

#24
Unknown 

reasons
COL4A4

AR/A

D
Het NM_000092.4 c.693+2T>C splicing C3

#25
Unknown 

reasons
COL4A5        XL Hem NM_033380.2 c.520G>C; p.(Gly174Arg) missense C5

#26*
Unknown 

reasons
CLCN5 XL Hem

NM_001127898.

3
c.1869delG; p.(Arg624Glyfs*32) 

frameshif

t
C4

#27
Unknown 

reasons
COL4A5 XL Hem NM_033380.2 c.1075G>A; p.(Gly359Arg) missense C5

#28
Unknown 

reasons
COL4A3

AD/A

R

Ho

m
NM_000091.4 c.3592G>A; p.(Gly1198Ser) missense C3

#29 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.12324G>A;  p.(Trp4108*) nonsense C4

#30
Glomerular 

disease

COL4A4
AR/A

D
Het NM_000092.4 c.1460-6G>A splicing C3

CFH
AR/A

D
Het NM_000186.3 c.3134-7T>C splicing C3

#31*
Unknown 

reasons

NPHS1 AR Het NM_004646.3 c.260G>T; p.(Gly87Val) missense C3

NPHS1   AR Het NM_004646.3 c.349G>A; p.(Glu117Lys) missense C2

#32
Unknown 

reasons

AGXT AR
Ho

m
NM_000030.2 c.33dupC; p.(Lys12Glnfs*156)

frameshif

t
C5

HOGA1 AR Het NM_138413.3 c.700+5G>T splicing C5

#33
Unknown 

reasons
PKD1            AD Het

NM_001009944.

2
c.8990G>T; p.(Ser2997Ile) missense C4

#34
Unknown 

reasons
ACTN4 AD Het NM_004924.5 c.459C>G; p.(Phe153Leu) missense C3

#35
Unknown 

reasons

COL4A1 AD Het NM_001845.4 c.2566C>T; p.(Gln856*) stop C4

SLC34A1
AR/A

D
Het NM_003052.4 c.840+1G>C splicing C4

DSTYK AD Het NM_015375.2 c.2215C>T;  p.(Arg739Trp) missense C3

#36* HUS
CFHR1 -

CFHR3
AR

Ho

m
CNV loss C3

#37*
Tubular 

disease

ATP6V1B

1
AR Het NM_001692.3 c.1037C>G; p.(Pro346Arg) missense C4

ATP6V1B

1
AR Het NM_001692.3 c.33delG; p.(Leu12Serfs*8)

frameshif

t
C4

#38 Ciliopathies SLC5A2 AD Het NM_003041.3 c.800G>A; p.(Arg267Gln) missense C3

#39 Ciliopathies TSC2 AD Het NM_000548.4 c.2072G>A; p.(Arg691His) missense C3

#40
Glomerular 

disease
COL4A5 XL Hem NM_033380.2 c.3268T>C; p.(Tyr1090His) missense C3

#41 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.5648C>T; p.(Ala1883Val) missense C3

#42
Glomerular 

disease
COL4A3

AD/A

R
Het NM_000091.4 c.3437G>A p.(Gly1146Glu) missense C3

#43 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.8311G>Ap.(Glu2771Lys) missense C5

#44
Glomerular 

disease
COL4A3

AD/A

R
Het NM_000091.4 c.1006G>Tp.(Gly336Cys) missense C4

#45
Glomerular 

disease
INF2 AD Het NM_022489.3

c.1280_1285delCACCCC 

p.(Pro427_Pro428del)
indel C3

#46 Ciliopathies PKD2 AD Het NM_000297.3 c.1319G>C;p.(Arg440Thr) missense C3

#47 Ciliopathies
TSC2 AD Het NM_000548,4 c.1078A>G; p(Ile360Val) missense C3

CYP24A1 AR Het NM_000782,4 c.1186C>T; p.(Arg396Trp) missense C5

#48 Ciliopathies PKD1 AD Het
NM_001009944.

2

c.6583_6589delTGCCAGC; 

p.(Cys2195Glyfs*15)

frameshif

t
C5

#49 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.7119C>G; p.(Cys2373Trp) missense C3

#50 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.8293C>T; p.(Arg2765Cys) missense C3

#51
Unknown 

reasons
COL4A5 XL Hem NM_033380.2 c.2087G>A; p.(Gly696Asp) missense C3

#52 Ciliopathies

PKD1 AD Het
NM_001009944.

2
c.7288C>T; p.(Arg2430*) nonsense C5

PKD1 AD Het
NM_001009944.

2
c.9454C>T; p.(Arg3152Trp) missense C3
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Table 3  (continued)

#53
Unknown 

reasons

CLCN5 XL Hem
NM_001127898.

2
c.1007T>C; p.(Leu336Pro) missense C4

SLC4A1 AD Het NM_000342.3 c.118G>A; p.(Glu40Lys) missense C4

#54
Unknown 

reasons
PKD1 AD Het

NM_001009944.

2
c.6050C>T; p.(Ser2017Leu) missense C3

#55*
Unknown 

reasons

SLC34A1 AR
Ho

m
NM_003052.4

c.460_480dupATCCTGGTGACCGTGCTGGTG

; p.(Ile154_Val160dup)

frameshif

t indel
C5

SLC34A3 AR Het
NM_001177316.

1
c.756G>A p.(Gln252=) splicing C3

SLC34A3 AR Het
NM_001177316.

1
c.561-8G>A splicing C3

#56 Ciliopathies

PKD1 AD Het
NM_001009944.

2
c.5963_5964insG p.(Glu1989*) nonsense C4

PKD1 AD Het
NM_001009944.

2
c.7321G>A p.(Gly2441Ser) missense C3

#57*
Glomerular 

disease
NPHS2 AR

Ho

m
NM_014625.2 c.855_856delAA; p.(Arg286Thrfs*17)

frameshif

t
C4

#58 Ciliopathies PKD2 AD Het NM_000297.3 c.1548+1G>A splicing C4

#59
Tubular 

disease
PAX2 AD Het NM_003990.3 c.821delC p.(Pro274Leufs*23) 

frameshif

t
C4

#60 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.6424C>T; p.(Gln2142*) nonsense C4

#61* Ciliopathies
PKHD1 AR Het NM_138694.3 c.131-1G>A splicing C4

PKHD1 AR Het NM_138694.3 c.6731T>A p.(Leu2244His) missense C3

#62
Nephrolithiasi

s
SLC7A9

AR/A

D
Het NM_014270.4 c.313G>A; p.(Gly105Arg) missense C5

#63*
Unknown 

reasons

SALL1 AD Het NM_002968.2 c.475_477dupAGC; p.(Ser159dup) indel C3

GRIP1 AD Het NM_021150.3 c.934T>C; p.(Cys312Arg) missense C3

#64*
Unknown 

reasons
CD2AP AD Het NM_012120.2 c.730-4C>T splicing C3

#65
Unknown 

reasons

COL4A3 
AR/A

D
Het NM_000091.4 

c.2313_2330delACTCCC TGGACTTCCAGG; 

p.(Leu775_Gly780del)

Inframe 

dele�on
C3

PIGV AR Het NM_001202554 c.439C>T; p.(Gln147*) nonsense C4

#66*
Unknown 

reasons
BBS10 AR

Ho

m
NM_024685.3 c.271dupT; p.(Cys91Leufs*5)

frameshif

t
C5

#67 Ciliopathies
PKHD1 AR Het NM_138694.3 c.4450G>A; p.(Ala1484Thr) missense C3

PKHD1 AR Het NM_138694.3 c.12027C>G; p.(Tyr4009*) nonsense C3

#68
Glomerular 

disease
COL4A5 XL Hem NM_033380.2 c.4629C>A; p.(Tyr1543*) stop C4

#69
Tubular 

disease
WNK4 AD Het NM_032387.4 c.3554G>A; p.(Arg1185His) missense C3

#70
Glomerular 

disease

COL4A6 XL Hem NM_001847.3 c.3010C>G; p.(Pro1004Ala) missense C3

COL4A3
AD/A

R
Het NM_000091.4 c.510A>T; p.(Lys170Asn) missense C3

COL4A4
AD/A

R
Het NM_000092.4 c.594+5G>A splicing C3

#71
Unknown 

reasons
SLC4A1 AD Het NM_000342.3 c.1765C>T; p.(Arg589Cys) missense C5

#72*
Unknown 

reasons
SLC34A1 AR

Ho

m
NM_003052.4

c.272_292del 

TCCCCAAGCTGCGCCAGGCTG;  

p.(Val91_Ala97del)

Inframe 

dele�on
C4

#73 Ciliopathies TSC1 AD Het NM_000368.4 c.2626-3delC splicing C3

#74 Ciliopathies PKD1 AD Het
NM_001009944.

2
c.6778_6780 delATT; p.(Ile2260del) dele�on C4

#75* Ciliopathies
PKHD1 AR Het NM_138694.3 c.4882C>G; p.(Pro1628Ala) missense C4

PKHD1 AR Het NM_138694.3 c.9464A>G; p.(Tyr3155Cys) missense C3

#76 CAKUT SLC3A1
AR/A

D
Het NM_000341.3 c.1400T>C; p.(Met467Thr) missense C5

#77*
Glomerular 

disease

CUBN AR
Ho

m
NM_001081 c.164C>T; p.(Thr55Met) missense C3

KANK4 NA Het NM_181712.4 c.2401T>C; p.(Tyr801His) missense C3

#78*
Tubular 

disease
OCRL XL Hem CNV loss C5

The table shows the list of 78 patients in whom a potentially diagnostic genetic variant may be present Asterisks indicate the family segregation 
studies that were carried out. When more than one variant is present, the ones potentially explaining the clinical phenotype are highlighted in blue

MoI mode of inheritance, All. Freq allele frequency, Ref Seq reference sequence, AD autosomal dominant, AR autosomal recessive, XL X-linked, 
Het heterozygous, Hom homozygous, Hem hemizygous, CNV copy number variation, Indel insertion/deletion, HUS haemolytic uraemic syndrome
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and the practical issues of the platform two training courses 

for the nephrologists of the recruiting centres were organized 

in 2019. Moreover, in order to reduce waiting time, a rapid 

(mean waiting time of 3 days), web-based, pre-test genetic 

assessment was offered, with no need for patients to have 

in-person genetic counselling.

Patients’ samples and informed consent were obtained 

through the Nephrology or Genetic Counselling Services, 

thus overcoming the need for the patient and his/her fam-

ily to travel. The connection of the IGTS to the various 

nephrology Units throughout the Region was made pos-

sible by a capillary network of the Regional Centre for 

Transplantation. To speed up the connection between “the 

edge” and “the centre” of the hub, an IT platform was set-up 

allowing clinicians and geneticists to share clinical data and 

genetic reports. Recruited patients were initially evaluated 

by geneticists for their eligibility for NGS based on several 

criteria including family history and clinical data. Analyses 

of sequencing data and identification of the causative vari-

ants were performed based on an ad hoc pipeline.

Close to 300 patients were recruited between September, 

2018 and March, 2020, and a final genetic report was avail-

able for 160 of them after a median time for genetic analysis 

of 6 months. The remaining 140 patients were in different 

steps of the diagnostic process at the time of this interim 

analysis.

In this study, we performed clinical exome sequencing 

followed by an in-silico analysis focused on selective genes 

in a cohort of 138/160 recruited patients affected by CKD. 

In 56.5% of cases NGS analysis was able to determine the 

molecular genetic cause of the disease, revealing 129 vari-

ants in 65 genes. These results are on average higher than 

those reported in the literature, likely due to patient pre-

selection on the basis of positive family history and clinical 

suspicion [9].

With regard to the need to provide genetic confirmation 

of a previous clinical diagnosis, NGS analysis was able to 

confirm 68.8% of ciliopathies, a percentage that is in line 

with previous publications [17]. The detection rate was 

higher in glomerular diseases (66.7% vs. 14% reported in 

the literature) and nephrolithiasis (50% vs. 15–30%) [9]. 

This high percentage is due to selection of patients with a 

suspicion of Alport disease, at least based on biopsy results. 

In contrast, the percentage of solved cases presenting with 

Congenital Anomalies of the Kidneys and of the Urinary 

Tract (CAKUT) and haemolytic uraemic syndrome was 

quite low, with a considerable number of cases remaining 

undiagnosed. A reason for these results could be related to 

either the genetic heterogeneity of the disease, with many 

causative genes still to be identified, or to non-genetic causes 

[8].

In a considerable subset of the recruited cohort, patients 

were referred to genetic analysis because of a kidney disease 

of unknown origin. As expected, based on previous experi-

ence from other centres, this approach proved to be efficient 

in revealing causative variants: in a significant number of 

these cases, we were able to identify genetic variants that 

were in line with the clinical phenotype, thus helping clini-

cians in the management of these patients. Surprisingly, in 

our cohort, the percentage of patients for whom a genetic 

variant in line with the clinical phenotype was identified 

was not so different when considering paediatric (57.7%) 

and adult (55.8%) subgroups. One explanation is that our 

a

b

c

Fig. 3  Classification of the identified variants in the Piedmont cohort. 
a Number and percentage of patients having an autosomal dominant, 
autosomal recessive or X-linked disease on the basis of NGS-identi-
fied variants. b Classification of the identified variants as missense, 
nonsense, frameshift, insertion/deletion (indel) or affecting the splice 
site. Copy number variants (CNVs) are also represented. Number and 
percentage of variants belonging to the various categories is indi-
cated in brackets. c Number and percentage of variants classified on 
the basis of the American College of Medical Genetics guidelines, 
considering pathogenic C5, likely pathogenic C4 and variants of 
unknown significance (VUS, C3)
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adult cohort was carefully selected for patients with a strong 

suspicion of an underlying genetic condition. In line with the 

selection of the cohort is the limited number of cases that 

were re-classified. Of note, 18 out of 60 patients lacking a 

definitive diagnosis were children. NGS application to this 

subgroup appeared to be a useful tool as it resulted in the 

detection of variants in an appreciable number of cases (10 

out of 18; 55.5%), and provided a genetic explanation for 

their clinical condition.

Establishing a precise genetic diagnosis, especially for 

childhood-onset CKD, allows for pre-emptive screening for 

extra-renal manifestations. In some cases, the kidneys are 

not the only affected organs and variants in selective genes 

may cause syndromic diseases. In other cases, the phenotype 

is the result of hypomorphic mutations leading to variable 

expressivity and thus resulting in varying clinical manifesta-

tions. Moreover, it must be kept in mind that some disease-

causing genes may manifest as de novo variants, with a 

non-inherited history. Finally, because of the high phenotype 

heterogeneity, several forms of IKDs may become evident 

only later in life, when patients reach ESKD. Establishing 

an early and accurate diagnosis will result in better patient 

management, improving quality of life, and avoiding useless 

treatments. Furthermore, it allows early screening of at-risk 

family members.

This technical approach has some known drawbacks. In 

exome sequencing, variants occurring in the intronic and 

promoter regions cannot be identified, and not all genomic 

regions are equally covered. Moreover, regions with high 

guanine-cytosine content, and high sequence homology with 

pseudogenes may be missed. Even detection of copy number 

variations or structural variants can be difficult and need to 

be further validated by alternative approaches. An additional 

limitation of this type of sequencing is represented by the 

detection of pathogenic variants in the MUC-1 gene, repre-

sented by duplicated C or inserted A nucleotides within the 

Fig. 4  Clinical and genetic diagnosis in the Piedmontese CKD 
cohort. Patient cohort is divided on the basis of the clinical suspi-
cion (inner pie). Number and percentage of patients for each macro-
category are indicated outside the outer pie, which instead represents 
the percentage of patients with identified causative variants (variants 

in line with the clinical phenotype) and patients with no causative 
variants identified or variants incompatible with the clinical pheno-
type for each disease category. Specific percentages of these cases are 
reported on the right with a colour-code legend
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coding variable-number tandem repeats (VNTRs), which 

cannot be identified by exome or genome sequencing, but 

can only be identified by targeted analysis [18]. Finally, we 

have to underline that some genes known to be associated 

with specific CKD phenotypes are not included in this clini-

cal exome panel, and thus variants occurring in these genes 

cannot be investigated. It is also worth pointing out that the 

list of genes involved in CKD is progressively expanding 

[9], therefore, applying the updated list of genes in the re-

analysis of previously sequenced patients who received a 

non-conclusive or negative genetic diagnosis may result 

in the identification of causative genes. Likewise, variants 

of unknown significance identified by NGS can be re-clas-

sified over time, benefiting from periodic updates. These 

latter observations also justify the choice of the experimen-

tal approach adopted in this study based on clinical exome 

sequencing instead of limited and fixed targeted sequencing 

panels.

In conclusion, this study shows that clinical exome 

sequencing is a non-invasive, highly effective tool for 

genetic diagnosis if the program is supported by careful can-

didate selection. It can be useful in identifying patients who 

would benefit from targeted therapies, such as vasopressin 

2 antagonists in the case of ADPKD. Furthermore, it may 

impact on therapy choices, particularly in the case of FSGS, 

and in the selection of the ideal family member as a kidney 

donor. This approach is especially applicable in geographic 

areas where the interaction between a robust nephrological 

network and genetic facilities is long-standing. Lastly, it can 

be cost-effective, especially if it is applied early in the diag-

nostic flow of the patient as it may (1) provide an early diag-

nosis and (2) avoid unnecessary treatment, while guiding the 

nephrologist towards the best management of the patient. 

For all these reasons, this approach could become, in well-

characterized cases, an essential step of the diagnostic path.
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A B S T R A C T

Objective: Hospital-acquired infections (HAIs) are frequent complications among acute patients hospitalized in
neurological units, especially among those hospitalized for stroke. This study aimed to investigate if enhanced
hygienic measures, including the systematic use of personal protective equipment (PPE), determined a decrease
in HAI during the recent COVID-19 outbreak in “COVID-free” neurological units.
Methods: Patients hospitalized in neurology and stroke units of Policlinico Umberto I Hospital in Rome from
March 8, 2020 and discharged prior to May 31, 2020 were included in the study and compared with patients
hospitalized during the same period in 2019.
Results: A total of 319 patients were included in the study (n= 103 in 2020, n= 216 in 2019). Among patients
hospitalized in 2019, the incidence of HAIs was 31.5% (95% confidence interval (CI): 0.25–0.38), compared
with 23.3% (95% CI: 0.15–0.32) in 2020 (p = 0.12). Multivariable logistic regression showed that hospitali-
zation during 2020 was independently associated with a lower risk of HAIs (odds ratio: 0.34, 95% CI:0.16–0.71,
p = 0.004). Poisson regression models showed that hospitalization during 2020 was also independently asso-
ciated with both a lower number of HAIs (relative risk [RR]: 0.56, 95% CI:0.38–0.81, p = 0.01) and a lower
number of prescribed antibiotics per patient (RR: 0.66, 95% CI: 0.49–0.87, p = 0.02).
Conclusion: Our study design provides evidence regarding the impact of stricter hygienic measures, such as
increased PPE use, on HAIs. Larger studies are needed to support the extension of preventive measures even after
the COVID-19 outbreak in order to limit the occurrence of HAIs.

1. Introduction

The first autochthonous severe acute respiratory syndrome cor-
onavirus 2 (SARS-CoV-2) infection-associated syndrome (COVID-19) in
Italy was diagnosed in the second half of February and the infection
rapidly spread across the country during the subsequent weeks [1,2].
During this COVID-19 pandemic, an extraordinary increase in the use of
personal protective equipment (PPE) was implemented for both
healthcare workers and patients [3,4]. Moreover, greater attention was
given to personal hygienic precautions, such as hand washing and
medical equipment disinfection [5]. Both PPE and hand hygiene are

considered powerful preventive measures against hospital-acquired
infections (HAIs) [6,7]. HAIs represent a frequent and serious compli-
cation among hospitalized patients, which can result in increased
morbidity and mortality rates and costs [8]. Despite some contrasting
results, HAIs represent a particularly frequent complication among
hospitalized neurological patients, especially among those suffering
from stroke or other conditions burdened by disability and dysphagia
[9]. Recent European reports have depicted a challenging situation in
Italy in terms of HAI-related deaths and antimicrobial resistance
[10,11].

With this background, we aimed to analyze the incidence of HAIs
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among patients hospitalized in neurological units during the COVID-19
outbreak in Italy as compared with the same period of the previous
year.

2. Methods

The study was conducted according to STROBE guidelines as a
retrospective case-control study and approved by the local Ethics
committee. Data from patients hospitalized in the neurology and stroke
units of Policlinico Umberto I Hospital in Rome fromMarch 8, 2020 and
discharged prior to May 31, 2020 were retrospectively reviewed (study
group) and compared with hospitalized patients during the same period
in 2019 (control group). The neurology and stroke divisions, which
usually include a total of 42 beds, were considered “COVID-free” from
the beginning of the pandemic and the number of beds was limited to
23. The following hygienic measures were adopted in our units during
the COVID-19 outbreak: All patients wore a surgical mask during the
hospital staying; healthcare workers systematically used protective face
masks (FFP2 or surgical depending on whether the contact with pa-
tients was either direct or indirect), as well as disposable coats, gloves
and safety goggles for eye protection; a distance of at least 1.5 m be-
tween hospital beds was also guaranteed. The study included patients
who came to neurological units directly from the emergency room (ER).
In order to ensure the homogeneity of the study setting and avoid
possible confounding factors, patients transferred to our unit from
wards other than the ER were excluded from the study. This study
design gave us the opportunity to evaluate the impact of increased PPE
use without the confounding effect of SARS-CoV-2 co-infection.

We collected demographic data, information on medical co-
morbidities, length and reason of hospitalization, number of invasive
devices (urinary catheter, peripheral venous line, central venous line,
nasogastric tubes, etc.), occurrence and number of HAIs, and the
number of prescribed antibiotics. Antibiotic prophylaxis was never used
in any patient during both years, and no antibiotic was prescribed be-
fore the occurrence of a HAI. HAIs were defined as infections occurring
after at least 48 h of hospitalization [12]. We also included aspiration
pneumonias occurring after this time point so as to encompass the
whole spectrum of infections that may complicate neurological unit
hospitalization.

The primary outcome of our study was to assess possible differences
in HAIs and antibiotic prescriptions between study group patients
hospitalized during the COVID-19 outbreak and control group patients
hospitalized during the same period in 2019.

2.1. Statistical analysis

Descriptive statistic methods and data visualization were used to
assess data distribution. Comparisons across means were performed
with independent sample t-test in cases of normal distribution, whereas
the Mann-Whitney U test was used in cases of non-normal distribution.
Comparisons across proportions were performed with Fisher's exact
test.

A multivariable logistic regression model (M0) was elaborated to
evaluate the effect of hospitalization in 2020 on the presence of HAIs.
The model was corrected for the number of invasive devices and
medical comorbidities, age, sex, and diagnosis of ischemic/hemor-
rhagic stroke. The variable “number of comorbidities” was obtained by
the sum of the medical comorbidities (i.e diabetes, arterial hyperten-
sion, history of previous cancer, obesity, history of previous stroke,
chronic kidney failure, chronic obstructive pulmonary disease, periph-
eral arterial disease and neurodegenerative diseases) reported during
patients' previous medical history. This choice allowed us to reduce the
number of covariates included in the model and to obtain an event per
variable (EPV) of 15.

Due to a Poisson distribution of the dependent variable, Poisson
generalized linear models were elaborated to assess the effect of

hospitalization in 2020 on the number of infections (M1) and anti-
biotics (M2) per patient. M1 and M2 were corrected for the same
covariates as M0. Analyses were performed and figures generated using
R 3.5.1 (R Project for Statistical Computing, Vienna, Austria).

3. Results

A total of 319 patients were included in the study according to study
criteria. This figure included 216 control group patients hospitalized in
2019 and 103 study group patients hospitalized in 2020, representing a
52.3% decrease in the hospitalization rate in our units in 2020. Clinical
and demographic data of the study and control groups are reported in
Table 1. Ischemic stroke was the most frequent cause of hospitalization,
accounting for 89 patients in 2019 and 41 in 2020, whereas hemor-
rhagic stroke was diagnosed in 25 and 7 subjects in 2019 and 2020,
respectively. The causes of hospitalization in study and control patients
are detailed in Fig. 1. Among patients with neurodegenerative diseases,

Table 1
Demographic and clinical characteristics stratified by year of hospitalization.

2019 N = 216
pts.

2020 N = 103
pts

p value

Age, n, mean (SD) 65.1 (18.8) 65.4 (17.7) 0.9
Female sex, n, % 110 (50.9) 40 (38.8) 0.04*
Arterial hypertension, n, % 133 (61.6) 62 (60.2) 0.8
Diabetes, n, % 35 (16.3) 24 (23.3) 0.13
Cardiopathy, n, % 61 (28.2) 32 (31.1) 0.6
COPD, n, % 16 (7.4) 8 (7.8) 0.9
History of cancer, n, % 26 (12) 15 (14.6) 0.5
Obesity, n, % 7 (3.2) 7 (6.8) 0.1
Neurodegenerative disease, n, % 23 (10.6) 16 (15.5) 0.2
Chronic kidney failure, n, % 9 (4.2) 6 (5.8) 0.5
Peripheral arterial disease, n, % 12 (5.6) 16 (15.5) 0.003*
History of previous stroke, n, % 22 (10.2) 12 (11.9) 0.6
History of MS or autoimmune

disease, n, %
9 (4.2) 6 (5.9) 0.5

Number of comorbidities, n, mean
(SD)

1.6 (1.3) 1.9 (1.5) 0.06

Length of hospitalization, n (SD) 14.2 (14.3) 11.4 (8.4) 0.2
Number of invasive devices, n,

mean (SD)
1.5 (0.7) 1.7 (0.6) 0.002*

Central venous catheters, n, % 20 (9.3) 10 (9.7) 0.9
Number of antibiotics, n, mean (SD) 0.75 (1.5) 0.63 (1.3) 0.039*
Subjects admitted for stroke, n, % 114 (52.8) 48 (46.6) 0.3

Abbreviations: COPD = chronic obstructive pulmonary disease; MS = multiple
sclerosis; SD = standard deviation. * p value less than 0.05.

Fig. 1. Discharge diagnoses stratified by year of hospitalization.
Discharge diagnoses expressed as percentages. Patients hospitalized during
2019 are in blue while those hospitalized during 2020 are in red. Abbreviations:
FND = functional neurological disorders; TIA = transient ischemic attack.
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the most frequent was Alzheimer's disease, observed in 9 subjects
during 2019 and in 6 during 2020, followed by Parkinson's Disease,
accounting for 8 and 3 patients in 2019 and 2020, respectively.

The overall number of HAIs considering both the years was 92
(28.8% of the patients). Among control patients, HAI incidence was
31.5% (95% confidence interval (CI): 0.25–0.38), as compared with
23.3% (95% CI: 0.15–0.32) in study patients (Fisher's exact test,
p = 0.12). The number of HAIs per patient was 0,44 (95% CI:
0.34–0.55) among control patients, as compared with 0,26 (95% CI:
0.15–0.37) in study patients (p = 0.02).

According to M0, hospitalization in 2020 was independently asso-
ciated with a decreased incidence of HAIs (odds ratio: 0.34, 95% CI:
0.16–0.71, p = 0.004) (Fig. 2).

Hospitalization in 2020 was also associated with a significant

reduction in the number of HAIs per patient (M1: relative risk (RR):
0.56, 95% CI: 0.38–0.81, p < 0.01) (Fig. 2) and a significant reduction
in the number of antibiotics per patient (M2: RR: 0.66, 95% CI:
0.49–0.87, p = 0.02) (Fig. 2).

4. Discussion

In our single-center case-control study, we found that the patients
hospitalized between March 8–May 31, 2020 had a reduced likelihood
of HAIs as compared with patients hospitalized during the same period
in 2019. We also found a reduced number of antibiotic prescriptions per
patient during the COVID-19 outbreak as compared with the same
period in 2019. The documented reduced HAI risk could be related to
increased hygienic measures and widespread use of PPE due to the

Fig. 2. Forest plot of regression analyses.
Forest plot of multivariable regression analyses. All independent variables in the models are represented. The upper panel shows the multivariable logistic regression
model (M0) and relative factors associated with the absence/presence of hospital-acquired infections (HAIs). The X-axis represents the relative odds ratio (OR) and
95% confidence interval (CI) of each covariate. P values are reported on the right. The middle panel shows the multivariable Poisson regression model with the
number of infections per patient as the outcome (M1). For each variable, the relative risk (RR) and 95% CI are reported and P values are shown on the right. The
lower panel shows the multivariable Poisson regression model with the number of antibiotics administered per patient as the outcome (M2). For each variable, the RR
and 95% CI are reported and P values are shown on the right.
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concurrent COVID-19 outbreak. Besides, the 1.5-m distance between
hospital beds might have contributed as well. To the best of our
knowledge, this is the first study reporting a possible association be-
tween reduced HAIs and stricter hygienic measures, including the use of
PPE, among healthcare workers during the COVID-19 pandemic.

As regards the overall rate of HAIs in our cohort, we found a high
incidence of infections as compared to literature [10]. This finding may
be due to the high prevalence of stroke patients, who are known to be at
high risk of HAIs [9,13], and to the frequent use of invasive devices
(e.g. urinary and central catheters, nasogastric tubes, etc.) in these
subjects, which is also associated with a higher HAI risk [11,14]. As
expected, we also found that the use of invasive devices, a stroke di-
agnosis, and the length of hospitalization were significantly associated
with an increased HAI risk, as previously reported by other authors
[9,15].

In conclusion, our study found decreased HAI occurrence in patients
hospitalized in our neurological unit during the COVID-19 outbreak
with respect to the previous year, in spite of comparable clinical se-
verity. Considering the possible association between reduced HAI risk
and adherence to stricter hygienic measures, our data further highlights
the great impact of precautionary measures, including the use of PPE,
on hospitalized patients' care and management. These findings appear
particularly relevant when considering the potential burden of HAIs on
the Italian healthcare system in terms of both mortality and public
spending.

5. Limitations

The main limitations of our study are the relatively small number of
patients and the single-center retrospective design. Larger studies are
needed to confirm our findings and to support the extension of pre-
ventive measures even after the SARS-CoV-2 outbreak in order to limit
the occurrence of HAIs among hospitalized patients.
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Clinical Genetic Screening in Adult Patients with
Kidney Disease
Enrico Cocchi ,1,2 Jordan Gabriela Nestor ,1 and Ali G. Gharavi1,3

Abstract
Expandedaccessibilityofgenetic sequencing technologies, suchaschromosomalmicroarrayandmassivelyparallel
sequencing approaches, is changing the management of hereditary kidney diseases. Genetic causes account for a
substantial proportion of pediatric kidneydisease cases, andwith increased utilization of diagnostic genetic testing
in nephrology, they are nowalsodetected at appreciable frequencies in adult populations. Establishing amolecular
diagnosis can have many potential benefits for patient care, such as guiding treatment, familial testing, and
providing deeper insights on the molecular pathogenesis of kidney diseases. Today, with wider clinical use of
genetic testing as part of the diagnostic evaluation, nephrologists have the challenging task of selecting the most
suitablegenetic test foreachpatient,andthenapplying theresults into theappropriateclinicalcontexts.This review
is intended to familiarize nephrologists with the various technical, logistical, and ethical considerations
accompanying the increasing utilization of genetic testing in nephrology care.

CJASN 15: 1497–1510, 2020. doi: https://doi.org/10.2215/CJN.15141219

Introduction
Kidney disease is associated with significant mor-
bidity and mortality and affects over 20 million
patients in the United States (1). A family history of
nephropathy is reported in approximately 30% of
cases, revealing the strong role of genetics in kidney
disease (2–4). Genetic testing is increasingly used in
clinical nephrology due to expanded utilization and
accessibility of genetic sequencing technologies
(5,6). As a result, Mendelian forms of kidney disease
are increasingly detected in adult and pediatric
patients. In fact, although historically more clini-
cally apparent in pediatric populations, it is now
clear that genetic forms of kidney disease are also
highly prevalent in adults, with some studies re-
porting a Mendelian cause of kidney disease in up
to 37% of adult cases (7,8). Establishing a genetic
diagnosis has significant implications for nephrol-
ogy care because it may inform prognosis (9–11)
and selection of therapy (12,13), spare patients
from undergoing invasive diagnostic procedures
such as a kidney biopsy (14,15), and guide fam-
ily planning (2).

Many genetic testing modalities are currently
available (e.g., targeted sequencing, microarrays, gene
panels, genome-wide approaches, etc.), and selec-
tion of the most appropriate diagnostic sequencing
approach is made on the basis of various factors.
These include diagnostic yield of the different
sequencing modalities, the patients’ clinical pic-
ture, their preferences for the types of results that
may emerge with broader sequencing approaches,
out-of-pocket costs, and third-party payer cover-
age. This review is intended to familiarize clini-
cal nephrologists with concepts relating to clinical
genetic testing.

Mendelian Nephropathies, Genetic Testing
Modalities, and Diagnostic Yields
The human genome is divided into protein-coding

(approximately 1%, known as the “Exome,” composed
of approximately 408,659 exons) and noncoding se-
quences (approximately 99%) (16,17). Overall, it harbors
approximately 20,000 genes, of which approximately
4100 are currently associated with Mendelian disorders
(18). Human genomes differ greatly between individ-
uals, and variations in genetic sequence are summarized
in Figure 1 and include:

c Single nucleotide variants (SNVs): substitution of
a single base.

c Small insertion-deletion (INDEL): insertionordeletion
of approximately 2–1000 bases.

c Copy number variation: duplication/deletion that af-
fects$1 kb in one ormore loci. Copy number variants
encompass 5%–10% of the human genome (19,20).
The differentiation between small INDELs and copy
number variants is specifically on the basis of the
length of the affectedDNA, reflecting ahigher number
of genes possibly involved in the latter.

c Chromosomal imbalance and rearrangements: dele-
tions and duplications of entire chromosomes or
segments of chromosomes. Inversions and translo-
cations can also occur as a result of genome breakage
followedbya rejoiningof thebrokenends inadifferent
order than the original one.

These variations can potentially lead to a Mendelian
disease. A recent survey identified 625 Mendelian
disorders associated with kidney and urological traits
(21), whereas the number of gene–disease associations
continues to grow with the expanded use of massively
parallel sequencing, a technological advancement that
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has increased the throughput of genomic sequencing
(21). Importantly, diagnostic yield varies according to the
categories of variants and choice of test. In Figure 1 and
Table 1, we summarize technical and clinical aspects of
different sequencing approaches, along with their respec-
tive benefits and drawbacks. Next, we discuss the major
genomic diagnostic modalities.

Targeted Dideoxy Terminator (Sanger) Sequencing
This test aims to identify SNVs and INDELs in a specific

gene or gene region (22). The execution is simple and
results are highly reliable (error rate: 0.001%–1%) (23).
Moreover, this method achieves a long reading length
(approximately 800 bp) resulting in significant advantages
for de novo variants confirmation and sequencing of

Figure 1. | Genetic testing options. Different classes of variants identifiable in human genome and how they are detected by the currently
available genetic tests. The top part shows a “large-scale” sectionwhere an entire chromosome is represented (blue), aswell as the relative large
alterations (aka structural variants); chromosomal rearrangement (deletions, duplications, inversions, and translocationscausedbyabreakage in
the DNA at two different locations, followed by a rejoining of the broken ends to produce a new chromosomal arrangement of genes);
chromosomal imbalance (absence or duplication of a chromosomal portion) identifiable primarily through chromosomal array–based tech-
niques; and copy number variation (a duplication or deletion that affects a large stretch of sequence, at least 1 kb). Small variants: single
nucleotide variants (SNVs; substitution of a single base) and small insertion/deletions (INDELs; involving more than one base). We also see the
coding (green), noncoding (dark gray), and regulatory (noncoding) portions of the genome that constitute eachgene (geneA, geneB, andgeneC)
andhowtheseare sequencedandanalyzed throughdifferent techniques. Sanger sequencing is limited toanarrowportionof thegenome,usually
a single gene or small regions of a gene. Targeted gene panels: only coding portions of a specific set of genes are targeted. Exome sequencing
captures nearly all of the coding sequences in an individual’s genome.Genome sequencing covers nearly all regions of the genome (coding and
noncoding regions) of an individual.
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Table 1. Genetic testing options

Analysis
Modality

Primary Scope Advantages Disadvantages Uses

Sanger
sequencing

c Identification of small
variants (SNVs/
INDELs) in a specific
DNA region

c Simple
technical execution

c Limited resolution (,1 kb)
unsuitable for large
structural variants

cConfirmation of a specific
suspected mutation in
a genecHigh analytical

accuracy (error
rate 0.001%–1%)

cTime- and cost-inefficient for
analysis of large
DNA segments

cConfirmation of MPS-
identified variants

c Fast and simple
interpretation

cAnalysis of regions
refractory to MPS analysis,
such as repetitive regionscNo risk of

secondary results
c Long reading

lengths
(approximately
800 bp)

Chromosomal
microarrays

c Identification of small
chromosomal
rearrangements/
CNVs
($200–400 kb)

cHigher resolution
than standard
karyotyping
(50–100 kb)

cCannot detect small
mutations/CNVs

c Patients with phenotype
strongly suggestive of large
rearrangements, such as
multiple congenital
anomalies and
developmental diseases

cGenome-
wide analysis

c Limited ability to detect
balanced chromosomal
rearrangements, low-grade
somatic mosaicism, and
CNVs in pseudogenes and
repetitive regions

Targeted
MPS panels

c Identification of small
variants (SNVs/
INDELs) within
genes of interest for
the clinical phenotype

cAnalysis of all genes
possibly related
to specific
phenotypes

c Error rate approximately
0.5%–2% (MPS)

c Patients with phenotypes
pointing to specific
disorders and with low
genetic heterogeneity

cDiagnostic yield up
to 50% (depending
on the patient
phenotype and
genes selection
method)

c Short reading length
(generally 50–300
bp) (MPS)

cRestricted number
of genes that
minimizes risk
of secondary
findings and
reduces
analysis time

c Limited reanalysis utility
cReliability depends on

challenging panel design

Exome
sequencing

c Identification of small
variants (SNVs/
INDELs) within
coding regions of
the genome

cAnalysis of all
coding regions in
the genome

cCoverage per base is
generally lower than with
targeted panels

c Patients undiagnosed with
more specific
methodologies

cUnbiased approach
increases
diagnostic
sensitivity

cChallenging and time-
consuming interpretation
(high number of
candidate variants)

c Screening of patients with
undefined phenotype

cCoveralmost all sites
related to
Mendelian
diseases
(approximately
85%)

c Potential for detection of
secondary findings

c Patients with
heterogeneous/
unspecific phenotype

c Limited coverage in
repetitive regions

c Limited reliability
for INDELs

Genome
sequencing

c Identification of small
variants (SNVs/
INDELs) within
coding and
noncoding regions
of the genome

c Identification of
deep splicing and
intronic variants
unidentifiable with
other techniques

cMaximizes results
interpretation difficulty
and time

c Patients undiagnosed with
other methodologies

c Better analytic
performance than
exome sequencing

cMaximizes potential
detection of
secondary findings

c Screening of patients with
undefined phenotype

c Efficient CNV
identification

c Patients with
heterogeneous/
unspecific phenotype

c Extremely useful
for reanalysis

SNV, single nucleotide variant; INDEL, insertion/deletion; MPS, massively parallel sequencing; CNV, copy number variation.
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repetitive regions (24). De novo variants are those that are
absent in parents and found only in the proband (i.e., the
individual undergoing genetic sequencing) as a result of a
mutation in a parental germ cell. Repetitive regions are
patterns of DNA fragments that occur in multiple copies,
and can represent up to two thirds of the human genome
(25). Sanger sequencing is generally used as a first-line test
when there is strong clinical suspicion of a mutation in a
specific gene, for screening at-risk family members for a
known mutation, or as a confirmatory test for variants
identified bymassively parallel sequencing. It is also used for
sequencing of specific genes or regions that are not attainable
with massively parallel sequencing approaches (e.g., gua-
nine-cytosine-rich, highly repetitive segments, etc.).

Comparative Genomic Hybridization/Chromosomal
Microarray Analysis
This represents an important improvement over classical

karyotyping. Due to its high resolution (50–100 kb), this
technique is able to identify smaller rearrangements than
standard karyotyping (limited to a resolution of 1–2 Mb) in
both coding and noncoding regions. Thus, this is the test of
choice when a structural variant is suspected, such as in
individuals with developmental disorders of the kidney. In
fact, recent studies have detected a high frequency of copy
number variation in children and young adults with
congenital urinary tract malformations (26), implicating
over 45 different genomic disorders, with six loci account-
ing for 65% of cases with pathogenic copy number
variations (1q21, 4p16.1-p16.3, 16p11.2) (27,28). Overall
diagnostic yield in children with congenital anomalies of
kidney and urinary tract ranges between 10% and 17%
(29,30) in nonsyndromic and syndromic cases (31,32). The
drawbacks of chromosomal microarray include its limita-
tions in detecting SNVs and INDELs, balanced chromo-
somal rearrangements, and deletion/duplications
of ,50,000 bp.

Massively Parallel Sequencing
This technique, which is sometimes called next-

generation sequencing, was developed in the last decade.
It allows for simultaneous sequencing of millions of DNA
fragments, at a relatively low cost. It is best for identifying
small variants, although large copy number variants can
also be detected. Compared with Sanger sequencing, this is
characterized by lower precision (error rate approximately
0.5%–2%) and shorter read length (generally 100–250 bp)
(33). Possible applications differ in the size of genome
sequenced, from specific regions to the entire genome.
These include the approaches discussed below.

Targeted Gene Panels. If there is a limited number of
genes that can cause a specific phenotype, a gene panel can
be a cost-effective first-line test. This technique targets
coding regions in a selected set of genes and is the best
modality for conditions with a clearly distinct phenotype.
Gene lists for different kidney phenotypes have been
published (3,34,35). This approach leads to a diagnostic
yield that is dependent on disease and patient selection
procedures. Recent reports indicate diagnostic yields of
13% in children with congenital anomalies of kidney and
urinary tract patients (3), approximately 20% in adult and

children nephrotic syndrome cases (34), and up to 62% in
glomerular disease and 78% in cystic diseases, in both adult
and pediatric cases (35). Due to its targeted approach, gene
panels may also simplify the interpretation of the results. In
addition, panels are usually optimized for a specific set of
genes, minimizing potential false negative findings due to
incomplete sequence coverage. However, genes included in
a particular panel vary between commercial services, and
sometimes these panels fail to account for overlapping
phenotypes. For example, nephrotic syndrome panels may
not contain some congenital anomalies of kidney and
urinary tract genes, such as PAX2, whose mutation may
also manifest with proteinuria (36). The genes included in a
specific panel must also be periodically updated as new
genes are discovered.
Exome Sequencing. This sequencing approach exam-

ines nearly all coding regions of the genome (37). Exome
sequencing proved its efficacy as a first-line test in both
adult and pediatric patients, with a diagnostic yield ex-
tremely dependent on patient phenotype, age, and selec-
tion criteria. Recent studies demonstrate a diagnostic yield
ranging from 11% in adult patients with FSGS (38), to
24% in primarily adult patients with congenital or cystic
kidney disease (2). The yield is superior in pediatric co-
horts: 32% in FSGS and 61% in cystic kidney disease (39). In
general, the diagnostic yield outperforms targeted panels
across different phenotypes in both adults and children
(2,39,40). Importantly, exome sequencing allows for future
reanalysis as new genes are discovered and analytic al-
gorithms improve, without needing to resample the patient
(41). As drawbacks, the coverage per base is generally
lower than with targeted panels and can result in sub-
optimal coverage of some relevant genes (e.g., PKD1,
GREB1L) (42). Copy number variation detection with exome
sequencing is possible but not always optimal, and the large
amount of data generated can make interpretation chal-
lenging and time consuming (43). Several genomic regions
relevant to nephrology are not optimally covered by exome
sequencing and constitute blind spots that need to be rec-
ognized by clinicians ordering the test, such as duplicated
region of PKD1 or the MUC1 variable number tandem
repeat (a tandem repeat is a short repetitive nucleotide
sequence that is generally difficult to sequence with short
read MPS technology) (44). Importantly, a very promising
application of exome sequencing is in the evaluation of
nephropathies of unknown etiology, where, depending on
the populations studied, it can have a diagnostic yield ranging
from 17% (2) to 38% (8) in adult patients.
Genome Sequencing. This technique has the best ana-

lytic performance when compared with the aforemen-
tioned approaches, owing to its uniform coverage of the
genome. Genome sequencing has superior coverage at a
minimum depth of 10 reads compared to exome sequencing,
and limits PCR artifacts, guanine-cytosine bias, and a high
variance in allele fraction (42,45). It is also more efficient for
copy number variant detection, even outperforming micro-
arrays approaches (46). Genome sequencing can characterize
noncoding regions, enabling detection of splicing or regu-
latory variants with large phenotypic effect, although this is
currently limited by our incomplete understanding of the
function of most noncoding regions (47,48). Thus, genome
sequencing represents the most promising future of genetic
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testing because of its technical superiority, analytic per-
formance, and mapping capacity, along with its pro-
gressively decreasing cost. Nonetheless, it still has blind
spots shared with exome sequencing (e.g., PKD1 and
MUC1). There is still a limited amount of research on the
use of genome sequencing in the context of nephrology,
but data support its superiority to traditional techniques in
several other contexts (49,50). For example, genome se-
quencing had a significant improvement in diagnostic
yield (124%) when compared with targeted panels as a
first-tier genetic test for pediatric disorders (51). Similar to
exome sequencing, genome sequencing allows for future
reanalysis and technologies application. Its potential draw-
backs include the relatively high cost of the test (although this
is progressively decreasing) and the possibility of detecting
genetic findings not related to the primary indication for
testing (i.e., secondary findings).

Clinical Predictors of Diagnostic Yield
Several clinical factors influence the diagnostic potential

of each test. To date, some studies support the use of exome
sequencing as a first-line diagnostic approach for noncystic
forms of genetic nephropathies. However, there is a paucity
of data comparing the yield of targeted panel and exome/
genome sequencing for different kidney phenotypes. In
Figure 2, we summarize the clinical predictors of diagnostic
yield and highlight optimal sequencing approaches on
the basis of the broad kidney disease category. Then, in

Figure 3, we compare the diagnostic yields achieved in
genetic studies of diverse phenotypes using different
sequencing techniques.
The main factors that contribute to variation in the

diagnostic yield of the specific sequencing approach are
discussed below.

Clinical Diagnosis

Cystic Kidney Disease. These disorders are predomi-
nantly attributable to mutations in PKD1/PKD2 associated
with adult-onset autosomal dominant polycystic kidney
disease (the majority of cystic kidney diseases) and mu-
tations in PKHD1 in pediatric-onset autosomal reces-
sive polycystic kidney disease. This clinical distinction is
not absolute: 2% of patients with PKD1/PKD2 muta-
tions show a pediatric-onset severe phenotype clinically
indistinguishable from autosomal recessive polycystic kid-
ney disease (52), and other genes have been implicated as
causal for cystic disease in both adults and pediatric pa-
tients (such as GANAB or DNAJB11 in adults and HNF1B in
both) (53,54). For cystic phenotypes, when there is a strong
clinical suspicion of mutation in a specific gene, Sanger
sequencing is the test of choice; otherwise, targeted panels
are often an appropriate initial test because of the limited
numbers of identified genes implicated to date. Further-
more, the assays can be optimized to cover the duplicated
region of PKD1 (45), which are otherwise not well covered
bymost other sequencing approaches. As such, the reported

Figure 2. | Clinical determinants of genetic risk and their influence on genetic test type. The figure summarizes the clinical characteristics
shaping the pretest risk of a genetic disease in a nephrology patient. Young age at onset, family history of kidney disease, and presence of
extrarenal features are all predictive of genetic disease. Moreover, depending on the clinical diagnosis, the diagnostic yield of genetic testing
varies. The yields of different modalities is shown in Figure 3. CAKUT, congenital anomalies of kidney and urinary tract; SRNS, steroid-resistant
nephrotic syndrome; uCKD, CKD of unknown etiology.
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diagnostic yield of targeted panels for cystic kidney dis-
ease range in adult patients from 24% (2) to 88% (35), and
23%–80% with exome sequencing (2,8,55), based on the
clinical characteristics of the cohort.

Congenital Anomalies of Kidney and Urinary Tract and
Nephronophthisis. To date, these disorders are the most
common cause of kidney disease in children, frequently
involving congenital defects in other organ systems (56).
With hundreds of genes implicated, they are highly
heterogeneous in both phenotype and genotype. In addi-
tion, these phenotypes are often caused by structural
genomic variants (57), detectable by chromosomal micro-
array (58), whose diagnostic yield is greatest in patients
with kidney parenchymal malformations and those with
extrarenal manifestations (27,31,59). The remaining cases
are caused by SNVs in a single gene, identifiable with
exome sequencing or targeted panels, which can provide a
diagnostic yield of around 14% in recent reports (3) and is
slightly superior in syndromic cases (25% versus 9% [32],
23% versus 15% [31,60]) in pediatric and young
adult cohorts.

FSGS and Steroid-Resistant Nephrotic Syndrome. This
is a genetically heterogeneous phenotype with over 30
known causal genes (61), affecting primarily children and
young adults (62,63). The diagnostic yield can be as high as
32% (39) in recently analyzed cohorts with exome sequenc-
ing, and is higher in pediatric cases than in adult ones.
Steroid-resistant nephrotic syndrome reached diagnostic
yield of 25%–30% (39,64–66) in pediatric patients versus
12% in adults (67), whereas FSGS proved around 22% in
pediatric patients (68) and 11% in adults (38). Importantly,
a genetic diagnosis can have strong implications for patient

management and should always be considered in early-
onset disease, particularly in the presence of a clear family
history. For example, most genetic forms of steroid-
resistant nephrotic syndrome may not respond to immu-
nosuppression therapy (69). Therefore, a positive finding
may spare a patient from unwanted complications from
this therapy (70). Similarly, a negative test may also guide
management as it may influence clinical decision-making
toward a longer and/or more aggressive immunosup-
pression course, and may provide prognostic insights too,
as hereditary forms are associated with lower recurrence
rate after transplantation (9). Finally, genetic testing can
identify cases that may respond to therapy to glucocorti-
coids, such as cases owing to PLCE1 (71), or cases that may
benefit from other therapies that can be effectively treated
with coenzyme Q10 (CoQ10) supplementation, such as
steroid-resistant nephrotic syndromes owing to mutations
in genes of the CoQ10 biosynthesis pathway (ADCK4,
COQ2, COQ6, or PDSS2) (72,73). There are many genetic
panels available as a first-line diagnostics, but exome se-
quencing can also be justifiable as a test of choice because
of the rapid pace of discovery of new genes for ne-
phrotic syndrome.

Tubulopathies (e.g., Autosomal Dominant Tubu-
lointerstitial Kidney Disease [ADTKD]). Recent studies
show targeted panels to have the highest diagnostic yield in
this disease category. In fact, diagnostic yield ranges from
62% (38,74) to 83% (75) in pediatric cohorts and 75% (75) to
100% (8) in adult cohorts. This is probably because of the
highly characteristic clinical presentation and subsequent
selection of cases. Importantly, recent findings suggest that
trio analysis with exome sequencing, whereby both the

Figure 3. | Diagnostic yield per phenotype and genetic test type. Thefigure represents thediagnosticyield indifferentphenotypecohorts obtained
throughdifferentgenetic test type inpediatricandadultgeneticstudiesonkidneydisease.Theyaxis represents thepercentageofdiagnostic rate for the
cohort (specifiedaboveeachbarwith the relativecitation).Thexaxis represents thestudyunderconsideration; thewidthof thebar isdependenton the
samplesize foreachstudy.Thefamilialyellowflagindicateswhether thestudyconsideredfamilies (not individuals).Thecolored legendbelowtheplot
indicates thegenetic testutilizedin thestudycohort.mA,chromosomalmicroarray techniques (especially inCAKUT);TGP, targetedgenepanel;WES,
whole exome sequencing; WGS, whole genome sequencing. The studies depicted here are presented in the Supplemental Material.
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proband and their parents are sequenced for comparison,
can significantly increase the targeted panels diagnostic
performance because the availability of parental data
enables segregation analysis and detection of de novo
mutations (63). Several genes have been implicated in
ADTKD to date, such as UMOD, HNF1B, REN, and MUC1
in autosomal dominant tubulointerstitial kidney disease
(76). Importantly, though commercial-targeted panels may
include MUC1, the ADTKD is associated with variable-
number tandem repeat mutations, which makes massively
parallel sequencing approaches challenging because of the
low coverage in these genomic regions (77).

Kidney Disease of Unknown Etiology. This is an im-
portant clinical category representing approximately
5%–15% of patients with kidney failure (1). If a thorough
nephrology workup is nondiagnostic, genetic testing
should be considered, particularly in the setting of early
age of disease onset and a positive family history. The
diagnostic yield in both adults and children ranges from 7%
to 40% depending on patient characteristics and clinical
history, with over two dozen different disorders described
across developmental, glomerular, and tubulointerstitial
categories (2,72,75). Given the heterogeneous disorders
contributing to this disease category, exome sequencing
had superior diagnostic performance as compared with
targeted gene panels (2).

Family History and Extrarenal Manifestations
Studies indicate a three- to four-fold greater chance of a

positive genetic finding in the setting of a positive family
history of kidney disease (2,72). For example, a positive
family history finding was much more likely in adults
(53%) than in pediatric patients (12%) in a cohort of patients
with monogenic nephrotic syndrome (34). It is worth
noting that the clinical presentation can be different in
different family members with the same mutation. For
example, the same mutation in PAX2, responsible for
papillorenal syndrome, may present as hearing or visual
defect in some family members, but present as kidney
diseases in other relatives (78). This variable expression
motivates obtaining a thorough family history of disease in
patients suspected of genetic disease.
In addition, multiorgan involvement is a compelling

clinical finding suggestive of a genetic disorder. In a recent
study of exome sequencing in adult nephrology patients,
the presence of extrarenal features increased the diagnostic
yield up to 69% (8). Although obtaining a detailed family
history, or being able to decipher extrarenal features
associated with a genetic diagnosis, may seem challenging
for nongenetic experts, it is important to appreciate that
these are key features suggestive of a genetic diagnosis and
must be emphasized in medical education going forward.
Moreover, collaborating with genetic counselors and/or
clinical geneticists can ensure better collection of pertinent
family and clinical data. Furthermore, the introduction of
decision-support tools and electronic algorithms in med-
ical health records, able to flag potential Mendelian
disorders, will help clinicians in detecting genetic disor-
ders and extrarenal features they might not have recog-
nized (79).

Age of Onset
Mendelian disorders are more common in children (75),

and age of onset has been shown to significantly influence
the probability that the cause is an underlying genetic
diagnosis for certain clinical subtypes. For example, genetic
cystic kidney disease is almost three-fold more probable in
pediatric cases than in adult ones (80). Hence, early onset of
disease should increase suspicion for a genetic disease.

Genetic Data Analysis
Interpretation of genetic test results requires close col-

laboration between the clinician and the molecular pathol-
ogist, akin to the collaboration between the nephrologist
and kidney pathologist in the evaluation of a biopsy. The
interpretation of sequence data depends on the genomic
tests used and requires gene- and variant-level analyses,
phenotypic-level comparison, and determination of action-
ability. It also requires domain-specific expertise about the
molecular and clinical features of disease. In an effort to
standardize this process, the American College of Medical
Genetics and Genomics (ACMG) has established guidelines
for interpretation of sequence variants (81). Variants are
classified as “pathogenic,” “likely pathogenic,” “variants
of unknown significance (VUS),” “likely benign,” or
“benign.” These guidelines recommend using terms such
as “pathogenic” and “benign” for variants that are almost
certainly disease causing or known to be benign, respec-
tively; “likely pathogenic” and “likely benign” is used for
variants with .90% certainty of either being disease
causing or benign. VUS is used for variants for which
there is insufficient evidence to classify in any of the other
categories. As a general rule, clinicians should only act on
variants classified as “pathogenic” and “likely patho-
genic.” These categories of variants are generally very
rare in the population (typically with allele frequency
,1:10,000), and have robust evidence of disease association
on the basis of multiple prior reports, predicted effect on
protein function, and potentially in vitro functional studies.
Once a “pathogenic” or “likely pathogenic” variant has
been identified, a second-level comparison is warranted to
determine concordance of the patient’s characteristics with
the phenotype reported for the disease. Any discrepancy
should be reviewed by both the molecular pathologist and
clinician, and prior reports should be reviewed. Impor-
tantly, recent data suggest that many VUS will eventually
be classified as benign (82–86) and can usually be resolved
with subsequent clinical correlations, in discussions be-
tween the molecular diagnostician, clinician, and
the patient.
Although a number of gene lists for nephropathy traits

have been generated (2,3,21,34,35,87), nephrology lacks
standardized, well-curated gene and variant lists. This will
change as kidney disease is increasingly represented in
initiatives such as ClinGen, which aims to define the
clinical relevance of genes and variants for clinical and
research use (88). The development of expertly-curated
gene and variant lists is critical because of the many
nuances in sequence interpretation. For example, although
gene-disrupting mutations are often pathogenic, some
disorders are almost exclusively caused by missense
variants affecting specific domains of the protein
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(e.g., FSGS owing to mutations in the diaphanous inhib-
itory domains of INF2 [89], or autosomal dominant tubu-
lointerstitial kidney disease owing to mutations in exons 3
or 4 of UMOD [90], etc.). Therefore, loss-of-function (e.g.,
nonsense, frameshift, splice, etc.) and missense variants
outside of functional domains, even if exceedingly rare, are
unlikely to be causal for these diseases (91). Conversely, a
relatively common NPHS2 variant (R229Q) can be disease
causing if in trans with specific 39 NPHS2 mutations that
exert a dominant-negative effect on the R229Q protein (92).
Currently, we still have an incomplete catalog of rare

variants of the genome and limited understanding of their
functional effect, hence many rare variants do not clearly fit
into “pathogenic” or “benign” categories and are desig-
nated as VUS. A VUS classification frequently arises when
a variant is novel and in silico algorithms predict it to be
damaging, but there is insufficient data on its in vivo
functional consequences and inheritance pattern. Classifi-
cation as a VUS can also occur when a variant has been
previously reported as disease causal, but there is contra-
dictory data about its pathogenicity. This is the case of
some population-specific polymorphisms or modestly rare
variants that were erroneously thought to be extremely rare
and reported as pathogenic (91). With the availability of
larger and more diverse reference data sets, many pre-
viously reported pathogenic variants are now shown to
have an allele frequency that exceeds the disease preva-
lence and can now be reclassified as benign (82,93). For
example, a recent study showed that the top genes
potentially contributing to most false positive results for
kidney diagnostics were all identified before the availabil-
ity of large publicly available databases (21). It is expected
that the increasing number of genomes sequenced across
populations of different ancestries will provide better
estimates of variant allele frequencies, reducing the num-
bers of VUS and false positives. In addition, the availability
of saturation mutagenesis of human genes (94) raises the
possibility of obtaining functional information about every
potential genetic variant in the future (in saturation
mutagenesis, a single amino acid can be substituted to
any of the other 19 possible substituents, which allows a
comprehensive analysis of the function of amino acids at
each position in the protein).
With the accelerating pace of new discoveries, an

emerging challenge is the continuous review of data.
Thus, a reanalysis of exomes may reveal a new diagnostic
finding and revise a negative genetic test result. A recent
report from the National Institutes of Health–sponsored
Centers for Mendelian Genomics indicated that a new
genetic discovery is made for every 28 exomes sequenced
(95). This rapid pace of genetic discovery necessitates
systematic updating of variant databases and gene panels,
and provides clinicians and patients with the future
prospect of achieving a diagnosis when the initial genetic
findings are unrevealing. For example, a recent re-
evaluation of exome sequence data from two cohorts
initially analyzed in 2012–2013 revealed that the diagnostic
yield increased from 25% to 37% over a 5-year period,
attributable mainly to newly discovered disease-causal
genes (96). There are additional strategies for addressing
unsolved cases, as shown by the Undiagnosed Disease
Network of the National Institutes of Health (97):

transcriptome analysis (also called RNA sequencing, which
uses massive parallel sequencing approaches to reveal the
sequence and quantity of RNA in a biologic sample) can
reveal the possible effect of noncoding DNA sequence
variants on splicing or allele-specific expression; or pro-
teomic analysis can detect translation defects or point to
metabolic defects. Although these approaches create op-
portunities for improving clinical care, they are resource
intensive for the diagnostic laboratories and clinicians.
Furthermore, sequence interpretation can be a burdensome
process, particularly when each step is performed manu-
ally (98). Hence, semiautomated algorithms can rapidly
characterize variant allele frequencies, identify previously
reported pathogenic variants, incorporate results of in
silico prediction tools, and expedite some of the more
labor-intensive steps. There are also currently no guide-
lines and standards for reanalysis of genetic test results,
and this challenge will need to be addressed in the
next few years.

Return of Genetic Results and Clinical Implementation
The diagnosis of a Mendelian disorder, whether in the

context of a diagnostic finding explicative of the patient’s
kidney disease or a medically actionable secondary finding,
has the potential to meaningfully inform nephrology care
(see Box 1; 99–101). The clinical value of actionable genetic
findings underscores the importance of returning genetic
findings to patients. Today, most experts agree that
clinically valid, medically actionable genetic findings
should be returned to adult patients who opted to receive
them at the time of consent (102), including for individuals
who underwent genetic sequencing through their partic-
ipation in research (103). Importantly, however, genetic
testing results can affect insurability and confidentiality,
which many patients and providers may not fully realize.
Although legislation exists through the 2009 Genetic In-
formation Nondiscrimination Act to protect employers and
health insurance carriers from discriminating against in-
dividuals on the basis of their genetic results (104,105), it is
not fully comprehensive. Furthermore, clinicians should
also be aware of the potential psychosocial implications of a
genetic diagnosis for a patient, which may arise from
multiple factors, including marginalization and stigmati-
zation from members of their family and community.
Therefore, it is essential that all patients thoroughly un-
derstand the implication of genetic testing and that genetic
counseling services are available for them and
their families.
On the clinical side, implementing genetic results into

clinical care is an important and challenging task that can
lead to effective targeted treatment; for example, patients
with steroid-resistant nephrotic syndrome owing to muta-
tions in genes of the CoQ10 biosynthesis pathway can be
effectively treated with CoQ10 supplementation (72), and
RNA interference therapies have been developed for
primary hyperoxaluria type 1 caused by mutations in
AGXT (105,106). In the same manner, secondary results
affect patient health and need to be reported. The role of
clinical nephrologists in this regard is generally limited to
identifying and activating the right specialist for patient
screening/follow-up. Moreover, ACMG guidelines
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currently limit the list to 59 actionable genes in which
mutations strongly affect patient prognosis and life expec-
tancy (104), but larger sets are used in different laboratories
(107). These challenging tasks require support to ensure the
nephrologists’ correct use of diagnostic genetic testing. This
will also require collaborations with genetic counselors and
clinical geneticists, development of clinical decision-
support tools in electronic health records that address
physician knowledge gaps in genomics, and the availabil-
ity of remote consultation via telemedicine for providers
with limited access to genetic services.

Genetic Testing and Clinical Trials
Genetics can affect the development and design of

clinical trials in multiple ways. First, discoveries in human
genetics can uncover new targets for therapy. In fact, recent
analyses suggest that therapies targeting pathways dis-
covered through human genetic studies have a greater
chance of successful validation in clinical trials (108,109). A
well known success story involves the identification of
PCSK9 mutations in rare forms of hyperlipidemia, which
led to the development of treatment for common forms of
this trait (110,111), and promising results are emerging in
nephrology, such as chaperone-based therapies in Fabry
disease (112). The incorporation of genetic analysis in
clinical trials can also identify a subset of patients who may
preferentially benefit from therapy, such as the discovery of
clinical responsiveness to a tyrosine kinase inhibitor in
patients with nonsmall cell lung cancer with specific
somatic mutations in the EGFR gene (113). Similarly,
JAK1/JAK2 mutations in solid tumors can predict response
to anti-PD1/PDL1 therapies (114). It is thus not surprising
that different initiatives have been taken in this sense; for
example, the Precision Medicine Initiative is an investment
of $70 million to the National Cancer Institute to “scale up
efforts to identify genomic drivers in cancer and apply that
knowledge in the development of more effective ap-
proaches to cancer treatment” (115). In addition, several
trials are now being developed to target specific molecular
defects rather than the clinical category of disease, aiming
to treat cancer according to underlying genomic alterations,

regardless of clinical cancer type (116). Even if the trial is
not targeting specific mutations, genetic testing may
enhance the study power by identifying subsets of patients
who would likely not respond to the investigation therapy.
For example, exclusion of patients with mutations affecting
kidney structure or function (such as COL4A5 or NPHS2)
may improve the power of studies targeting immunologic
pathways for the treatment of steroid-resistant nephrotic
syndrome and also minimize exposure to side effects in
patients unlikely to benefit from such therapy. Moreover,
identification of patients with genetic predisposition to
outcomes such as cancer or cardiomyopathy may also
help with adjudication of adverse events in clinical trials.
Finally, pharmacogenomic analyses can help identify var-
iants that affect drug absorption or metabolism, as exem-
plified by variants in CYP2C9/VKORC1 for warfarin toxicity
(117) or TPMT for azathioprine toxicity, enabling better
assessment of dosage, safety, and side effects.

Conclusions
Achieving a precise diagnosis is a fundamental goal of

medical practice. Although historically focused on pediat-
ric populations, genetic testing has emerged as a powerful
diagnostic tool in adult nephrology, with important impli-
cations for diagnosis andmanagement. As genetic testing is
increasingly incorporated into clinical practice, many chal-
lenges are yet to be addressed, such as optimizing the
accuracy of variant interpretation, deploying genetic test-
ing affordable on a large scale, and improving physician
and patient education. More research is also needed to
investigate the long-term effect of establishing a molecular
diagnosis on health care utilization and outcomes, to
facilitate third-party payer coverage for diagnostic testing.
In this regard, there are emerging data on the cost benefit of
genetic testing in fields such as diabetes or cancer
(118–120), and similar research would benefit the nephrol-
ogy field. With the rapid pace of discovery, we also
anticipate that the nephrology field will increasingly de-
ploy clinical trials stratified on specific molecular defects
rather than the clinical category of disease, increasing the
power and safety profile of studies.

Box 1. | Establishing a genetic diagnosis can support personalized nephrology care: A case study.
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Zurowska AM, Mehls O, Antignac C, Schaefer F, Salomon R:
Prevalence of mutations in renal developmental genes in chil-
drenwith renal hypodysplasia: Results of the ESCAPE study. J Am
Soc Nephrol 17: 2864–2870, 2006

32. LeiT-Y, Fu F, Li R, Wang D, WangR-Y, JingX-Y, Deng Q, LiZ-Z,
LiuZ-Q, Yang X, LiD-Z, Liao C: Whole-exome sequencing for
prenatal diagnosis of fetuses with congenital anomalies of the
kidney and urinary tract. Nephrol Dial Transplant 32:
1665–1675, 2017

33. Ashley EA: Towards precision medicine. Nat Rev Genet 17:
507–522, 2016

34. Sen ES, Dean P, Yarram-Smith L, Bierzynska A, Woodward G,
Buxton C, Dennis G, Welsh GI, Williams M, Saleem MA:
Clinical genetic testing using a custom-designed steroid-
resistant nephrotic syndrome gene panel: Analysis and recom-
mendations. J Med Genet 54: 795–804, 2017

35. Bullich G, Domingo-Gallego A, Vargas I, Ruiz P, Lorente-
Grandoso L, FurlanoM, FragaG,Madrid Á, Ariceta G, Borregán
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Ferec C, Le Meur Y, Torres VE, Harris PC; Genkyst Study Group,
HALT Progression of Polycystic Kidney Disease Group; Con-
sortium for Radiologic Imaging Studies of Polycystic Kidney
Disease: Mutations in GANAB, encoding the glucosidase IIa
subunit, cause autosomal-dominant polycystic kidney and liver
disease. Am J Hum Genet 98: 1193–1207, 2016

54. Verhave JC, Bech AP, Wetzels JFM, Nijenhuis T: Hepatocyte
nuclear factor 1b-associated kidney disease: More than renal
cysts and diabetes. J Am Soc Nephrol 27: 345–353, 2016

55. Braun DA, Schueler M, Halbritter J, Gee HY, Porath JD, Lawson
JA, Airik R, Shril S, Allen SJ, SteinD,Al KindyA, BeckBB,Cengiz
N, Moorani KN, Ozaltin F, Hashmi S, Sayer JA, Bockenhauer D,
Soliman NA, Otto EA, Lifton RP, Hildebrandt F: Whole exome
sequencing identifies causative mutations in the majority of
consanguineous or familial cases with childhood-onset in-
creased renal echogenicity. Kidney Int 89: 468–475, 2016

56. Verbitsky M, Sanna-Cherchi S, Fasel DA, Levy B, Kiryluk K,
Wuttke M, Abraham AG, Kaskel F, Köttgen A,Warady BA, Furth
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87. Parsa A, Fuchsberger C, Köttgen A, O’Seaghdha CM, Pattaro C,
de Andrade M, Chasman DI, Teumer A, Endlich K, Olden M,
ChenM-H, Tin A, Kim YJ, Taliun D, Li M, Feitosa M, Gorski M,
Yang Q, Hundertmark C, Foster MC, Glazer N, Isaacs A, RaoM,
SmithAV,O’Connell JR, StruchalinM, TanakaT, LiG,HwangS-J,
Atkinson EJ, Lohman K, Cornelis MC, Johansson A, Tönjes A,
Dehghan A, Couraki V, Holliday EG, Sorice R, Kutalik Z,
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Clinical Genetic Screening in Adult Patients with
Kidney Disease
Enrico Cocchi ,1,2 Jordan Gabriela Nestor ,1 and Ali G. Gharavi1,3

Abstract
Expandedaccessibilityofgenetic sequencing technologies, suchaschromosomalmicroarrayandmassivelyparallel
sequencing approaches, is changing the management of hereditary kidney diseases. Genetic causes account for a
substantial proportion of pediatric kidneydisease cases, andwith increased utilization of diagnostic genetic testing
in nephrology, they are nowalsodetected at appreciable frequencies in adult populations. Establishing amolecular
diagnosis can have many potential benefits for patient care, such as guiding treatment, familial testing, and
providing deeper insights on the molecular pathogenesis of kidney diseases. Today, with wider clinical use of
genetic testing as part of the diagnostic evaluation, nephrologists have the challenging task of selecting the most
suitablegenetic test foreachpatient,andthenapplying theresults into theappropriateclinicalcontexts.This review
is intended to familiarize nephrologists with the various technical, logistical, and ethical considerations
accompanying the increasing utilization of genetic testing in nephrology care.

CJASN 15: 1497–1510, 2020. doi: https://doi.org/10.2215/CJN.15141219

Introduction
Kidney disease is associated with significant mor-
bidity and mortality and affects over 20 million
patients in the United States (1). A family history of
nephropathy is reported in approximately 30% of
cases, revealing the strong role of genetics in kidney
disease (2–4). Genetic testing is increasingly used in
clinical nephrology due to expanded utilization and
accessibility of genetic sequencing technologies
(5,6). As a result, Mendelian forms of kidney disease
are increasingly detected in adult and pediatric
patients. In fact, although historically more clini-
cally apparent in pediatric populations, it is now
clear that genetic forms of kidney disease are also
highly prevalent in adults, with some studies re-
porting a Mendelian cause of kidney disease in up
to 37% of adult cases (7,8). Establishing a genetic
diagnosis has significant implications for nephrol-
ogy care because it may inform prognosis (9–11)
and selection of therapy (12,13), spare patients
from undergoing invasive diagnostic procedures
such as a kidney biopsy (14,15), and guide fam-
ily planning (2).

Many genetic testing modalities are currently
available (e.g., targeted sequencing, microarrays, gene
panels, genome-wide approaches, etc.), and selec-
tion of the most appropriate diagnostic sequencing
approach is made on the basis of various factors.
These include diagnostic yield of the different
sequencing modalities, the patients’ clinical pic-
ture, their preferences for the types of results that
may emerge with broader sequencing approaches,
out-of-pocket costs, and third-party payer cover-
age. This review is intended to familiarize clini-
cal nephrologists with concepts relating to clinical
genetic testing.

Mendelian Nephropathies, Genetic Testing
Modalities, and Diagnostic Yields
The human genome is divided into protein-coding

(approximately 1%, known as the “Exome,” composed
of approximately 408,659 exons) and noncoding se-
quences (approximately 99%) (16,17). Overall, it harbors
approximately 20,000 genes, of which approximately
4100 are currently associated with Mendelian disorders
(18). Human genomes differ greatly between individ-
uals, and variations in genetic sequence are summarized
in Figure 1 and include:

c Single nucleotide variants (SNVs): substitution of
a single base.

c Small insertion-deletion (INDEL): insertionordeletion
of approximately 2–1000 bases.

c Copy number variation: duplication/deletion that af-
fects$1 kb in one ormore loci. Copy number variants
encompass 5%–10% of the human genome (19,20).
The differentiation between small INDELs and copy
number variants is specifically on the basis of the
length of the affectedDNA, reflecting ahigher number
of genes possibly involved in the latter.

c Chromosomal imbalance and rearrangements: dele-
tions and duplications of entire chromosomes or
segments of chromosomes. Inversions and translo-
cations can also occur as a result of genome breakage
followedbya rejoiningof thebrokenends inadifferent
order than the original one.

These variations can potentially lead to a Mendelian
disease. A recent survey identified 625 Mendelian
disorders associated with kidney and urological traits
(21), whereas the number of gene–disease associations
continues to grow with the expanded use of massively
parallel sequencing, a technological advancement that

1Division of
Nephrology and
Center for Precision
Medicine and
Genomics,
Department of
Medicine, Columbia
University, New York,
New York
2Department of
Pediatrics, Universita’
degli Studi di Torino,
Torino, Italy
3Insititute of Genomic
Medicine, Columbia
University, New York,
New York

Correspondence:
Dr. Ali Gharavi,
Division of
Nephrology and
Center for Precision
Medicine and
Genomics, Columbia
University College of
Physicians and
Surgeons, 1150 St.
Nicholas Avenue, Russ
Berrie Pavilion 413,
New York, NY 10032.
Email: ag2239@cumc.
columbia.edu

www.cjasn.org Vol 15 October, 2020 Copyright © 2020 by the American Society of Nephrology 1497

https://orcid.org/0000-0002-7532-956X
https://orcid.org/0000-0003-1418-3103
https://doi.org/10.2215/CJN.15141219
mailto:ag2239@cumc.columbia.edu
mailto:ag2239@cumc.columbia.edu


has increased the throughput of genomic sequencing
(21). Importantly, diagnostic yield varies according to the
categories of variants and choice of test. In Figure 1 and
Table 1, we summarize technical and clinical aspects of
different sequencing approaches, along with their respec-
tive benefits and drawbacks. Next, we discuss the major
genomic diagnostic modalities.

Targeted Dideoxy Terminator (Sanger) Sequencing
This test aims to identify SNVs and INDELs in a specific

gene or gene region (22). The execution is simple and
results are highly reliable (error rate: 0.001%–1%) (23).
Moreover, this method achieves a long reading length
(approximately 800 bp) resulting in significant advantages
for de novo variants confirmation and sequencing of

Figure 1. | Genetic testing options. Different classes of variants identifiable in human genome and how they are detected by the currently
available genetic tests. The top part shows a “large-scale” sectionwhere an entire chromosome is represented (blue), aswell as the relative large
alterations (aka structural variants); chromosomal rearrangement (deletions, duplications, inversions, and translocationscausedbyabreakage in
the DNA at two different locations, followed by a rejoining of the broken ends to produce a new chromosomal arrangement of genes);
chromosomal imbalance (absence or duplication of a chromosomal portion) identifiable primarily through chromosomal array–based tech-
niques; and copy number variation (a duplication or deletion that affects a large stretch of sequence, at least 1 kb). Small variants: single
nucleotide variants (SNVs; substitution of a single base) and small insertion/deletions (INDELs; involving more than one base). We also see the
coding (green), noncoding (dark gray), and regulatory (noncoding) portions of the genome that constitute eachgene (geneA, geneB, andgeneC)
andhowtheseare sequencedandanalyzed throughdifferent techniques. Sanger sequencing is limited toanarrowportionof thegenome,usually
a single gene or small regions of a gene. Targeted gene panels: only coding portions of a specific set of genes are targeted. Exome sequencing
captures nearly all of the coding sequences in an individual’s genome.Genome sequencing covers nearly all regions of the genome (coding and
noncoding regions) of an individual.
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Table 1. Genetic testing options

Analysis
Modality

Primary Scope Advantages Disadvantages Uses

Sanger
sequencing

c Identification of small
variants (SNVs/
INDELs) in a specific
DNA region

c Simple
technical execution

c Limited resolution (,1 kb)
unsuitable for large
structural variants

cConfirmation of a specific
suspected mutation in
a genecHigh analytical

accuracy (error
rate 0.001%–1%)

cTime- and cost-inefficient for
analysis of large
DNA segments

cConfirmation of MPS-
identified variants

c Fast and simple
interpretation

cAnalysis of regions
refractory to MPS analysis,
such as repetitive regionscNo risk of

secondary results
c Long reading

lengths
(approximately
800 bp)

Chromosomal
microarrays

c Identification of small
chromosomal
rearrangements/
CNVs
($200–400 kb)

cHigher resolution
than standard
karyotyping
(50–100 kb)

cCannot detect small
mutations/CNVs

c Patients with phenotype
strongly suggestive of large
rearrangements, such as
multiple congenital
anomalies and
developmental diseases

cGenome-
wide analysis

c Limited ability to detect
balanced chromosomal
rearrangements, low-grade
somatic mosaicism, and
CNVs in pseudogenes and
repetitive regions

Targeted
MPS panels

c Identification of small
variants (SNVs/
INDELs) within
genes of interest for
the clinical phenotype

cAnalysis of all genes
possibly related
to specific
phenotypes

c Error rate approximately
0.5%–2% (MPS)

c Patients with phenotypes
pointing to specific
disorders and with low
genetic heterogeneity

cDiagnostic yield up
to 50% (depending
on the patient
phenotype and
genes selection
method)

c Short reading length
(generally 50–300
bp) (MPS)

cRestricted number
of genes that
minimizes risk
of secondary
findings and
reduces
analysis time

c Limited reanalysis utility
cReliability depends on

challenging panel design

Exome
sequencing

c Identification of small
variants (SNVs/
INDELs) within
coding regions of
the genome

cAnalysis of all
coding regions in
the genome

cCoverage per base is
generally lower than with
targeted panels

c Patients undiagnosed with
more specific
methodologies

cUnbiased approach
increases
diagnostic
sensitivity

cChallenging and time-
consuming interpretation
(high number of
candidate variants)

c Screening of patients with
undefined phenotype

cCoveralmost all sites
related to
Mendelian
diseases
(approximately
85%)

c Potential for detection of
secondary findings

c Patients with
heterogeneous/
unspecific phenotype

c Limited coverage in
repetitive regions

c Limited reliability
for INDELs

Genome
sequencing

c Identification of small
variants (SNVs/
INDELs) within
coding and
noncoding regions
of the genome

c Identification of
deep splicing and
intronic variants
unidentifiable with
other techniques

cMaximizes results
interpretation difficulty
and time

c Patients undiagnosed with
other methodologies

c Better analytic
performance than
exome sequencing

cMaximizes potential
detection of
secondary findings

c Screening of patients with
undefined phenotype

c Efficient CNV
identification

c Patients with
heterogeneous/
unspecific phenotype

c Extremely useful
for reanalysis

SNV, single nucleotide variant; INDEL, insertion/deletion; MPS, massively parallel sequencing; CNV, copy number variation.
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repetitive regions (24). De novo variants are those that are
absent in parents and found only in the proband (i.e., the
individual undergoing genetic sequencing) as a result of a
mutation in a parental germ cell. Repetitive regions are
patterns of DNA fragments that occur in multiple copies,
and can represent up to two thirds of the human genome
(25). Sanger sequencing is generally used as a first-line test
when there is strong clinical suspicion of a mutation in a
specific gene, for screening at-risk family members for a
known mutation, or as a confirmatory test for variants
identified bymassively parallel sequencing. It is also used for
sequencing of specific genes or regions that are not attainable
with massively parallel sequencing approaches (e.g., gua-
nine-cytosine-rich, highly repetitive segments, etc.).

Comparative Genomic Hybridization/Chromosomal
Microarray Analysis
This represents an important improvement over classical

karyotyping. Due to its high resolution (50–100 kb), this
technique is able to identify smaller rearrangements than
standard karyotyping (limited to a resolution of 1–2 Mb) in
both coding and noncoding regions. Thus, this is the test of
choice when a structural variant is suspected, such as in
individuals with developmental disorders of the kidney. In
fact, recent studies have detected a high frequency of copy
number variation in children and young adults with
congenital urinary tract malformations (26), implicating
over 45 different genomic disorders, with six loci account-
ing for 65% of cases with pathogenic copy number
variations (1q21, 4p16.1-p16.3, 16p11.2) (27,28). Overall
diagnostic yield in children with congenital anomalies of
kidney and urinary tract ranges between 10% and 17%
(29,30) in nonsyndromic and syndromic cases (31,32). The
drawbacks of chromosomal microarray include its limita-
tions in detecting SNVs and INDELs, balanced chromo-
somal rearrangements, and deletion/duplications
of ,50,000 bp.

Massively Parallel Sequencing
This technique, which is sometimes called next-

generation sequencing, was developed in the last decade.
It allows for simultaneous sequencing of millions of DNA
fragments, at a relatively low cost. It is best for identifying
small variants, although large copy number variants can
also be detected. Compared with Sanger sequencing, this is
characterized by lower precision (error rate approximately
0.5%–2%) and shorter read length (generally 100–250 bp)
(33). Possible applications differ in the size of genome
sequenced, from specific regions to the entire genome.
These include the approaches discussed below.

Targeted Gene Panels. If there is a limited number of
genes that can cause a specific phenotype, a gene panel can
be a cost-effective first-line test. This technique targets
coding regions in a selected set of genes and is the best
modality for conditions with a clearly distinct phenotype.
Gene lists for different kidney phenotypes have been
published (3,34,35). This approach leads to a diagnostic
yield that is dependent on disease and patient selection
procedures. Recent reports indicate diagnostic yields of
13% in children with congenital anomalies of kidney and
urinary tract patients (3), approximately 20% in adult and

children nephrotic syndrome cases (34), and up to 62% in
glomerular disease and 78% in cystic diseases, in both adult
and pediatric cases (35). Due to its targeted approach, gene
panels may also simplify the interpretation of the results. In
addition, panels are usually optimized for a specific set of
genes, minimizing potential false negative findings due to
incomplete sequence coverage. However, genes included in
a particular panel vary between commercial services, and
sometimes these panels fail to account for overlapping
phenotypes. For example, nephrotic syndrome panels may
not contain some congenital anomalies of kidney and
urinary tract genes, such as PAX2, whose mutation may
also manifest with proteinuria (36). The genes included in a
specific panel must also be periodically updated as new
genes are discovered.
Exome Sequencing. This sequencing approach exam-

ines nearly all coding regions of the genome (37). Exome
sequencing proved its efficacy as a first-line test in both
adult and pediatric patients, with a diagnostic yield ex-
tremely dependent on patient phenotype, age, and selec-
tion criteria. Recent studies demonstrate a diagnostic yield
ranging from 11% in adult patients with FSGS (38), to
24% in primarily adult patients with congenital or cystic
kidney disease (2). The yield is superior in pediatric co-
horts: 32% in FSGS and 61% in cystic kidney disease (39). In
general, the diagnostic yield outperforms targeted panels
across different phenotypes in both adults and children
(2,39,40). Importantly, exome sequencing allows for future
reanalysis as new genes are discovered and analytic al-
gorithms improve, without needing to resample the patient
(41). As drawbacks, the coverage per base is generally
lower than with targeted panels and can result in sub-
optimal coverage of some relevant genes (e.g., PKD1,
GREB1L) (42). Copy number variation detection with exome
sequencing is possible but not always optimal, and the large
amount of data generated can make interpretation chal-
lenging and time consuming (43). Several genomic regions
relevant to nephrology are not optimally covered by exome
sequencing and constitute blind spots that need to be rec-
ognized by clinicians ordering the test, such as duplicated
region of PKD1 or the MUC1 variable number tandem
repeat (a tandem repeat is a short repetitive nucleotide
sequence that is generally difficult to sequence with short
read MPS technology) (44). Importantly, a very promising
application of exome sequencing is in the evaluation of
nephropathies of unknown etiology, where, depending on
the populations studied, it can have a diagnostic yield ranging
from 17% (2) to 38% (8) in adult patients.
Genome Sequencing. This technique has the best ana-

lytic performance when compared with the aforemen-
tioned approaches, owing to its uniform coverage of the
genome. Genome sequencing has superior coverage at a
minimum depth of 10 reads compared to exome sequencing,
and limits PCR artifacts, guanine-cytosine bias, and a high
variance in allele fraction (42,45). It is also more efficient for
copy number variant detection, even outperforming micro-
arrays approaches (46). Genome sequencing can characterize
noncoding regions, enabling detection of splicing or regu-
latory variants with large phenotypic effect, although this is
currently limited by our incomplete understanding of the
function of most noncoding regions (47,48). Thus, genome
sequencing represents the most promising future of genetic
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testing because of its technical superiority, analytic per-
formance, and mapping capacity, along with its pro-
gressively decreasing cost. Nonetheless, it still has blind
spots shared with exome sequencing (e.g., PKD1 and
MUC1). There is still a limited amount of research on the
use of genome sequencing in the context of nephrology,
but data support its superiority to traditional techniques in
several other contexts (49,50). For example, genome se-
quencing had a significant improvement in diagnostic
yield (124%) when compared with targeted panels as a
first-tier genetic test for pediatric disorders (51). Similar to
exome sequencing, genome sequencing allows for future
reanalysis and technologies application. Its potential draw-
backs include the relatively high cost of the test (although this
is progressively decreasing) and the possibility of detecting
genetic findings not related to the primary indication for
testing (i.e., secondary findings).

Clinical Predictors of Diagnostic Yield
Several clinical factors influence the diagnostic potential

of each test. To date, some studies support the use of exome
sequencing as a first-line diagnostic approach for noncystic
forms of genetic nephropathies. However, there is a paucity
of data comparing the yield of targeted panel and exome/
genome sequencing for different kidney phenotypes. In
Figure 2, we summarize the clinical predictors of diagnostic
yield and highlight optimal sequencing approaches on
the basis of the broad kidney disease category. Then, in

Figure 3, we compare the diagnostic yields achieved in
genetic studies of diverse phenotypes using different
sequencing techniques.
The main factors that contribute to variation in the

diagnostic yield of the specific sequencing approach are
discussed below.

Clinical Diagnosis

Cystic Kidney Disease. These disorders are predomi-
nantly attributable to mutations in PKD1/PKD2 associated
with adult-onset autosomal dominant polycystic kidney
disease (the majority of cystic kidney diseases) and mu-
tations in PKHD1 in pediatric-onset autosomal reces-
sive polycystic kidney disease. This clinical distinction is
not absolute: 2% of patients with PKD1/PKD2 muta-
tions show a pediatric-onset severe phenotype clinically
indistinguishable from autosomal recessive polycystic kid-
ney disease (52), and other genes have been implicated as
causal for cystic disease in both adults and pediatric pa-
tients (such as GANAB or DNAJB11 in adults and HNF1B in
both) (53,54). For cystic phenotypes, when there is a strong
clinical suspicion of mutation in a specific gene, Sanger
sequencing is the test of choice; otherwise, targeted panels
are often an appropriate initial test because of the limited
numbers of identified genes implicated to date. Further-
more, the assays can be optimized to cover the duplicated
region of PKD1 (45), which are otherwise not well covered
bymost other sequencing approaches. As such, the reported

Figure 2. | Clinical determinants of genetic risk and their influence on genetic test type. The figure summarizes the clinical characteristics
shaping the pretest risk of a genetic disease in a nephrology patient. Young age at onset, family history of kidney disease, and presence of
extrarenal features are all predictive of genetic disease. Moreover, depending on the clinical diagnosis, the diagnostic yield of genetic testing
varies. The yields of different modalities is shown in Figure 3. CAKUT, congenital anomalies of kidney and urinary tract; SRNS, steroid-resistant
nephrotic syndrome; uCKD, CKD of unknown etiology.
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diagnostic yield of targeted panels for cystic kidney dis-
ease range in adult patients from 24% (2) to 88% (35), and
23%–80% with exome sequencing (2,8,55), based on the
clinical characteristics of the cohort.

Congenital Anomalies of Kidney and Urinary Tract and
Nephronophthisis. To date, these disorders are the most
common cause of kidney disease in children, frequently
involving congenital defects in other organ systems (56).
With hundreds of genes implicated, they are highly
heterogeneous in both phenotype and genotype. In addi-
tion, these phenotypes are often caused by structural
genomic variants (57), detectable by chromosomal micro-
array (58), whose diagnostic yield is greatest in patients
with kidney parenchymal malformations and those with
extrarenal manifestations (27,31,59). The remaining cases
are caused by SNVs in a single gene, identifiable with
exome sequencing or targeted panels, which can provide a
diagnostic yield of around 14% in recent reports (3) and is
slightly superior in syndromic cases (25% versus 9% [32],
23% versus 15% [31,60]) in pediatric and young
adult cohorts.

FSGS and Steroid-Resistant Nephrotic Syndrome. This
is a genetically heterogeneous phenotype with over 30
known causal genes (61), affecting primarily children and
young adults (62,63). The diagnostic yield can be as high as
32% (39) in recently analyzed cohorts with exome sequenc-
ing, and is higher in pediatric cases than in adult ones.
Steroid-resistant nephrotic syndrome reached diagnostic
yield of 25%–30% (39,64–66) in pediatric patients versus
12% in adults (67), whereas FSGS proved around 22% in
pediatric patients (68) and 11% in adults (38). Importantly,
a genetic diagnosis can have strong implications for patient

management and should always be considered in early-
onset disease, particularly in the presence of a clear family
history. For example, most genetic forms of steroid-
resistant nephrotic syndrome may not respond to immu-
nosuppression therapy (69). Therefore, a positive finding
may spare a patient from unwanted complications from
this therapy (70). Similarly, a negative test may also guide
management as it may influence clinical decision-making
toward a longer and/or more aggressive immunosup-
pression course, and may provide prognostic insights too,
as hereditary forms are associated with lower recurrence
rate after transplantation (9). Finally, genetic testing can
identify cases that may respond to therapy to glucocorti-
coids, such as cases owing to PLCE1 (71), or cases that may
benefit from other therapies that can be effectively treated
with coenzyme Q10 (CoQ10) supplementation, such as
steroid-resistant nephrotic syndromes owing to mutations
in genes of the CoQ10 biosynthesis pathway (ADCK4,
COQ2, COQ6, or PDSS2) (72,73). There are many genetic
panels available as a first-line diagnostics, but exome se-
quencing can also be justifiable as a test of choice because
of the rapid pace of discovery of new genes for ne-
phrotic syndrome.

Tubulopathies (e.g., Autosomal Dominant Tubu-
lointerstitial Kidney Disease [ADTKD]). Recent studies
show targeted panels to have the highest diagnostic yield in
this disease category. In fact, diagnostic yield ranges from
62% (38,74) to 83% (75) in pediatric cohorts and 75% (75) to
100% (8) in adult cohorts. This is probably because of the
highly characteristic clinical presentation and subsequent
selection of cases. Importantly, recent findings suggest that
trio analysis with exome sequencing, whereby both the

Figure 3. | Diagnostic yield per phenotype and genetic test type. Thefigure represents thediagnosticyield indifferentphenotypecohorts obtained
throughdifferentgenetic test type inpediatricandadultgeneticstudiesonkidneydisease.Theyaxis represents thepercentageofdiagnostic rate for the
cohort (specifiedaboveeachbarwith the relativecitation).Thexaxis represents thestudyunderconsideration; thewidthof thebar isdependenton the
samplesize foreachstudy.Thefamilialyellowflagindicateswhether thestudyconsideredfamilies (not individuals).Thecolored legendbelowtheplot
indicates thegenetic testutilizedin thestudycohort.mA,chromosomalmicroarray techniques (especially inCAKUT);TGP, targetedgenepanel;WES,
whole exome sequencing; WGS, whole genome sequencing. The studies depicted here are presented in the Supplemental Material.
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proband and their parents are sequenced for comparison,
can significantly increase the targeted panels diagnostic
performance because the availability of parental data
enables segregation analysis and detection of de novo
mutations (63). Several genes have been implicated in
ADTKD to date, such as UMOD, HNF1B, REN, and MUC1
in autosomal dominant tubulointerstitial kidney disease
(76). Importantly, though commercial-targeted panels may
include MUC1, the ADTKD is associated with variable-
number tandem repeat mutations, which makes massively
parallel sequencing approaches challenging because of the
low coverage in these genomic regions (77).

Kidney Disease of Unknown Etiology. This is an im-
portant clinical category representing approximately
5%–15% of patients with kidney failure (1). If a thorough
nephrology workup is nondiagnostic, genetic testing
should be considered, particularly in the setting of early
age of disease onset and a positive family history. The
diagnostic yield in both adults and children ranges from 7%
to 40% depending on patient characteristics and clinical
history, with over two dozen different disorders described
across developmental, glomerular, and tubulointerstitial
categories (2,72,75). Given the heterogeneous disorders
contributing to this disease category, exome sequencing
had superior diagnostic performance as compared with
targeted gene panels (2).

Family History and Extrarenal Manifestations
Studies indicate a three- to four-fold greater chance of a

positive genetic finding in the setting of a positive family
history of kidney disease (2,72). For example, a positive
family history finding was much more likely in adults
(53%) than in pediatric patients (12%) in a cohort of patients
with monogenic nephrotic syndrome (34). It is worth
noting that the clinical presentation can be different in
different family members with the same mutation. For
example, the same mutation in PAX2, responsible for
papillorenal syndrome, may present as hearing or visual
defect in some family members, but present as kidney
diseases in other relatives (78). This variable expression
motivates obtaining a thorough family history of disease in
patients suspected of genetic disease.
In addition, multiorgan involvement is a compelling

clinical finding suggestive of a genetic disorder. In a recent
study of exome sequencing in adult nephrology patients,
the presence of extrarenal features increased the diagnostic
yield up to 69% (8). Although obtaining a detailed family
history, or being able to decipher extrarenal features
associated with a genetic diagnosis, may seem challenging
for nongenetic experts, it is important to appreciate that
these are key features suggestive of a genetic diagnosis and
must be emphasized in medical education going forward.
Moreover, collaborating with genetic counselors and/or
clinical geneticists can ensure better collection of pertinent
family and clinical data. Furthermore, the introduction of
decision-support tools and electronic algorithms in med-
ical health records, able to flag potential Mendelian
disorders, will help clinicians in detecting genetic disor-
ders and extrarenal features they might not have recog-
nized (79).

Age of Onset
Mendelian disorders are more common in children (75),

and age of onset has been shown to significantly influence
the probability that the cause is an underlying genetic
diagnosis for certain clinical subtypes. For example, genetic
cystic kidney disease is almost three-fold more probable in
pediatric cases than in adult ones (80). Hence, early onset of
disease should increase suspicion for a genetic disease.

Genetic Data Analysis
Interpretation of genetic test results requires close col-

laboration between the clinician and the molecular pathol-
ogist, akin to the collaboration between the nephrologist
and kidney pathologist in the evaluation of a biopsy. The
interpretation of sequence data depends on the genomic
tests used and requires gene- and variant-level analyses,
phenotypic-level comparison, and determination of action-
ability. It also requires domain-specific expertise about the
molecular and clinical features of disease. In an effort to
standardize this process, the American College of Medical
Genetics and Genomics (ACMG) has established guidelines
for interpretation of sequence variants (81). Variants are
classified as “pathogenic,” “likely pathogenic,” “variants
of unknown significance (VUS),” “likely benign,” or
“benign.” These guidelines recommend using terms such
as “pathogenic” and “benign” for variants that are almost
certainly disease causing or known to be benign, respec-
tively; “likely pathogenic” and “likely benign” is used for
variants with .90% certainty of either being disease
causing or benign. VUS is used for variants for which
there is insufficient evidence to classify in any of the other
categories. As a general rule, clinicians should only act on
variants classified as “pathogenic” and “likely patho-
genic.” These categories of variants are generally very
rare in the population (typically with allele frequency
,1:10,000), and have robust evidence of disease association
on the basis of multiple prior reports, predicted effect on
protein function, and potentially in vitro functional studies.
Once a “pathogenic” or “likely pathogenic” variant has
been identified, a second-level comparison is warranted to
determine concordance of the patient’s characteristics with
the phenotype reported for the disease. Any discrepancy
should be reviewed by both the molecular pathologist and
clinician, and prior reports should be reviewed. Impor-
tantly, recent data suggest that many VUS will eventually
be classified as benign (82–86) and can usually be resolved
with subsequent clinical correlations, in discussions be-
tween the molecular diagnostician, clinician, and
the patient.
Although a number of gene lists for nephropathy traits

have been generated (2,3,21,34,35,87), nephrology lacks
standardized, well-curated gene and variant lists. This will
change as kidney disease is increasingly represented in
initiatives such as ClinGen, which aims to define the
clinical relevance of genes and variants for clinical and
research use (88). The development of expertly-curated
gene and variant lists is critical because of the many
nuances in sequence interpretation. For example, although
gene-disrupting mutations are often pathogenic, some
disorders are almost exclusively caused by missense
variants affecting specific domains of the protein
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(e.g., FSGS owing to mutations in the diaphanous inhib-
itory domains of INF2 [89], or autosomal dominant tubu-
lointerstitial kidney disease owing to mutations in exons 3
or 4 of UMOD [90], etc.). Therefore, loss-of-function (e.g.,
nonsense, frameshift, splice, etc.) and missense variants
outside of functional domains, even if exceedingly rare, are
unlikely to be causal for these diseases (91). Conversely, a
relatively common NPHS2 variant (R229Q) can be disease
causing if in trans with specific 39 NPHS2 mutations that
exert a dominant-negative effect on the R229Q protein (92).
Currently, we still have an incomplete catalog of rare

variants of the genome and limited understanding of their
functional effect, hence many rare variants do not clearly fit
into “pathogenic” or “benign” categories and are desig-
nated as VUS. A VUS classification frequently arises when
a variant is novel and in silico algorithms predict it to be
damaging, but there is insufficient data on its in vivo
functional consequences and inheritance pattern. Classifi-
cation as a VUS can also occur when a variant has been
previously reported as disease causal, but there is contra-
dictory data about its pathogenicity. This is the case of
some population-specific polymorphisms or modestly rare
variants that were erroneously thought to be extremely rare
and reported as pathogenic (91). With the availability of
larger and more diverse reference data sets, many pre-
viously reported pathogenic variants are now shown to
have an allele frequency that exceeds the disease preva-
lence and can now be reclassified as benign (82,93). For
example, a recent study showed that the top genes
potentially contributing to most false positive results for
kidney diagnostics were all identified before the availabil-
ity of large publicly available databases (21). It is expected
that the increasing number of genomes sequenced across
populations of different ancestries will provide better
estimates of variant allele frequencies, reducing the num-
bers of VUS and false positives. In addition, the availability
of saturation mutagenesis of human genes (94) raises the
possibility of obtaining functional information about every
potential genetic variant in the future (in saturation
mutagenesis, a single amino acid can be substituted to
any of the other 19 possible substituents, which allows a
comprehensive analysis of the function of amino acids at
each position in the protein).
With the accelerating pace of new discoveries, an

emerging challenge is the continuous review of data.
Thus, a reanalysis of exomes may reveal a new diagnostic
finding and revise a negative genetic test result. A recent
report from the National Institutes of Health–sponsored
Centers for Mendelian Genomics indicated that a new
genetic discovery is made for every 28 exomes sequenced
(95). This rapid pace of genetic discovery necessitates
systematic updating of variant databases and gene panels,
and provides clinicians and patients with the future
prospect of achieving a diagnosis when the initial genetic
findings are unrevealing. For example, a recent re-
evaluation of exome sequence data from two cohorts
initially analyzed in 2012–2013 revealed that the diagnostic
yield increased from 25% to 37% over a 5-year period,
attributable mainly to newly discovered disease-causal
genes (96). There are additional strategies for addressing
unsolved cases, as shown by the Undiagnosed Disease
Network of the National Institutes of Health (97):

transcriptome analysis (also called RNA sequencing, which
uses massive parallel sequencing approaches to reveal the
sequence and quantity of RNA in a biologic sample) can
reveal the possible effect of noncoding DNA sequence
variants on splicing or allele-specific expression; or pro-
teomic analysis can detect translation defects or point to
metabolic defects. Although these approaches create op-
portunities for improving clinical care, they are resource
intensive for the diagnostic laboratories and clinicians.
Furthermore, sequence interpretation can be a burdensome
process, particularly when each step is performed manu-
ally (98). Hence, semiautomated algorithms can rapidly
characterize variant allele frequencies, identify previously
reported pathogenic variants, incorporate results of in
silico prediction tools, and expedite some of the more
labor-intensive steps. There are also currently no guide-
lines and standards for reanalysis of genetic test results,
and this challenge will need to be addressed in the
next few years.

Return of Genetic Results and Clinical Implementation
The diagnosis of a Mendelian disorder, whether in the

context of a diagnostic finding explicative of the patient’s
kidney disease or a medically actionable secondary finding,
has the potential to meaningfully inform nephrology care
(see Box 1; 99–101). The clinical value of actionable genetic
findings underscores the importance of returning genetic
findings to patients. Today, most experts agree that
clinically valid, medically actionable genetic findings
should be returned to adult patients who opted to receive
them at the time of consent (102), including for individuals
who underwent genetic sequencing through their partic-
ipation in research (103). Importantly, however, genetic
testing results can affect insurability and confidentiality,
which many patients and providers may not fully realize.
Although legislation exists through the 2009 Genetic In-
formation Nondiscrimination Act to protect employers and
health insurance carriers from discriminating against in-
dividuals on the basis of their genetic results (104,105), it is
not fully comprehensive. Furthermore, clinicians should
also be aware of the potential psychosocial implications of a
genetic diagnosis for a patient, which may arise from
multiple factors, including marginalization and stigmati-
zation from members of their family and community.
Therefore, it is essential that all patients thoroughly un-
derstand the implication of genetic testing and that genetic
counseling services are available for them and
their families.
On the clinical side, implementing genetic results into

clinical care is an important and challenging task that can
lead to effective targeted treatment; for example, patients
with steroid-resistant nephrotic syndrome owing to muta-
tions in genes of the CoQ10 biosynthesis pathway can be
effectively treated with CoQ10 supplementation (72), and
RNA interference therapies have been developed for
primary hyperoxaluria type 1 caused by mutations in
AGXT (105,106). In the same manner, secondary results
affect patient health and need to be reported. The role of
clinical nephrologists in this regard is generally limited to
identifying and activating the right specialist for patient
screening/follow-up. Moreover, ACMG guidelines
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currently limit the list to 59 actionable genes in which
mutations strongly affect patient prognosis and life expec-
tancy (104), but larger sets are used in different laboratories
(107). These challenging tasks require support to ensure the
nephrologists’ correct use of diagnostic genetic testing. This
will also require collaborations with genetic counselors and
clinical geneticists, development of clinical decision-
support tools in electronic health records that address
physician knowledge gaps in genomics, and the availabil-
ity of remote consultation via telemedicine for providers
with limited access to genetic services.

Genetic Testing and Clinical Trials
Genetics can affect the development and design of

clinical trials in multiple ways. First, discoveries in human
genetics can uncover new targets for therapy. In fact, recent
analyses suggest that therapies targeting pathways dis-
covered through human genetic studies have a greater
chance of successful validation in clinical trials (108,109). A
well known success story involves the identification of
PCSK9 mutations in rare forms of hyperlipidemia, which
led to the development of treatment for common forms of
this trait (110,111), and promising results are emerging in
nephrology, such as chaperone-based therapies in Fabry
disease (112). The incorporation of genetic analysis in
clinical trials can also identify a subset of patients who may
preferentially benefit from therapy, such as the discovery of
clinical responsiveness to a tyrosine kinase inhibitor in
patients with nonsmall cell lung cancer with specific
somatic mutations in the EGFR gene (113). Similarly,
JAK1/JAK2 mutations in solid tumors can predict response
to anti-PD1/PDL1 therapies (114). It is thus not surprising
that different initiatives have been taken in this sense; for
example, the Precision Medicine Initiative is an investment
of $70 million to the National Cancer Institute to “scale up
efforts to identify genomic drivers in cancer and apply that
knowledge in the development of more effective ap-
proaches to cancer treatment” (115). In addition, several
trials are now being developed to target specific molecular
defects rather than the clinical category of disease, aiming
to treat cancer according to underlying genomic alterations,

regardless of clinical cancer type (116). Even if the trial is
not targeting specific mutations, genetic testing may
enhance the study power by identifying subsets of patients
who would likely not respond to the investigation therapy.
For example, exclusion of patients with mutations affecting
kidney structure or function (such as COL4A5 or NPHS2)
may improve the power of studies targeting immunologic
pathways for the treatment of steroid-resistant nephrotic
syndrome and also minimize exposure to side effects in
patients unlikely to benefit from such therapy. Moreover,
identification of patients with genetic predisposition to
outcomes such as cancer or cardiomyopathy may also
help with adjudication of adverse events in clinical trials.
Finally, pharmacogenomic analyses can help identify var-
iants that affect drug absorption or metabolism, as exem-
plified by variants in CYP2C9/VKORC1 for warfarin toxicity
(117) or TPMT for azathioprine toxicity, enabling better
assessment of dosage, safety, and side effects.

Conclusions
Achieving a precise diagnosis is a fundamental goal of

medical practice. Although historically focused on pediat-
ric populations, genetic testing has emerged as a powerful
diagnostic tool in adult nephrology, with important impli-
cations for diagnosis andmanagement. As genetic testing is
increasingly incorporated into clinical practice, many chal-
lenges are yet to be addressed, such as optimizing the
accuracy of variant interpretation, deploying genetic test-
ing affordable on a large scale, and improving physician
and patient education. More research is also needed to
investigate the long-term effect of establishing a molecular
diagnosis on health care utilization and outcomes, to
facilitate third-party payer coverage for diagnostic testing.
In this regard, there are emerging data on the cost benefit of
genetic testing in fields such as diabetes or cancer
(118–120), and similar research would benefit the nephrol-
ogy field. With the rapid pace of discovery, we also
anticipate that the nephrology field will increasingly de-
ploy clinical trials stratified on specific molecular defects
rather than the clinical category of disease, increasing the
power and safety profile of studies.

Box 1. | Establishing a genetic diagnosis can support personalized nephrology care: A case study.
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Lehtimäki T, Esko T, Deshmukh H, Ulivi S, Chu AY, Murgia F,
Trompet S, ImbodenM,Kollerits B, PistisG,Harris TB, Launer LJ,
Aspelund T, Eiriksdottir G, Mitchell BD, Boerwinkle E, Schmidt
H, Hofer E, Hu F, Demirkan A, Oostra BA, Turner ST, Ding J,
Andrews JS, Freedman BI, Giulianini F, KoenigW, Illig T, Döring
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ABSTRACT

The proteasome to immunoproteasome (iPS) switch consists of
b1, b2 and b5 subunit replacement by low molecular weight
protein 2 (LMP2), LMP7 and multicatalytic endopeptidase-like
complex-1 (MECL1) subunits, resulting in a more efficient pep-
tide preparation for major histocompatibility complex 1
(MHC-I) presentation. It is activated by toll-like receptor (TLR)
agonists and interferons and may also be influenced by genetic
variation. In a previous study we found an iPS upregulation in
peripheral cells of patients with immunoglobulin A nephropa-
thy (IgAN). We aimed to investigate in 157 IgAN patients en-
rolled through the multinational Validation Study of the
Oxford Classification of IgAN (VALIGA) study the relation-
ships between iPS switch and estimated glomerular filtration

rate (eGFR) modifications from renal biopsy to sampling.
Patients had a previous long follow-up (6.4 years in median)
that allowed an accurate calculation of their slope of renal func-
tion decline. We also evaluated the effects of the PSMB8/PSMB9
locus (rs9357155) associated with IgAN in genome-wide associ-
ation studies and the expression of messenger RNAs (mRNAs)
encoding for TLRs and CD46, a C3 convertase inhibitor, acting
also on T-regulatory cell promotion, found to have reduced ex-
pression in progressive IgAN. We detected an upregulation of
LMP7/b5 and LMP2/b1 switches. We observed no genetic ef-
fect of rs9357155. TLR4 and TLR2 mRNAs were found to be
significantly associated with iPS switches, particularly TLR4
and LMP7/b5 (P< 0.0001). The LMP7/b5 switch was
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significantly associated with the rate of eGFR loss (P¼ 0.026),
but not with eGFR at biopsy. Fast progressors (defined as the
loss of eGFR >75th centile, i.e. �1.91mL/min/1.73m2/year)
were characterized by significantly elevated LMP7/b5 mRNA
(P¼ 0.04) and low CD46 mRNA expression (P< 0.01). A mul-
tivariate logistic regression model, categorizing patients by dif-
ferent levels of kidney disease progression, showed a high pre-
diction value for the combination of high LMP7/b5 and low
CD46 expression.

Keywords: biomarkers, CD46, complement, IgA nephropathy,
immune proteasome, progression, risk factors

ADDITIONAL CONTENT

An author video to accompany this article is available at:
https://academic.oup.com/ndt/pages/author_videos.

INTRODUCTION

Immunoglobulin A nephropathy (IgAN) is a disease with vari-

able course, and patients who progress to end-stage renal disease

(ESRD) have an extremely variable rate of glomerular filtration

rate (GFR) decline. Over the last decade, the pathogenic events
leading to the development of IgAN have been elucidated and

several factors have been identified [1, 2]. The production of ex-

cessive amounts of poorly galactosylated IgA1 molecules (Gd-

IgA1) along with the synthesis of IgG autoantibodies, leads to

immune complex formation and deposition in the mesangium,

with local complement activation and subsequent glomerular
damage [3, 4]. However, the mechanisms underlying different

kidney disease progression rates remain unknown. Hence there

is great interest in new markers for disease progression, with the

hope of improving risk stratification [5].
The production of Gd-IgA1 is initiated in mucosal sites by

surface receptors, such as toll-like receptors (TLRs), specifically
recognizing pathogen-associated molecular patterns expressed

by multiple pathogens [6–8]. The recognition of invading

microbes by TLRs on dendritic cells (DCs) in the mucosae

induces cytokine production and enhances antigen presentation

to naive T cells, resulting in antigen-specific adaptive immune

response activation. After ligand binding, TLRs trigger nuclear
factor-jB (NF-jB) and interferon (IFN) regulatory factor tran-

scription in DCs [9, 10]. IFN-c, tumour necrosis factor (TNF)-

a and TLR agonists then induce the replacement of the protea-

some (PS) catalytic units b1, b2 and b5 (encoded by the genes

PSMB5, PSMB6 and PSMB7), with low molecular weight pro-

teins (LMP2 and LMP7) and a multicatalytic endopeptidase-

like complex (MECL-1) (encoded by the genes PSMB8, PSMB9
and PSMB10, respectively), transforming the PS into immuno-

proteasome (iPS) [10–12]. These modifications result in an en-

hanced catalytic property and a ‘professionalization’ of PS in

presenting peptides to major histocompatibility complex class I,

leading to optimal lymphocyte activation. We previously

reported an upregulation of iPS in patients with IgAN [13], but

the role of these changes in the progression of IgAN has never
been investigated.

Among the factors playing a role in inflammation and renal

damage after macromolecular IgA mesangial deposition, com-

plement activation is of great interest given the increasing num-

ber of complement-targeting drugs [14]. Several studies have
tried to elucidate the possible role of defective complement con-

trol in IgAN, with conflicting results, but unanimously conclud-

ing on a possible defective regulation of an alternative

complement pathway factor (CFH-H) via CFH-related protein

[15–17]. We focused our interest on the complement regulator

Cluster of differentiation-46 (CD46) (or membrane cofactor

protein), which modulates at cellular level the C3 convertase

KEY LEARNING POINTS

What is already known about this subject?

• The mechanisms underlying the variable course of
immunoglobulin A nephropathy (IgAN) remain un-
known. New markers for disease progression are
needed to improve risk stratification.

• Innate and adaptive immunity is involved in the devel-
opment and progression of IgAN. The modification of
the proteasome (PS) in immunoproteasome (iPS) is a
key factor for optimal lymphocyte activation. We previ-
ously reported an upregulation of iPS in patients with
IgAN, but the role of these changes in the progression
of IgAN has never been investigated.

• The complement regulator CD46 (or membrane cofac-
tor protein) modulates at a cellular level the C3 conver-
tase activity of the lectin and alternative complement
pathways. Both these pathways are involved in the
pathogenesis and progression of IgAN. CD46 is not
only involved in the regulation of complement activa-
tion, but is also expressed on T-cell membrane, where
it promotes a switch in T helper type 1 to type 1 regu-
latory T cell differentiation. We recently reported a low
expression of CD46 mRNA in peripheral white blood
cells (WBCs) of patients with progressive IgAN.

What this study adds?

• We found that patients with IgAN presenting with
rapid estimated glomerular filtration rate loss were
characterized by a combination of high PS to iPS
LMP7/b5 switch and low CD46 expression in WBCs.
This is the first report, to our knowledge, of the in-
terrelation ship between these two actors in innate
and adaptive immunity control in patients with
IgAN.

What impact this may have on practice or policy?

• A multivariate logistic regression model categorizing
patients by different levels of kidney disease progres-
sion showed a high prediction value for the combina-
tion of high LMP7/b5 and low CD46 expression in
peripheral cells. This may represent a biomarker for
identifying patients at risk of progression to be tested
in larger cohorts in prospective studies.
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activity of the lectin and alternative complement pathways. We

investigated the transcriptional expression in peripheral white

blood cells (WBCs) of CD46 in 157 patients enrolled by the

Validation Study of the Oxford Classification of IgAN

(VALIGA) [18] and found a significantly lower expression of

CD46 messenger RNA (mRNA) in patients with progressive

IgAN [19]. CD46 is not only involved in the regulation of com-

plement activation, but is also expressed on T-cell membrane,

where it promotes a switch in T helper type 1 (Th1) to type 1

regulatory T cell (Tr1) differentiation [20, 21]. Hence CD46

emerges as a key sensor of immune activation and a core modu-

lator of adaptive immunity [22].
We explored the correlations between iPS switch and esti-

mated glomerualr filtration rate (eGFR) decline in 157 patients

with IgAN enrolled in the international VALIGA study [18],

where the renal biopsies from multiple centres were centrally

scored and the long follow-up available allowed an accurate cal-

culation of GFR slope before sampling. We also evaluated the

single nucleotide polymorphism (SNP) rs9357155 at the

PSMB8/PSMB9 locus that encodes for LMP2/LMP7, previously

found to be involved in the genetic susceptibility to IgAN [23,

24], and the expression of mRNAs encoding for TLRs and

CD46.
We found that patients with IgAN presenting with rapid eGFR

loss were characterized by a combination of high PS to iPS LMP7/

b5 switch and low CD46 expression. This is the first report, to our

knowledge, of an interrelationship between these two actors in in-

nate and adaptive immunity control in patients with IgAN.

RESULTS

Categorization of progressive and fast progressive

patients

The 157 subjects with IgAN from the VALIGA cohort had

at the time of sampling a previous observation period of

6.4 years [interquartile range (IQR) 2.8–10.7] after renal biopsy,

which allowed for a precise calculation of GRF slope (Table 1

reports data at renal biopsy and at sampling). Based on the me-

dian value of the eGFR slope of �0.41mL/min/1.73m2/year,

patients were categorized into 79 ‘progressors’ with a median

eGFR loss of�1.91mL/min/1.73m2/year and 78 ‘non-progres-

sors’, who had a median improvement in eGFR of þ0.89

(Supplementary data, Table S1). Based on the 75th centile of

high rate of eGFR loss (�1.91mL/min/1.73m2/year), patients

were categorized into 40 ‘fast progressors’, with a median eGFR

decline of �3.8 (IQR �8.2 to �2.9) mL/min/1.73m2/year, and

117 ‘non-fast progressors’, with a mild eGFR loss or some im-

provement during the follow-up [median�0.2 (IQR �0.8–2.2)

mL/min/1.73m2/year] (Table 2 and Figure 1).
No difference in clinical data at renal biopsy or at sampling

was found between progressors and non-progressors, with the

exception of significantly higher T1–2 scores (Supplementary

data, Table S1). A clinical feature of fast progressors (Table 2)

was greater degree of proteinuria at renal biopsy and at sam-

pling at the end of follow-up. The endpoint of 50% decline in

eGFR or ESRD (reached in five patients with eGFR<15mL/

min at sampling) was significantly more frequent in fast pro-

gressors; P< 0.0001. Treatment with corticosteroid/immuno-

suppressive (Cs/IS) drugs and renin–angiotensin blockers was

adopted with similar frequency in the two groups (Table 2).

Switch from PS to iPS in circulating blood cells of

patients with IgAN

In the 157 IgAN patients investigated, a significant switch

from PS to iPS was detected for LMP7/b5 [median 1.66 (IQR

1.31–2.14) versus 1.16 (0.95–1.41) in healthy controls, P< 0.001]

and for LMP2/b1 [median 1.22 (IQR 0.94–2.06) versus 0.65

(0.35–1.00), P< 0.001]. No significant modification was found

for the third switch, i.e. MECL-1/b2. LMP7/b5 and LMP2/b1

were significantly correlated with proteinuria at sampling

(P¼ 0.03 and P¼ 0.004, respectively), but no correlation was

found with eGFR at sampling (Supplementary data, Table S2

Table 1. Demographic and clinical data at renal biopsy and at sampling in the cohort of 157 patients with IgAN

Study cohort No. of patients: 157 Gender: females/males (%) 51/106 (32.5/67.5)

Clinical data at renal biopsy Age (years) eGFR (mL/min/1.73m2) Proteinuria (g/day/1.73m2) MAP (mmHg)Biopsy features (%)

36.8 (23.1–49.4) 70.92 (48.48–98.72) 1.1 (0.4–2.04) 100 (86.7–106.7) • M1 54.7
• E1 21.6
• S1 57.3
• T1–T2 29.3
• C1 12.7

Time from biopsy to sampling (years) 6.4 (2.8–10.7)

Clinical data at sampling Age (years) eGFR (mL/min/1.73m2) Proteinuria (g/day/1.73m2) MAP (mmHg) Therapy (%)

44.4 (31.9–56.4) 73.3 (45.9–89.8) 0.4 (0.17–0.8) 93.3 (84.3–97.8) • RASB 83.4
• Cs/Is 34.4
• (Cs/Is at s. 17.8)

Follow-up data Duration of follow-up (years) Time-averaged proteinuria (g/day/1.73m2)

6.4 (2.8–10.7) 0.74 (0.32–1.31)

Clinical outcomes Rate of eGFR loss (mL/min/1.73m2/year) 50% loss of eGFR from baseline

�0.41 (�1.91–0.87) 5.7%

eGFR calculated by modified Schwartz or MDRD formula (see Methods section). MEST from 124 patients. M1, mesangial hypercellularity (>50 of glomeruli with mesangial hypercel-

lularity); E1, presence of endocapillary hypercellularity; S1, presence of segmental glomerular sclerosis; T1–2, tubular atrophy/interstitial fibrosis in �25% of renal biopsy tissues; C1,

presence of any crescents; Cs, corticosteroids; Is, Immunosuppressive drugs (exposure at any previous time); Cs/Is at s, exposure at sampling. Values are expressed as median (IQR) or

percentage. Partially modified from Coppo et al. [19].
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reports these correlations). No correlation was found with ther-

apy at sampling and the investigated parameters. The two

switches were similar in progressors versus non-progressors but

significantly higher in fast progressors compared with non-fast

progressors (Table 3) [LMP7/b5 1.87 (IQR 1.38–2.94) versus

1.58 (1.28–2.09), P¼ 0.04 (Figure 2B) and LMP2/b1 1.6 (IQR 1–

5.55) versus 1.18 (0.94–1.73), P¼ 0.04]. However, only the

LMP7/b5 switch was significantly correlated with the eGFR slope

(P¼ 0.027) (Figure 2A).

Correlations between iPS switch, TLR and CD46

expressions

In the entire cohort of IgAN patients, a strong correlation

was found between the switch from PS to iPS and TLR mRNAs

(Table 4), particularly between LMP7/b5 and TLR4 mRNA ex-

pression (P< 0.0001) (Figure 3).
A significant difference was detected in CD46 mRNA ex-

pression in peripheral blood cells of patients with fast progress-

ing IgAN versus non-fast progressors (P¼ 0.007) (Table 3 and

Figure 4A). LMP7/b5 switch and CD46 mRNA expressions

showed inverse trends of correlation with respect to the fast

progression status (Figure 4B). The fast progressor group

showed a trend for a negative correlation while in the non-fast

progressor group there was a trend for a positive correlation. In

a logistic regression on fast progression status in the cohort of

IgAN investigated that considered clinical data at renal biopsy

and categorized MEST-C (mesangial hypercellularity, endoca-

pillary hypercellularity, segmental glomerulosclerosis, tubular

atrophy–interstitial fibrosis and crescent formations) scores, we

observed that the association between LMP7/b5 switch and

CD46mRNA expression had a strong predictor effect

(Supplementary data, Table S3). In fact, patients with both low

expression of CD46 and high expression of LMP7/b5 switch in
peripheral blood were at high risk for progression of IgAN
fodds ratio [OR] 15.8 [95% confidence interval (CI) 2.16–
158.34] (Figure 5). This distribution of risk according to the
LMP7/b5-CD46 group of pertinence indicates the value of such
categorization in predicting the fast progression of IgAN in our
cohort sample (model area under the curve (AUC) 0.78,
P¼ 0.004].

Risk allele

The frequency of the risk allele in the SNP rs9357155-C was
0.87 in patients compared with 0.83 healthy Utah residents
with European ancestry controls from HapMap-III, and the
SNP was not associated with progressive IgAN (Table 3). No as-
sociation was found with PS/iPS switches.

MATERIALS AND METHODS

Clinical data set and definitions

Definitions of clinical variables and outcomes followed the
original VALIGA study [18]. Briefly, eGFR was estimated using
the four-variable Modification of Diet in Renal Disease formula
and proteinuria expressed in g/day. Mean arterial pressure
(MAP) was calculated as one-third of the pulse pressure. At re-
nal biopsy, 41 subjects were children (<18 years old): in these
subjects, eGFR was estimated using the Schwartz formula (con-
stant K¼ 0.55) with a maximum eGFR set at 120mL/min/1.73
m2. Proteinuria was expressed in g/day/1.73m2; MAP was ad-
justed for gender and age, as in the original report. At sampling,
three subjects were <18 years old. ESRD was defined as
eGFR<15mL/min/1.73m2 in all patients. Time-averaged pro-
teinuria was determined for each year of observation.

Table 2. Clinical data in patients with IgAN with different velocity of progression, defined as fast progressors and non-fast progressors

Non-fast progressors Fast progressors P-value

n¼ 117 (74.5%) n¼ 40 (25.5%)

Clinical data at renal biopsy

Gender (female), n (%) 42 (35.9) 9 (22.5) 0.17

Age (years) 36.3 (21.8–50.1) 37.2 (24.3–46.7) 0.99

eGFR (mL/min/1.73m2) 70.5 (50.9–92.9) 73.1 (38.9–101.9) 0.78

Proteinuria (g/day/1.73m2) 1.0 (0.4–1.9) 1.8 (0.7–2.5) 0.04

MAP (mmHg) 100 (87.2–107) 100 (87–103.3) 0.91

Biopsy features, %

M1 52.6 62.1 0.40

E1 26.3 0.07 0.04

S1 61.1 44.8 0.14

T1–2 23.2 44.4 0.01

C1 11.6 17.2 0.53

Clinical data at sampling –

Age (years) 43.9 (31–56.4) 44.6 (34.5–55.3) 0.72

Duration of follow-up (years) 6.7 (3.2–11.2) 5.6 (2.2–11.3) 0.48

MAP (mmHg) 120.0 (108.3–123.3) 118.3 (107.9–129.3) 0.62

Proteinuria (g/day/1.73m2) 0.3 (0.2–0.8) 0.6 (0.2–1.7) 0.02

Time-averaged proteinuria (g/day/1.73m2) 0.7 (0.3–1.2) 0.9 (0.5–1.7) 0.11

RASB treatment, % 86.5 73.3 0.10

Cs/Is treatment, % 33.3 36.7 0.83

Clinical outcomes – – –

Rate of eGFR loss (mL/min/1.73m2/year) 0.2 (�0.8–2.2) �3.8 (�8.2–�2.9) P< 0.0001

The 75th percentile of the high rate of eGFR loss detected in the cohort of 157 patients was used to categorize patients into fast progressors (eGFR decrease ��1.91mL/min/1.73m2/

year) and non-fast progressors (eGFR loss <�1.91/mL/min/m2/year or no loss) during follow-up. Values are expressed as median (IQR) unless stated otherwise.
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Immunosuppressive treatment was considered as intent to treat

regardless of the type or duration. Renal biopsies were scored

according to the Oxford classification: mesangial hypercellular-

ity, M0/M1 (less than or equal to >50% of glomeruli with >4

mesangial cells/area); endocapillary hypercellularity, E0/E1

(present/absent); segmental glomerulosclerosis, S0/S1 (present/

absent); and tubular atrophy/interstitial fibrosis, T0/T1/T2

(<25, >25 <50, >50%) [25]. Moreover, the presence of cres-

cents (C1–C2) was considered [26].

Quantification of mRNA expressions

Blood samples were collected in PAXgene tubes

(QIAGEN, Hilden, Germany) in patients with IgAN and

healthy controls as previously described [19]. RNA was

extracted from WBCs with the PAXgene RNA System Kit

(QIAGEN). Quantitative real-time polymerase chain reaction

was performed using TaqMan Universal PCR MasterMix

(Life Technologies, Carlsbad, CA, USA). Probes for the detec-

tion of mRNAs encoding for PS subunits (b1, b2 and b5), iPS

subunits (LMP2, LMP7 and MECL-1), TLR2, TLR4 and

CD46 were used as previously reported [19, 27, 28]. Relative

quantification of target genes expression was performed with

the DDCt method and the relative fold changes were deter-

mined as previously detailed, hence results are expressed in

corresponding arbitrary units [13].

Genotype data

The genotypes for rs2071543 were generated as part of the

previously published studies [8, 24]. The quality control analy-

ses were identical to the ones described in these studies.

Statistical methods

The rate of renal function decline (eGFR slope) was deter-

mined by fitting a straight line through available eGFR data

from renal biopsy to sampling, as previously described [18].

Disease progression and velocity were defined according to the

median and higher 75th centile value of eGFR slope in the study

cohort, as described above. The functional form of all continu-

ous variables was assessed. Data were tested for normal distri-

bution using the Shapiro–Wilk test. Descriptive variables were

presented as median (IQR, owing to non-normal distributions)

or frequency (count) and compared across relevant groups us-

ing the Mann–Whitney U or Wilcoxon signed-rank test for

continuous variables and Fisher exact test for categorical varia-

bles. The Oxford MEST-C scores were categorized as reported.

Therapy was the intent to treat regardless of the type or dura-

tion, as in Coppo et al. [19]. Exposure to Cs/Is at sampling was

also considered. Spearman rank correlation coefficient was used

to investigate correlations, due to the non-linearity of assessed

data. Group tests were two-sided, with P-values<0.05 consid-

ered statistically significant. Univariate and multivariate regres-

sion analyses were performed to calculate associations between

iPS expression and other clinical variables, including disease

progression. A reciever operating characteristics (ROC) curve

served to identify the optimal threshold point of CD46 mRNA

and LMP7/b5 expression based on disease progression velocity

status. Multivariate logistic regression analyses were chosen to

investigate the accuracy of disease progression prediction mod-
els. The best predictive model including clinical data at renal bi-
opsy (sex, age, eGFR, proteinuria and MAP) and MEST-C
scores categorized into 0 (no positive score) versus 1 (at least
one score> 0) was implemented with a categorical variable

FIGURE 1: Identification of progressive and fast progressive subjects

in the cohort of IgAN patients. Histogram of frequency distribution

of eGFR slopes in progressors and non-progressors and fast progres-

sors and non-fast progressors. The median value of the eGFR slope

in the 157 patients investigated (�0.41mL/min/1.73m2/year)

allowed a categorization into progressors and non-progressors. The

75th centile of eGFR decrease (�1.91/mL/min/m2/year) allowed a

categorization of the patients into 40 ‘fast progressors’, with median

eGFR loss of �3.8 (IQR �8.2 to �2.9) mL/min/1.73m2/year, and

117 ‘non-fast progressors’ with a median eGFR loss of �0.2 (IQR

�0.8–2.2) mL/min/1.73m2/year. The change of threshold from the

50th to 25th centile identifies a more severe su-population of IgAN

patients with faster progression.
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defined by LMP7/b5 and CD46 mRNA combined expression

thresholds, identified through the ROC of univariate models on

disease progression velocity. Patients were categorized into four

risk groups, from lower (CD46 overexpressed and LMP7/b5

underexpressed) to higher predicted risk (CD46

underexpressed and LMP7b5 overexpressed). Overall model fit

was assessed using the Akaike’s information criterion, AUC

and log-likelihood test. Analyses were performed and figures

generated using R 3.4.4 (R Foundation, Vienna, Austria).

DISCUSSION

We previously reported an upregulation of the iPS in peripheral
blood mononuclear cells of patients with IgAN in a single-cen-
tre exploratory study [13]. The increased expression of iPS was
particularly significant for the LMP7/b5 switch that correlated
with persistent proteinuria.

This study investigated a larger group of 157 patients with
IgAN from multiple European centres contributing to the
VALIGA cohort with centrally reviewed renal pathology scores

FIGURE 2: Correlation between LMP7/b5 switch in peripheral WBCs and velocity of progression of IgAN. (A) Correlation between LMP7/b5

switch and eGFR slope (P¼ 0.027). (B) LMP7/b5 switch in fast progressors and non-fast progressors (P¼ 0.04).

Table 3. Switches from PS to iPS (LMP7/b5, LMP2/b1, MECL-1/b2), TLR and CD46 mRNA expressions in peripheral WBCs and PSMB8/PSMB9 SNP

rs9357155 genotype alleles

Variable Non-fast progressors (n¼ 117) Fast progressors (n¼ 40) P-value

LMP7/b5 1.58 (1.28–2.09) 1.87 (1.38–2.94) 0.04

LMP2/b1 1.18 (0.94–1.73) 1.6 (1–5.55) 0.04

MECL-1/b2 0.85 (0.64–1.17) 0.79 (0.6–1.34) 0.83

TLR2mRNA 1.19 (0.8–1.89) 1.56 (0.86–3.53) 0.12

TLR4mRNA 1.34 (0.85–1.95) 1.3 (0.89–3.01) 0.45

CD46 mRNAlog �0.13 (�0.58 to 0.29) �0.55 (�1.07 to 0.01) 0.007

PSMB8 SNP rs9357155 TT: 1.5%

CT: 20.0%

CC: 78.5%

TT: 0.0%

CT: 16.0%

CC: 84.0%

0.74

LMP7/b5, LMP2/b1, MECL-1/b2 are expressed as a ratio of mRNA expressions and TLR2 and TLR mRNA expressions as arbitrary units. CD46 mRNA expression is reported in log U

(details in the Methods section). rs9357155 SNP genotypes at the PSMB8/PSMB9 locus are expressed as the frequency of the alleles.
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and complete long-term follow-up after renal biopsy [19]. The

switch from PS to iPS was assessed as a ratio of subunit mRNA

expression, as in the previous study of our group [19], as well as

in recent literature [29]. The individual PS and iPS proteins are

present in cells in various combinations and do not change after

cell maturation [30]. In this selected cohort, we confirmed the

upregulation of iPS, with increased switch of LMP7/b5 and

LMP2/b1, comparied with healthy controls. No evidence of ge-

netic conditioning was detectable for the risk allele in the SNP

rs9357155-C of the PSMB8/9 gene encoding for LMP7/b5 and

LMP2/b1.
The novelty of the present report is the finding of a significant

association between the rate of eGFR decline and the increased

expression of the LMP7/b5 in peripheral cells in patients with

IgAN. Patients with fast progression (arbitrarily defined by an

eGFR slope >75th centile in the whole group) had significantly

higher PS-iPS switch, independent from the level of renal func-

tion at sampling or at renal biopsy. LMP7/b5 and LMP2/b1

switch correlated with the velocity of yearly loss of eGFR and

proteinuria at sampling. The remarkable finding is that the same

subcohort of fast progressing patients had a concomitant signifi-

cant reduction in CD46 mRNA expression in peripheral cells.

The combination of increased PS–iPS switch and reduced CD46

expression was strongly predictive of a fast progressor status.
Recent data have suggested a dysregulation in gut-associated

lymphoid tissue (GALT) in patients with IgAN. In these

patients, genetic determinants, gut dysbiosis and reactions to

diet components may play a combined role [31]. iPS is highly

represented in the GALT, acting in defence against pathogens

[12]. In inflammatory bowel disease, an increase in LMP7/b5

switch was reported at a local intestinal mucosa level [32, 33].

LMP7 and LMP2 are encoded by the PSMB8 and PSMB9 genes

and are involved in NF-jB activation, maintenance of the intes-

tinal epithelial barrier and local control of inflammatory

responses to infection [24]. In a previous genome-wide associa-

tion study, rs9357155 at the PSMB8/9 locus was found to be as-

sociated with increased risk of IgAN [23]. However, this SNP

was not associated with increased iPS switch in our study.
We observed a highly significant association between LMP7/

b5 switch and TLR4 mRNA expression in circulating cells.

TLR4 is highly expressed at the intestinal mucosa surface, as a

receptor for Gram-positive bacterial lipopolysaccharide [34,

35]. We previously detected a significant increased expression

of TLR4 mRNA in peripheral mononuclear cells of patients

with IgAN [27]. TLR4 activation induces a release of NF-jB

and IFN-b [34] aimed at defending against pathogens while

maintaining tolerance to commensal bacteria. The concomitant

increased expression of LMP7/b5 and TLR4 mRNAs suggests

the hypothesis that an altered GALT response to intestinal com-

ponents may favour an increased iPS switch in immune-com-

petent cells that later reach the systemic circulation.
iPS is involved also in autoimmunity, and an up-regulation

of iPS subunits has been detected in human autoimmune disor-

ders [32, 36, 37]. In IgAN, an autoimmune reaction against Gd-

IgA1 leads to the production of autoantibodies correlated with

the progression risk [38]. Cells of the adaptive immune system

are regulated by iPS, mainly by LMP7/b5 switch, inducing a re-

duction in regulatory T (Treg) cell differentiation and feedback.

This event may lead to uncontrolled immune response and per-

sistent T-cell activation [39]. A reduced circulation of Treg cells

in patients with IgAN was reported [40] and we previously

reported a lower expression of the transcriptional factor fork-

head box protein P3 in peripheral mononuclear cells of children

with primary IgAN and IgA vasculitis with nephritis, with in-

creased iPS switch [28]. Treg cells play a powerful anti-

inflammatory role, maintaining tolerance through the direct

contact or the release of anti-inflammatory cytokines and bal-

ancing the pro-inflammatory effects of Th17. Patients with pro-

gressive IgAN have an increased renal presence of Th17-

positive cells [40, 41]. These data collectively suggest that the in-

creased expression of iPS may favour autoimmune reactions,

defective regulatory T-cell control and persistent inflammatory

conditions favouring disease progression in IgAN.
The coexistance of iPS high switch and CD46mRNA low ex-

pression in patients with progressive IgAN is unlikely to be a

chance finding, since the effect estimates for these associations

are large. CD46modulates at the cellular level C3 convertase ac-

tivity of the lectin and alternative complement pathways; its ge-

netic defect can lead to uncontrolled complement activation at

FIGURE 3: Correlation between LMP7/b5 switch and TLR4 mRNA

expression in peripheral WBCs. Spearman’s q ¼ 0.31, P¼ 9.02e-05

(<0.0001).

Table 4. Correlation between the PS to IPS switches (LMP7/b5, LMP2/b1,

MECL-1/b2) and TLR2 or TLR4 mRNA expressions

TLR2 TLR4

q P-value q P-value

LMP7/b5 0.122 0.12 0.307 <0.0001

LMP2/b1 0.241 0.002 0.243 0.002

MECL-1/b2 0.216 0.006 0.274 0.0005

q, Spearman correlation test.
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the endothelial level and atypical haemolytic uraemic syndrome

[22]. Apart from this function, CD46 has been recently identi-

fied as a costimulatory molecule for T-cell activation; CD46-

costimulated human T cells induce a Tr1 phenotype with high

production of the anti-inflammatory interleukin (IL)-10 [41].

As reported above, Tregs are reduced in patients with IgAN.

The CD46-mediated differentiation pathway is defective in sev-

eral chronic inflammatory diseases, underlying the importance

of CD46 in controlling T-cell function. CD46-mediated Tr1 dif-

ferentiation is altered in patients with multiple sclerosis [42],

presenting with impaired IL-10 secretion upon CD46

costimulation [41, 43] in patients with lupus [44]. Hence CD46

is a multifunctional molecule, which can be down-regulated by

genetic conditioning and by acquired factors, playing a role in

immune activation and as a modulator of adaptive immunity.

We observed that the decreased expression of CD46 mRNA in

the peripheral cells of patients with IgAN significantly im-

proved prediction of the progression rate when added to clinical

and pathology features [19].
Here we report that the association of reduced CD46 mRNA

expression and enhanced iPS switch in peripheral cells increases

the risk of IgAN progression.

SUPPLEMENTARY DATA

Supplementary data are available at ndt online.
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Maria Chiara Ariotti, Chiara Peila, Enrico Bertino and Alessandra Coscia
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Objective: Ensuring cardiorespiratory (CR) stability is essential for a safe discharge. The

aim of this study was to assess the impact of a new pre-discharge protocol named CORE

on the risk of hospital readmission (RHR).

Methods: Preterm infants admitted in our NICU between 2015 and 2018 were randomly

assigned to CORE (exposed) or to standard (not-exposed) discharge protocol. CORE

included 24 h-clinical observation, followed by 24 h-instrumental CR monitoring only for

high-risk infants. RHR 12months after discharge and length of stay represent the primary

and secondary outcomes, respectively.

Results: Three hundred and twenty three preterm infants were enrolled. Exposed infants

had a lower RHR (log-rank p < 0.05). The difference was especially marked 3 months

after discharge (9.09 vs. 21.6%; p = 0.004). The hospital length of stay in exposed and

not-exposed infants was 39(26–58) and 43(26–68) days, respectively (p = 0.16).

Conclusions: The CORE protocol could help neonatologists to define the best timing

for discharge reducing RHR without lengthening hospital stay.

Keywords: cardiorespiratory stability, safe discharge, hospital readmission, length of stay, NICU discharge

INTRODUCTION

Preterm birth is the most important determinant of adverse infant outcomes in terms of survival
and short and long-term health complications affecting quality of life (1). Preterm infants, especially
those born with a very low birth weight (VLBW), are more likely to suffer from major morbidity
such as respiratory distress and subsequent bronchopulmonary dysplasia (BPD), necrotizing
enterocolitis, intraventricular hemorrhage, retinopathy of prematurity, persistent patent ductus
arteriosus, and sepsis and are at higher risk of mortality than infants born at term (2–8).

Since preterm birth predisposes infants to higher health risks and an increased rate of
re-hospitalization (9, 10), hospital discharge represents a delicate process and determining an
appropriate criteria is challenging. Thus, the discharge of a high-risk infant should be approached
as a multidisciplinary process with an overall view on the infant’s health course in the Neonatal
Intensive Care Unit (NICU) aiming at providing families with the instruments and knowledge
necessary for a safe return home and improving post-discharge outcomes (11).

Currently, discharge decision making varies widely among neonatologists. The decision to
discharge is primarily based on the infant’s medical status (demonstration of functional maturation
including physiological competencies of thermoregulation, control of breathing, respiratory
stability, feeding skills, and weight gain) but its success, including avoiding early admission to
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emergency department, is complicated by several factors, above
all by the adequate competence and suitability of families, the
availability of support services and the pressure to contain
hospital costs (11–13).

Moreover, data (9, 10, 14) shows that during the first year
of life, hospital readmission rate increases with decreasing
gestational age at birth, ranging from 13% in infants born at 35
weeks gestation to 31% in infants born at ≤ 25 weeks gestation
(9). Therefore, preterm and VLBW infants are significantly
more likely to be readmitted than infants born full term with
appropriate weight (9, 10) These data are important especially
in view of what the American Academy of Pediatrics “Policy
Statement-Hospital Stay for Healthy Term Newborns” (14)
which states “the risk of hospital readmission for infants discharged
from the NICU can be seen as an indicator of an inadequate
assessment by health care providers of the newborn’s readiness
for discharge, a lack of resources and/or an inability of a parent
to provide early newborn care, or inappropriate and/or untimely
availability of, or access to, outpatient care” and focus the attention
on the central relevance they have in the cost-benefit analysis of
discharge strategies, which should not only consider the birth
hospital admission but also the median and long term health
resources utilization.

In the NICU of Sant’Anna Hospital in Turin, we developed a
pre-discharge protocol, named CORE (Cardio Observation and
Respiratory Evaluation), to guarantee a safe discharge home for
preterm infants.

The aim of the study was to assess the effectiveness of the new
pre-discharge CORE protocol to evaluate the CR stability and its
effect on the risk of hospital readmission.

MATERIALS AND METHODS

Study Design, Setting, and Population
In Sant’Anna Hospital NICU the pre-discharge CORE protocol
to evaluate cardiorespiratory (CR) stability was established in
2015, as described below. At admission, preterm infants with
25+0-33+6 weeks gestational age (GA) admitted to Sant’Anna
Hospital NICU from November 2015 to January 2018 were
randomly assigned to one of the three medical-nursing teams
of the NICU. Each team followed the same diagnostic and
therapeutic protocols except for the pre-discharge evaluation.
Thus, infants assigned to one team were managed with CORE
protocol (exposed) and infants assigned to the other two teams
were managed following our unit discharge standard protocol
(not-exposed). According to them, infants were considered ready
for discharge if they achieved≥ 1,600 g weight with stable weight
gain, stable thermoregulation, spontaneous breathing, full oral
feeding by breast or bottle and normal vital signs for at least 48 h
before discharge. Infants with congenital abnormalities, major

Abbreviations: BPD, Bronchopulmonary Dysplasia; CO, 24 h Clinical

Observation; CORE, Cardio Observation and Respiratory Evaluation; CR,

Cardiorespiratory; CT90%, percentage of the monitoring time with SatO2 < 90%;

GA, Gestational Age; HR, Heart Rate; RHR, Risk of Hospital Readmission; IM,

24 h Instrumental Monitoring; LOS, Length of Stay; NICU, Neonatal Intensive

Care Unit; PMA, Post Menstrual Age; SIDS, Sudden Infant Death Syndrome;

SatO2, transcutaneous blood Oxygen Saturation; VLBW, Very Low Birth Weight.

cardiac disorders and intraventricular hemorrhage of grade 2 or
higher were excluded from the study.

According to the given risk factors, we divided infants into
two subgroups: low-risk infants and high-risk infants (GA <28
weeks at birth and/or post-menstrual age ≤34 weeks at first
clinical observation and/or history of mechanical ventilation
>24 h, and/or need for supplemental oxygen and/or evidence of
extreme CR events in the last 2 weeks).

We considered all patients enrolled who were readmitted
within 12 months after discharge. In the analysis, we
considered the whole group and the subgroups of infants
with respiratory disorders and infants with apnea and/or
apparent life-threatening events.

Risk of hospital readmission (RHR) during the first year after
discharge and length of stay (LOS) represent the primary and
secondary outcome, respectively.

Standard Discharge Protocol
Preterm infants were considered ready to discharge according
to the achievement of the following characteristics and
competencies: GA >34 weeks, weight >1,600 g, stable weight
gain and thermoregulation, spontaneous breathing, full oral
feeding by breast or bottle without CR compromise. The absence
of apnea and desaturation episodes requiring any type of
intervention during the last week of clinical observation assessed
by nurses using a not-recording pulse-oximetry.

CORE Protocol
The CORE protocol was a three-step process to evaluate CR
stability. The CORE protocol flow-chart is outlined in Figure 1.

The first step was a clinical evaluation to screen infants
ready for discharge according to the achievement of some
specific characteristics and competencies: GA >34 weeks, weight
>1,600 g, stable weight gain and thermoregulation, spontaneous
breathing, full oral feeding by breast or bottle without CR
compromise. The second step was a 24-h clinical observation
(CO) administered by nurses in monitored patients by using a
24 h structured diary. Low risk infants with normal CO were
discharged. High risk infants with normal CO underwent 24-
h instrumental monitoring (IM), as a third and final step.
High-risk infants were discharged after a normal IM. Infants
with pathological CO or IM underwent a clinical evaluation to
identify and treat any medical problem (infections, BPD, nasal
obstruction, cardiopathies, neurological issues, etc.) and repeated
CO or IM after a week.

Infants with three pathological IM due to CR events were
considered at risk of sudden infant death syndrome (SIDS) and
referred to our SIDS center which provides patients with a
home cardiorespiratorymonitor capable of transmitting data and
organizes follow-up visits.

Infants with pathological IM because of transcutaneous
blood oxygen saturation <90% (CT90) exceeding 3% of the
monitoring time repeated IM with oxygen supplementation.
Infants with three consecutive pathological IM and/or need
for supplemental oxygen were discharged with home oxygen
equipment and a home monitor. These infants were referred
to Pneumology Department which scheduled subsequent
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FIGURE 1 | CORE protocol flow-chart. high-risk infants: GA < 28 weeks at birth and/or post-menstrual age ≤ 34 weeks at first clinical observation and/or history of

mechanical ventilation >24 h, and/or need for supplemental oxygen and/or evidence of extreme CR events in the last 2 weeks. CR: cardiorespiratory. O2:

(Continued)
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FIGURE 1 | supplemental oxygen given by nasal cannula. CR events: desaturation (SpO2 <80% for at least 4 s); apnea (absence of thoracic movements for at least

20 s or at least 5 s if associated with SatO2 <80% or HR <80 bpm); bradycardia (HR <80 bpm for 15 s or <60 bpm for 5 s). Extreme CR events were defined as

apnea lasting more than 30 s and/or HR <60 bpm for 10 s and/or <50 bpm for 15 s), HR <80 bpm and/or SatO2 <80% for 3 or more min, CR events associated

with clinical signs and need for resuscitation. CT90: time with transcutaneous blood oxygen saturation <90%, in percent 24 h. clinical observation: nurse-administered

clinical observation. It was considered pathological if 3 or more CR events and/or 1 or more extreme CR events occurred. 24 h. instrumental monitoring:

cardiorespiratory recording. It was considered pathological if 12 or more CR events (events index >0.5 CR events/h) and/or 1 or more extreme CR events occurred

and/or if the CT90 was >3%. PBLS, pediatric basic life support; SIDS, sudden infant death syndrome.

24 h-respiratory monitoring after discharge and follow-up
visits. All parents were provided with pre-discharge education
on SIDS prevention, safe sleep practices and basic infant
cardiopulmonary resuscitation.

Techniques
CO consists of a 24-h nurse-administered clinical observation.
During CO, heart rate (HR) and transcutaneous blood oxygen
saturation (SatO2) were continuously measured by a pulse-
oximetry sensor placed on the right wrist or foot using
Masimo Radical-7 pulse-oximetry (Masimo Corp., Irvine,
CA, USA). Monitor setup included alarms for HR <80
bpm and SatO2 <80%. A structured diary was used to
mark any CR event (apnea, bradycardia, desaturation), pulse-
oximetry parameters during these events (lowest HR, lowest
SatO2, duration of the event) and the kind of action
subsequently undertaken (tactile stimulation, repositioning,
aspiration, ventilation, etc).

IM consists of a 24-h CR recording using Getemed Vitaguard
3,100 system (Getemed Medizin und Information Stechnik AG,
Teltow, Germany), equipped with Signal Extraction Technology
(Masimo Corp., Irvine, CA, USA) (15). During IM a diary
was completed by the caregiver to note the time and duration
of meals, sleeping periods and any other situation that could
potentially influence the results of the monitoring.

HR, SatO2 and respiratory rate (RR) were measured during
IM by a pulse-oximetry sensor placed on the wrist or foot and
three cardiac electrodes placed on the chest. The recorded data
were analyzed by a trained operator, using VitaWin3 R© evaluation
software, version 3.3.

CR events were defined as:

• desaturation (SpO2 <80% for at least 4 s);
• apnea (absence of thoracic movements for at least 20 s or at

least 5 s if associated with SatO2 <80% or HR <80 bpm);
• bradycardia (HR <80 bpm for 15 s or <60 bpm for 5 s);
• combined event (a combination of two of the events above);
• complete event (the combination of the three events above);

extreme CR events were defined as:

• apnea lasting more than 30 s and/or HR <60 bpm for 10 s
and/or <50 bpm for 15 s).

• HR <80 bpm and/or SatO2 <80% for 3 or more min
• CR events associated with clinical signs (changes in skin

color, muscle tone or state of consciousness) and need for
resuscitation (tactile stimulation, ventilation, etc.)

CO was considered pathological if 3 or more CR events and/or 1
or more extreme CR events occurred.

IM was considered pathological if 12 or more CR events
(events index >0.5 CR events/h) and/or 1 or more extreme CR
events occurred and/or if the CT90 was >3%.

Statistical Analysis
Data were tested for normal distribution using the Shapiro-Wilk
Test and the Kolmogorov-Smirnov test. Descriptive continuous
variables were presented as median and interquartile (if non-
normally distributed) or mean and standard deviation (if
normally distributed). Categorical variables were presented as
frequency and counts.

The primary outcome was evaluated by survival analysis
with non-parametric distribution. Secondary outcomes were
evaluated by Mann-Whitney-U or Wilcoxon signed-rank test for
continuous variables (if non-normally distributed) or T Student
test (if normally distributed). Fisher exact test and Chi-squared
test served for categorical variables. Group tests were two-sided
with p<0.05 considered significant. All analyses were performed,
and all figures generated using Python 3.5.3 (“G. van Rossum,
Python tutorial, Technical Report CS-R9526, Centrum voor
Wiskundeen Informatica (CWI), Amsterdam, May 1995.”) and
R 3.4.1 (R Core Team 2017, Vienna, Austria).

Ethics
Written informed consent was obtained by parents of all included
patients. The study was approved by the Ethics Committee of the
Sant’Anna-Regina Margherita Children’s Hospital (Protocol no.
0000064, 02/01/2019).

RESULTS

On a total of 323 enrolled infants, 110 (34.1%) infants were
managed according to CORE protocol. Therefore, the control
group included a total of 213 (65.9%) infants that were managed
following our unit discharge standards.

High-risk infants were 117 (36.2%), 47/110 (42.7%) exposed
vs. 70/213 (32, 86%) not exposed to CORE protocol (p =

0.081). The main characteristics of the two study populations are
summarized in Table 1.

During the first year after discharge 89/323 (27.55%) infants
were readmitted in our hospital, 21/110 (19.09%) exposed vs.
68/213 (31.92%) not-exposed (p = 0.018) with a relative risk
reduction of 42.61%. Overall, the main cause of readmission
were respiratory disorders (47.19%) followed by gastrointestinal
disorders (13.48%) and non-respiratory infections (7.87%).

Out of 117 high-risk infants enrolled, 33/117 (37.08%) of
them were readmitted, 9/47 (19.15%) exposed vs. 24/68 (35.29%)
not-exposed (p= 0.059) with a relative risk reduction of 54.26%.
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TABLE 1 | Demographic and anthropometric characteristics of the study

population. Data presented as median (IQR) or n (%).

All infants Exposed (110) Not-exposed (213) p-value

Gestational Age (weeks) 30.64 (28.43–32.29) 30.86 (28.71–32.29) 0.373

Birth weight (g) 1250 (967.5–1560) 1300 (995–1610) 0.370

Apgar at 1min 6 (5–8) 7 (5–8) 0.732

Apgar at 5min 8 (7–8) 8 (7–9) 0.187

Male 59 (53.6%) 91 (42.7%) 0.613

Cesarean section 79 (71.8%) 163 (76.5%) 0.324

High-risk infants Exposed (47) Not-exposed (70) p-value

Gestational Age (weeks) 28.0 (26.7–29.7) 27.6 (26.0–30.0) 0.612

Birth weight (g) 990 (790–1190) 990 (800–1200) 0.461

Apgar at 1min 6 (5–8) 6 (4–7) 0.447

Apgar at 5min 8 (7–8) 8 (7–8) 0.965

Male 26 (55.3%) 28 (40.0%) 0.113

Cesarean section 29 (61.7%) 112 (72.9%) 0.211

Low-risk infants Exposed (63) Not-exposed (143) p-value

Gestational Age (weeks) 31.9 (30.3–32.6) 31.7 (30.0–32.7) 0.378

Birth weight (g) 1490 (1180–1700) 1400 (1160–1700) 0.623

Apgar at 1min 6 (5–8) 7 (5–8) 0.486

Apgar at 5min 8 (7–8) 8 (7–9) 0.198

Male 33 (52.4%) 63 (44.1%) 0.290

Cesarean section 51 (81.0%) 112(78.3%) 0.627

42/323 (13.00%) infants were readmitted for respiratory
disorders; 11/110 (10.00%) exposed vs. 31/213 (14.55%) not-
exposed (p = 0.24) with a relative risk reduction of 31.29%.
11/323 (3.41%) were readmitted for apnea and/or apparent life-
threatening events; 3/110 (2.73%) exposed vs. 8/213 (3.76%)
not-exposed (p= 0.63) with a relative risk reduction of 27.39%.

Considering the primary outcome of the study (RHR in
the first 12 months after discharge), we detected a significant
reduction of RHR in the infants exposed to CORE protocol
(log-rank p < 0.05), as it is clearly visible in the Kaplan-
Meier hospital readmission free survival curve (Figure 2). This
reduction was especially pronounced during the first 3 months
after discharge during which 10/110 exposed (9.09%) vs. 46/213
not-exposed infants (21.6%) were readmitted to hospital (p =

0.004). The distribution of RHR, according to gestational age
and time after discharge, is represented in Figure 3A and it
shows a reduction of risk in the exposed group, especially in
infants with GA < 28 weeks during the first 3 months after
discharge. In this time period, we observed a reduction of hospital
readmissions in the infants exposed to CORE (1.71%) vs. not-
exposed (15.38%), especially in high-risk infants (p = 0.002)
(Figure 3B).

Finally, LOS did not differ between exposed and not-exposed
infants with a LOS of 43 (26–68) days vs. 39 (26–58) days,
respectively (p= 0.09).

In exposed and not-exposed high-risk infants LOS was,
respectively, 67 (51–83) and 58 (47–74) days (p= 0.867).

According to the CORE protocol, 47 (42.7%) of exposed
infants were included in the high-risk group and underwent IM.
At their first IM they had a median age of 61 (43–66) days,
PMA of 36.6 (35.4–38.2) weeks and weight of 1,910 (1,700–2,110)
grams. Thirteen infants (27.7%) needed a second IM because of
an events-index higher than 0.5 in 5 (38.5%) cases, a CT90%
higher than 3% in 2 (15.4%) cases and a combination of both in
the remaining cases. All these 13 infants showed better results
at the second IM. However, 6 (46.15%) infants had a second
pathological IM and repeated a third IM that was normal in
2 (33.33%) infants. Four out of 47 infants were referred to the
Pneumology Department and discharged home with CRmonitor
and/or oxygen. Cardiorespiratory data from 24 h instrumental
IM recorded at the first IM and at discharge are reported in
Table 2.

DISCUSSION

The American Academy of Pediatrics, in 2008 (12), and the
Canadian Pediatric Society, in 2014 (13), outlined the discharge
criteria most followed by the NICUs worldwide. One of the most
important requirements identified by both the institutions is
the detection of physiological stability from a cardiorespiratory
perspective, however no literature defining cardiorespiratory
stability in the newborn is available so far. Documenting an
“apnea free period” (ranging from 3 to 10 days) (16–20)
is one of the most common methods to assess CR stability
before discharge. The AAP recommends that all preterm infants
should undergo screening for CR events while in car seats
before discharge (21, 22), as premature infants are at risk
for desaturation and apnea when placed in upright car seats.
Moreover, some studies focused on objective methodologies such
as 24-h pulse oximetry (23–28) or polysomnography assessment
(24, 26, 28). However, neither AAP nor CPS specify which
should be considered the best technique to objectively assess the
CR function and stability before discharging a preterm infant
(12, 13).

In this context, we developed the pre-discharge CORE
protocol to assess the readiness of infants to a safe discharged.
Our results revealed that infants exposed to the pre-discharge
CORE protocol had a significantly lower RHR, with the main
gain in hospital readmission free-survival observed in the first 3
months after discharge. Furthermore, we observed a reduction of
about 1/3 of hospitalizations for respiratory problems in infants
exposed to the CORE protocol.

To our knowledge, few studies (23–29) evaluated the impact
of a NICU pre-discharge CR stability monitoring on RHR.
Recently, Chandrasekharan et al. (30) evaluated the impact of
the implementation of a standardized protocol for the duration
of observation in VLBW infants with apnea/bradycardia events
before discharge over different epochs.

Although our study contains methodological differences with
that of Chandrasekharan et al. (30), the main results are
comparable, underlying how the application of a pre-discharge
protocol based on the evaluation and management of CR events
is effective in reducing RHR without extending LOS.
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FIGURE 2 | Effects of CORE protocol on hospital readmission. Kaplan-Meier curves showing the proportion of individuals free from hospital readmission over time

(black curve = exposed to CORE group; gray curve = not-exposed to CORE group).

FIGURE 3 | (A) Overall risk of hospital readmission by gestational age and time from discharge, (B) Proportion of hospital readmissions during the first 3 months from

discharge in exposed and not-exposed infants in high- and low-risk groups.

The main differences between our study and that of
Chandrasekharan et al. (30) are due to the structure of the
protocol, to the characteristics of the population studied, to
the study design (comparison between different epochs), and to
the technique used to detect CR events. The protocol proposed
by Chandrasekharan et al. (30) is based on determining the
duration of the “spell-free” period, by clinical observation,
in a group of VLBW infants otherwise ready for discharge.
Our protocol is a three-step process based on a clinical
evaluation to screen infants ready for discharge, 24-h clinical

observation (CO) to asses CR stability and 24-h instrumental
monitoring (IM), performed after a normal CO, in high-
risk infants only. The choice to perform IM after a normal
CO in high-risk infants was based on the hypothesis that
CO might not be sufficiently accurate to detect all CR
events present in high-risk infants (19, 20, 23, 28). On
the other hand, submitting these patients to IM only after
obtaining a normal CO limited the number of repetitions of
IM, which requires long reporting times by highly trained
medical personnel.
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TABLE 2 | Cardiorespiratory data from 24h instrumental IM recorded at the first

IM and at discharge in high-risk infants.

CR data at the first

IM (47 patients)

CR data at discharge

(47 patients)

mean(SD) median(IQR) mean(SD) median(IQR)

Age (days) 59.91

(26.86)

61.00

(44.00–76.00)

62.55

(28.53)

61.00

(45.00–76.50)

PMA (weeks) 36.73

(2.41)

36.60

(35.40–38.20)

37.10

(2.66)

36.60

(35.40–38.20)

Weight (grams) 1925.0

(289.3)

1910.0

(1703.8–2093.8)

1999.6

(328.7)

1977.5

(1757.5–2242.5)

All CR events (n.) 14.60

(24.92)

6.00

(3.50–13.00)

9.06

(11.97)

5.00

(2.00–9.50)

Apneas > 20 s (n.) 0.80

(2.40)

0.00

(0.00–0.00)

0.64

(1.98)

0.00

(0.00–0.00)

Desaturations (n.) 14.08

(29.15)

4.68

(0.53–10.31)

8.95

(15.54)

3.69

(0.00–8.14)

Bradycardia (n.) 1.17

(2.60)

0.00

(0.00–1.00)

0.96

(2.38)

0.00

(0.00–1.00)

Apneas and

desaturations (n.)

0.58

(1.73)

0.00

(0.00–0.00)

0.29

(1.07)

0.00

(0.00–0.00)

Apneas and

bradycardia (n.)

0.17

(0.76)

0.00

(0.00–0.00)

0.17

(0.59)

0.00

(0.00–0.00)

Desaturations and

bradycardia (n.)

0.63

(1.65)

0.00

(0.00–0.00)

0.48

(1.55)

0.00

(0.00–0.00)

Complete events (n.) 1.01

(3.45)

0.00

(0.00–0.00)

0.25

(0.66)

0.00

(0.00–0.00)

Extreme events (n.) 0.00

(0.00)

0.00

(0.00–0.00)

0.00

(0.00)

0.00

(0.00–0.00)

CT90 (%) 2.32

(2.85)

1.15 (0.58–2.83) 1.55

(1.48)

0.95

(0.50–2.28)

Events index 0.77

(1.31)

0.34

(0.16–0.68)

0.49

(0.74)

0.23

(0.11–0.47)

High-risk infants consisted of a high number of severely
preterm newborns most affected by apnea of prematurity and
at risk of frequent short episodes of blood oxygen desaturation
invisible during CO. The IM provides accurate information on
blood oxygen saturation levels to calculate the CT90 which is
important to establish whether supplemental oxygen is required.
As a matter of fact, almost 28% of high-risk infants had
pathological IM after a normal CO. This data suggest that CO
alone should not be considered enough for a safe discharge home
of high-risk infants (19, 20, 23, 28).

Despite this limitation, CO alone could contribute to
evaluating CR stability as we found a reduction of RHR also in
low-risk infants that did not undergo IM.

The main methodological issues of our study were the
definition of CR events and the thresholds to define IM as
pathological. We defined CR events according to Ramanathan
et al. (31), but it is important to note that different
authors (19, 20, 27, 32–35) used different criteria lacking a
unanimous consensus.

We found that the most frequent event was blood oxygen
desaturations while apnea, bradycardia and extreme CR event
were much less present, and this is consistent with previously

published data (32). However, the frequency of CR events
that can be considered physiological in a preterm infant near
discharge is not known. Arbitrarily, we considered pathological
an event index > 0.5 events/h and a CT90 > 3%. We found this
threshold effective in recognizing patients with cardiorespiratory
instability reducing their RHR by delaying their discharge
without significantly increase the LOS of the whole study
population. It should be noted that the choice of lower threshold
values might reduce or delay hospital readmission, but it could
probably increase the number of patients with pathological IM
dramatically increasing LOS of the whole study population.

Currently, there is no consensus to define a normal CR
monitoring in near-discharge preterm infants (19, 24, 25, 28).
However, IM performed in our study provide data from a
group of near-discharge preterm infants with homogeneous post-
menstrual age that appeared to be stable at the clinical judgment
(Table 2) and we think that these data can represent first step
toward reference values and that they can be useful to clinicians
in reporting IM recordings.

The limitations of our study include the sample size that does
not allow separate analysis of the causes of hospital readmission
while it could be interesting to evaluate the protective effect of
the exposition to CORE protocol to specific causes of hospital
readmission, however, our data demonstrated a reduction of
almost 1/3 of readmissions due to respiratory problems in
the subjects exposed to the CORE protocol. Another limit
of the study is that RHR could be underestimated in not-
exposed infants. While readmission data of the exposed group
were obtained from the emergency department registry of our
hospital and matched with those obtained during the follow-
up visits provided by the CORE protocol, readmission data of
not-exposed infants were not. It is possible that a small part
of the readmissions of not-exposed infants was lost because
they were admitted to other hospitals. However, this bias
would not have reduced the significance of our results, but
rather increased the differences in RHR observed between the
two groups.

CONCLUSION

This report described how the application of a new pre-discharge
CR monitoring protocol could help clinicians in defining the
best timing for NICU discharge. The main outcome achieved is
a marked reduction in RHR, especially in the first months after
discharge, for preterm infants to whom this protocol was applied
without lengthening hospital stay. This study also underlies
that CR maturation and stability should be assessed through
instrumental monitoring and not only by simple observation
strategies. However, further large multicenter and prospective
trials evaluating this protocol are required before widespread
distribution and application in NICUs.
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A B S T R A C T

Background: Idiopathic Generalized Epilepsy (IGE) management has become increasingly challenging due to the
restricted use of Valproate (VPA) in females. The aim of the study was to assess possible differences in terms of
seizure outcome between men and women suffering from IGE.
Methods: A cohort of IGE patients (age range: 13–50 years) followed from 1980 to 2018 were included. Their
medical history was retrospectively reviewed to investigate possible factors influencing seizure outcome. Seizure
Remission (SR) was defined as the absence of any seizure type over 18 months prior to the last medical ob-
servation. The primary outcome was to evaluate sex differences in terms of SR at last observation. A multi-
variable logistic regression model was elaborated using SR as dependent variable.
Results: Three-hundred and sixty patients were included, 204 (56.7%) of whom were women. The median age at
the end of follow-up was 30. At last medical observation, fewer women were receiving VPA compared with men
(females 39.7% vs males 79.5%, p < .001). Overall SR was 70.6%. SR was significantly different according to
sex (females 62.3% vs males 81.4%, p < .001). Multivariable logistic regression model showed that female sex
(Odds Ratios [OR] = 0.52, 95% Confidence Interval [CI] = 0.29–0.94; p = .03), VPA treatment at last ob-
servation (OR = 0.44, 95% CI = 0.25–0.76; p = .003) and epilepsy syndrome (p < .001) were the factors
independently associated with SR.
Conclusions: Recent modifications in VPA prescribing patterns may have determined a worse seizure control
among IGE female patients. Comparative clinical trials assessing the best therapeutic options for women with
childbearing potential are urgently needed.

1. Introduction

Idiopathic Generalized Epilepsy (IGE) represents one of the most
common form of epilepsy and it is generally associated with a favorable
prognosis [1]. Valproate (VPA) has always been considered the cor-
nerstone of IGE treatment [2,3]; however, over the past years its use has
been dramatically limited in women of childbearing potential due to its
well-known teratogenic effects [4]. Consequently, ethical concerns
about the prognostic implications of VPA avoidance in IGE female pa-
tients have been raised by several authors and expert task forces [5]. A
recent work from our group focusing on IGE female patients during

their reproductive age found that those not receiving VPA were less
likely to achieve seizure control [6]. The aim of this study was to assess
possible sex-related differences in seizure outcome in a population of
IGE patients.

2. Methods

This is a cohort retrospective study performed according to STROBE
guidelines. We retrospectively collected clinical data of patients fol-
lowed at the Policlinico ‘Umberto I' epilepsy outpatient clinic and the
epilepsy unit of ‘Neuromed’ Institute from 1980 to 2018, through a
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careful revision of medical charts and a computerized database. Female
patients during their reproductive age (15–50 years old) and age-mat-
ched male patients were considered eligible for the study. Then we
enrolled the subjects who met the following inclusion criteria: 1) di-
agnosis of IGE according to ILAE criteria; 2) availability of a complete
clinical documentation and ≥ 1 EEG recording; 3) a follow-up duration
≥18 months. For each patient we collected demographic data, family
history of epilepsy in first- or second-degree relatives, history of febrile
seizures, psychiatric comorbidities, age of epilepsy onset, follow-up
duration, seizure type, possible triggering factors, EEG features (in-
cluding photosensitivity) and prior/concomitant drug regimens.
According to commonly accepted criteria, the diagnosis of IGE was
confirmed by three trained epileptologists (CIE, DBC, GAT) who in-
dependently revised the patients' clinical and EEG data. According to
the ILAE classification, the following epileptic syndromes were identi-
fied: Childhood Absence Epilepsy (CAE), Juvenile Absence Epilepsy,
Juvenile Myoclonic Epilepsy, IGE with generalized tonic-clonic seizures
only (IGE-GTCS) [7]. In order to achieve a more detailed clinical
characterization we also considered other clinical entities not yet in-
cluded in ILAE classification: [8] namely, Eyelid myoclonia with ab-
sences (accordingly with the criteria proposed by Striano et al.) [9] and
IGE-undefined (the latter definition was only applied to not otherwise
classified cases).

We defined Seizure Remission (SR) as the absence of any seizure
type (i.e. myoclonic, absence and generalized tonic-clonic seizures -
GTCS) over 18 months prior to the last medical observation.

The primary outcome of the study was to investigate sex-related
differences in terms of SR. The possible influence of other demographic
and clinical variables, with particular regard to VPA use at last medical
observation, was subsequently analyzed. The study was approved by
the Policlinico Umberto I Research Ethics Committee.

2.1. Statistical analysis

Data were tested for normal distribution using the Shapiro–Wilk
test. Normal continuous data are presented as mean ± standard de-
viation (SD) and non-normal continuous data are presented as median
[interquartile range (IQR)]. Continuous normal distributed data were
compared across relevant groups using the Student t-test for normal
distributed variables and Mann–Whitney U test or Wilcoxon signed-
rank test for the non-normal distributed ones. Categorical variables
were presented as frequency (count) and compared through the Fisher
exact test. Group tests were two-sided with P < .05 considered sta-
tistically significant. In order to assess the independent effect on seizure
outcome of sex and VPA treatment, and to assess their independence
with respect to possible confounders, a multivariable logistic regression
model was elaborated. SR at final observation was used as dependent
variable and VPA treatment at the end of the follow-up, sex, history of
febrile seizures, psychiatric comorbidity, photosensitivity and family
history of epilepsy (1st or 2nd relative degree) were used as covariates
and considered as nominal dichotomous variables. Age was included as
continuous variable. Specific epileptic sub-syndromes were included in
the model, considering undefined-IGE as reference. Categorized age at
epilepsy onset (1–5 years vs 6–19 years vs ≥20 years) was also in-
cluded in the model, with age 6–19 years as reference.

We therefore decided to deepen the statistical analysis elaborating a
second multivariable logistic regression model (hereinafter referred to
as “Combined Regression Model”) in order to assess the combined effect
of the variables “Sex” and “VPA treatment at last medical observation”
on SR, with the above mentioned covariates. We obtained 4 possible
categories: VPA(−)/Female sex, VPA(+)/Female sex, VPA(−)/Male
sex, VPA(+)/Male sex. This Combined Regression Model gave us the
chance to observe whether the combination of these variables could
predict the outcome in a stronger way than their single independent
effect.

Analyses were performed and figures generated using R 3.5.1 (R

Project for Statistical Computing, Vienna, Austria).

3. Results

We retrospectively reviewed data from 550 IGE patients, 360 of
whom were enrolled in the study according to the inclusion criteria.
Two-hundred-four of them (56.7%) were women. The year at first ob-
servation was 1980–1989 in 53 patients, 1990–1999 in 79 subjects,
2000–2009 in 93 and 2010–2018 in the remaining 135 cases. The last
follow-up visit was performed during 2018 in 310/360 subjects
(86.1%), and no patient ended follow-up before 2014. The population
median age at the last visit was 30 (IQR 18). Further demographic,
clinical, EEG and therapeutic data are summarized in the table.
(Table 1)

At last medical observation, the number of patients who were taking
VPA was significantly different in relation to sex (81/204 women
−39.7%- vs 124/156 men−79.5%-, p < .001). In female patients still
receiving VPA, its daily mean dose was lower compared with men
(793.13 mg Standard Deviation -SD- ± 276.36 vs 1242.75 mg
SD ± 414.35, p < .001). VPA blood levels were available in 300/360
patients at last observation, and were also significantly different ac-
cording to sex (men 67.37 SD ± 21.79 vs women 54.28 SD±16.46,
p = .01)

Among subjects not treated with VPA at last observation, the most
used AEDs were Levetiracetam (79/155 patients, 50.1%), Lamotrigine
(49/155 patients, 31.6%), Topiramate (19/155 patients, 12.3%),
Clonazepam (18/155, 11.6%), Phenobarbital (14/155, 9%),
Zonisamide (13/155, 8.4%), Perampanel (10/155, 6.4%),
Ethosuximide (10/155, 6.4%), others AEDs (13/155, 8.4%).

The overall SR was 70.6% (254/360 patients). Among the subjects
who continued experiencing seizures at last medical observation, 41/
106 (38.7%) had GTCS. The rate of SR showed significant differences
between sexes (127/204 women −62.3%- vs 127/156 men −81.4%-,
p < .001), as well as the rate of freedom from GTCS over the last
18 months at last medical observation (174/204 women −85.3%- vs
145/156 men −92.9%-, p = .03).

The multivariable logistic regression model showed that sex (Odds
Ratios [OR] = 0.52, 95% Confidence Interval [CI] = 0.29–0.94;
p = .03), VPA treatment at final observation (OR = 0.44, 95%
CI = 0.25–0.76; p = .003) and epileptic syndrome were the only

Table 1

Demographic and clinical characteristics according to sex.

Male (156
pts)

Female (204
pts)

p value

Age, years, median (IQR) 30 (18) 30 (18) 0.78
Follow-up duration, years, median

(IQR)
16 (20) 16 (19) 0.73

Psychiatric Comorbidity, n, % 26, 12.7% 11, 7,1% 0.08
History of Febrile Seizures, n, % 18, 8.8% 19, 12.2% 0.3
Familiarity for epilepsy in 1st or 2nd

relative
37, 23.7% 58, 28.4% 0.3

Type of epilepsy
Childhood absence epilepsy, n, % 22, 14.1% 11, 5.4% 0.005*
Juvenile absence epilepsy, n, % 12,7.7% 25, 12.3% 0.16
Juvenile myoclonic epilepsy, n, % 50, 32.1% 88, 43.1% 0.03*
Eyelid myoclonia with absences, n, % 12, 7.7% 20, 9.8% 0.57
IGE with generalized tonic-clonic
seizures only, %

37, 23.7% 43, 21.1% 0.61

IGE-Undefined, n, % 23, 14.7% 17, 8.3% 0.06
EEG features
Photoparoxysmal response, n, % 61, 29.9% 44, 28.2% 0.49

AED regimen
AED attempted during follow-up,
median (IQR), n

2 (2) 2 (2) 0.08

AED at final observation, median
(IQR), n

1(1) 1(1) 0.45

Patients on monotherapy, n, % 122, 59.8% 97, 62.2% 0.66
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factors which significantly affected SR. As to this, IGE-GTCS syndrome
(OR = 0.33, 95% CI = 0.12–0.96; p = .042) and CAE (OR = 0.23,
95% CI = 0.05–0.91; p = .049) were found to be associated with a
better outcome compared with the reference syndrome. The results of
the logistic regression model are illustrated in Fig. 1. The results of the
Combined Regression Model, showing the combined effect on SR of the
variables “sex” and “VPA treatment at last medical observation”, are
illustrated in Fig. 2.

4. Discussion

To the best of our knowledge, this is the first study exploring pos-
sible sex-related differences in seizure outcome after the recent changes
in VPA prescribing pattern. The overall prognosis observed in our po-
pulation was comparable to that reported in previous papers [10]. We
found that seizure control at last medical observation was significantly
worse among female patients of child-bearing potential compared with
age-matched men. According to the logistic regression analysis, the
most relevant clinical factor underlying such difference was the far
more limited use of VPA among women with respect to men. This
finding confirms that the choice to avoid VPA in IGE has a remarkable
impact on the patients' chance of achieving seizure freedom [3,4].
However, female sex was found to be slightly associated with a worse
outcome independently of the use of VPA. Such evidence could be
partially explained by the lower dose of VPA, matched by lower serum
levels, used by female patients still taking it in order to minimize en-
docrinological, teratogenic and cosmetic adverse effects [11,12]. Fur-
thermore, it cannot be excluded a possible influence of sex-specific

genetic or hormonal factors on seizure recurrence (e.g. catamenial
seizures). Indeed, a small and non-significant trend towards a worse
seizure control among women still taking VPA has been previously
reported in literature [13].

We also found that IGE GTCS-only and CAE were associated with a
more favorable clinical outcome. Such difference with myoclonic syn-
dromes (in particular JME), aside from the possible intrinsic prognostic
differences among IGE syndromes [1,14], might be explained by the
more critical role of VPA in controlling myoclonic seizures than absence
seizures and GTCS, which, in fact, might benefit from a broader range
of alternative AEDs [3].

Our study has several limitations, first of all, its retrospective de-
sign, which particularly implies selection and recall biases. Besides, the
wide study timespan prevented us from thoroughly assessing the effects
of recent regulatory agencies' recommendations, not to mention the
impact of new prescribing patterns including the latest AEDs.

Despite these limitations, our data confirmed the crucial role of VPA
in the management of IGE patients, as demonstrated by the sex-de-
pendent differences in SR. Consequently, our results highlighted once
more the urgent need for comparative clinical trials tailored to IGE
female patients with the aim to evaluate the most effective and toler-
able therapeutic alternatives to VPA. Moreover, our study supports the
necessity to extend our knowledge about the safety of the newest AEDs
during pregnancy.
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Fig. 1. Forest plot summary of logistic regression analysis for seizure remission at the end of follow up. This figure is a graphical representation of the Odds Ratio
(OR) and relative 95% Confidence Interval (CI) of all independent variables included in the logistic regression model. OR (black dots) and the corresponding 95% CIs
(black lines) for each covariate are shown. Abbreviations: AEO = Age of Epilepsy Onset; CAE = Childhood Absence Epilepsy; EMA = Eyelid Myoclonia with
Absences; IGE-GTCS = Idiopathic Generalized Epilepsy with Tonic-Clonic Seizures Only; JAE = Juvenile Absence Epilepsy; JME = Juvenile Myoclonic Epilepsy.
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della Scienza di Torino, Turin, Italy

Submitted 30 August 2019; accepted in final form 17 December 2019

Dimuccio V, Peruzzi L, Brizzi MF, Cocchi E, Fop F, Boido A,
Gili M, Gallo S, Biancone L, Camussi G, Bussolati B. Acute and
chronic glomerular damage is associated with reduced CD133 expres-
sion in urinary extracellular vesicles. Am J Physiol Renal Physiol 318:
F486–F495, 2020. First published December 23, 2019; doi:10.1152/
ajprenal.00404.2019.—Extracellular vesicles released into urine
(uEVs) can represent interesting biomarkers of renal cell damage.
CD133, a stem/progenitor cell marker expressed by renal progenitor
cells, is highly expressed in uEVs of healthy individuals. In the
present study, we evaluated the level of CD133 in the uEVs of patients
with acute and chronic glomerular damage by cytofluorimetric anal-
ysis. The level of CD133� uEVs was significantly decreased in
pediatric patients with acute glomerulonephritis during the acute
phase of renal damage, while it was restored after the subsequent
recovery. A similar decrease was also observed in patients with
chronic glomerulonephritis. Moreover, CD133� uEVs significantly
declined in patients with type 2 diabetes, used as validation group,
with the lowest levels in patients with albuminuria with diabetic
nephropathy. Indeed, receiver-operating characteristic curve analysis
indicates the ability of CD133� uEV values to discriminate the health
condition from that of glomerular disease. In parallel, a significant
decrease of CD133 in renal progenitor cells and in their derived EVs
was observed in vitro after cell treatment with a combination of
glucose and albumin overload, mimicking the diabetic condition.
These data indicate that the level of CD133� uEVs may represent an
easily accessible marker of renal normal physiology and could pro-
vide information on the “reservoir” of regenerating cells within
tubules.

CD133; extracellular vesicles; prominin; regeneration; renal damage;
urine

INTRODUCTION

The assessment and diagnosis of renal function during acute
and chronic pathologies affecting the renal compartments are,
at present, mainly based on the levels of retention markers such
as creatinine and urea. In addition, alternative blood and
urinary biomarkers appear to be precious tools that can refer
not only to the degree of renal damage but also to the patho-
physiological state of the kidney. In particular, urine detection
markers already used in the clinical practice (13), such as

neutrophil gelatinase-associated lipoprotein and cystatin C,
appear as the most promising ones as they directly derive from
the renal compartment and from cells of the urinary tract. In
addition, urine is a readily available sample easy to collect
without the need of any invasive procedure.

Extracellular vesicles (EVs) are round vesicles released in
biological fluids by almost all types of cells, and they contain
proteins and other molecules directly correlated with the tissue
from which they originate. Particularly, urinary EVs (uEVs)
carry molecules that are characteristic of the epithelial cells
present in the whole length of the urinary tract (23, 25).
Accordingly, uEVs are attracting increasing interest as poten-
tial urinary biomarkers, since they may be a precious source of
information related to the pathophysiological state of renal
tissue. Indeed, data have been so far provided on the role of
uEVs as biomarkers of glomerular diseases, including diabetes,
tubular damage, and renal fibrosis (4, 22, 27, 28).

The CD133 molecule represents a marker of a population of
tubular cells, intercalated between other epithelial cells, with
the ability to survive after damage and proliferate in response
to cell injury, suggesting a role of this protein as marker of
renal regenerative capability (3). CD133 itself may play a role
in the increased proliferation of regenerating clonal tubular
cells in acutely damaged kidney through the permissive effect
on the activation of the Wnt/�-catenin pathway (2). Interest-
ingly, we have previously reported that CD133, which is
expressed at high level by the uEVs of healthy individuals, was
reduced in uEVs of transplanted patients with acute tubular
necrosis occurring after a renal transplantation and increased in
the first week following transplant (7). These results suggest
that the level of CD133� uEVs can mirror the regenerative
state of the renal tubular compartment in healthy and patho-
logical conditions. However, no data are currently available on
CD133� uEV levels in patients with acute and chronic glo-
merular damage.

It is well established that glomerular damage affects the
functionality of the tubular compartment, proteinuria being a
main prognostic factor for interstitial fibrosis (11, 12). Indeed,
tubular atrophy together with proteinuria represents the most
reliable predictors of renal function in glomerular diseases (18,
30, 31).

Therefore, the aim of the present study was to verify if
variation of CD133� uEV levels, previously observed in a
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group of acutely tubular damaged patients (7), also occurs in
acute and/or persistent diseases involving the glomerular com-
partment. In the present study, changes in CD133� uEV levels
over time were assessed in pediatric patients with acute post-
streptococcal glomerulonephritis (GN), characterized by alter-
ation of the glomerular filtration barrier, proteinuria, and res-
olution by minimal medical approaches. In addition, two
groups of chronic glomerular diseases were studied. The first
group included patients with chronic GN (CGN) and protein-
uria in the absence of renal function impairment, and the
second group included patients with type 2 diabetes (T2DM)
with different degrees of renal impairment as a validation
group.

In both acute and chronic glomerular diseases, the potential
role of CD133 as a urinary biomarker modulated during renal
damage was investigated. Finally, in vitro experiments were
performed to evaluate whether CD133� EVs could be released
by renal CD133�-expressing cells. To this end, CD133� EV
release was evaluated in cells exposed to hyperglycemia and
albumin overload.

METHODS

Study groups. All patients enrolled in the present study provided
informed written consent for the study. The study protocol was
approved by the Bioethics Committee of the A.O.U. Città della Salute
e della Scienza Hospital (protocol no. 0021671). The study was
conducted according to the principles expressed by the Declaration of

Helsinki of 1975, as revised in 2013. The study group was composed

of a total of 30 pediatric patients and 7 pediatric healthy control

individuals. Urine was collected from 18 pediatric patients with

poststreptococcal GN (Table 1) at diagnosis and before treatment. At

the time of resampling, 1 yr after diagnosis, some patients (8 of 18

patients) were all treatment free and experienced no relapse of

proteinuria and/or hematuria after first remission. Samples were also

collected from 12 pediatric patients with CGN (Table 1) with an

active proteinuria and/or hematuria for at least 12 mo. All patients

were under minimum steroid treatment at the time of sample recovery

without additive immunosuppressive drugs. No significant differences

among serum creatinine and urinary protein on creatinine ratio distri-

bution were observed in the different groups using the Kruskal-Wallis

test.

The validation group was composed by 47 adult patients with type

2 diabetes admitted to the clinic (HbA1c � 48 mmol/mol) and 13

adult healthy individuals age and sex matched. Table 2 shows patient

and control clinical data. In patients with diabetes, only serum creat-

inine values appeared to be normally distributed, and the one-way

ANOVA showed significant differences among groups (P � 0.04).

Kruskal-Wallis test for the other nonnormally distributed data evi-

denced a significant difference in glomerular filtration rate (P �

0.002) and albuminuria (P � 2.18 e�10) but not in glycated hemo-

globin values. Group-to-group comparison was performed with a t test

for serum creatinine and Mann-Whitney test for glomerular filtration

rate and albuminuria (Tables 1 and 2).

Urine collection and EV isolation. Morning urine samples (~100

mL) were collected in sterile containers. In parallel biochemical

analysis were performed by the clinical laboratory of the A.O.U. Città

Table 1. Clinical characteristics of patients with chronic and acute glomerular nephropathy

Patient Group n
Sex

(Male/Female)
Median
Age, yr Clinical Features

Hematuria
Degree

Timing of
Urine

Collection

Serum
Creatinine,

mg/dL

Urinary Protein
on Creatinine
Ratio, mg/mg

Number of
Extracellular

Vesicles per mL of
Urine

Healthy 7 3/4 12 (9–13) � 0.52 � 0.06 0.13 � 0.01 1.24 e�10 � 2.05 e�9

Chronic
glomerulonephritis

12 11/1 9 (5–11) Alport syndrome (n �
2), Schonlein-
Henoch syndrome
(n � 5), SLE (n �
2), and Nefrosic
syndrome (n � 3)

�/� 0.49 � 0.07 0.40 � 0.12 3.04 e�9 � 7.03 e�8

Acute postinfective
glomerulonephritis
in the acute phase

18 12/6 5 (4–6) Poststreptococcal
glomerulonephritis

��� At time of
diagnosis

0.74 � 0.12 0.27 � 0.06 1.13 e�10 � 3.54 e�9

Acute postinfective
glomerulonephritis
in the recovery
phase*

8 6/2 5 (4–6) Poststreptococcal
glomerulonephritis

� One year after
diagnosis

0.43 � 0.07 0.04 � 0.02 1.70 e�10 � 8.07 e�9

Data are reported as means � SE. Age is reported as medians (Q1–Q3). *Eight patients with acute postinfective glomerulonephritis of the eighteen patients
in the acute phase were resampled during the recovery phase (at 1 yr). SLE, systemic lupus erythematosus.

Table 2. Clinical characteristics of patients with diabetes

Patient

Group n

Sex

(Male/Female)

Median

Age, yr

Treatment

(Sartans � Angiotensin-

Converting Enzyme

Inhibitor/Others)

Serum

Creatinine, mg/dL

Estimated Glomerular

Filtration Rate,

mL·min�1·1.73 m�2

Albuminuria,

mg/dL

HbA1c,

mmol/mol

Number of Extracellular

Vesicles per mL

of Urine

Healthy 13 6/7 60 (42–71) 0.79 � 0.05 96.1 � 4.4 0 � 0.0 0 � 0 3.45 e�9 � 6.65 e�8

NAlb DN 17 11/6 68 (63–77) 7/10 1.16 � 0.12 72.4 � 6.6 0.1 � 0.1 74.1 � 6.2 1.09 e�10 � 5.28 e�9

MiAlb DN 15 10/5 79 (72–85) 7/8 1.40 � 0.24 62.4 � 6.4b 22.4 � 2.2d 58.7 � 4.4 8.83 e�9 � 1.74 e�9

MaAlb DN 15 9/6 82 (70–87) 6/9 1.57 � 0.22a 45.1 � 7.1c 129.3 � 27.2e 58.8 � 3.1 1.95 e�10 � 1.07 e�10

Data are reported as means � SE. Age is reported as medians (Q1–Q3). NAlb DN, patients with diabetic normoalbuminuria; MiAlb DN, patients with diabetic
microalbuminuria; MaAlb DN, patients with diabetic macroalbuminuria. aCreatinine vs. healthy individuals and patients with NAlb DN (t test, P � 0.05);
bestimated glomerular filtration rate vs. healthy individuals (Mann-Whitney test, P � 0.02); cestimated glomerular filtration rate vs. healthy individuals
(Mann-Whitney test, P � 0.0006) and vs. patients with NAlb DN (Mann-Whitney test, P � 0.007); dalbuminuria vs. patients with NAlb DN (Mann-Whitney
test, P � 2.25 e�7); ealbuminuria vs. patients with NAlb DN (Mann-Whitney test, P � 1.44 e�7) and vs. patients with MiAlb DN (Mann-Whitney test, P �

1.18 e�6).
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della Salute e della Scienza Hospital. Urine samples were centrifuged
at 3,000 rpm for 15 min to remove whole cells, large membrane
fragments, and other debris. Protease Inhibitor (PI) Cocktail (Sigma-
Aldrich, St. Louis, MO, 100 	L PI/100 mL urine) and NaN3 (10 mM,
Sigma-Aldrich) were added immediately to the remaining superna-
tant. After filtration through 0.8- and 0.45-	m filters (Merck Milli-
pore, Burlington, MA), uEVs were collected from the samples
through ultracentrifugation (Beckman Coulter, OPTIMA L-100 K
Ultracentrifuge, Rotor Type 70-Ti, Brea, CA) at 100,000 g for 1 h at
4°C. The pellet was then resuspended in RPMI (Euroclone, Turin,
Italy) � 1% DMSO (Sigma-Aldrich) and stored at �80°C until use.

EV quantification. EVs were quantified by nanoparticle tracking
analysis using the NanoSight NS300 system (NanoSight, Salisbury,
UK) configured with a blue 488-nm laser and a high-sensitivity digital
camera system (OrcaFlash 2.8, Hamamatsu C1 1440, NanoSight).
Briefly, EVs stored in �80°C were thawed, strongly vortexed, and
properly diluted in physiological solution (Fresenius Kabi, Bad Hom-
burg, Germany) previously filtered with a 0.1-	m filter (Merck
Millipore). For each sample, three videos of a 30-s duration were
recorded. The settings of acquisition and analysis were optimized and
kept constant between (19).

Transmission electron microscopy. Transmission electron micros-
copy was performed using a Jeol JEM 1010 electron microscope (Jeol,
Tokyo, Japan) on uEVs coated on 200-mesh nickel formvar carbon-
coated grids (Electron Microscopy Science, Hatfield, PA). EVs were
placed in adhesion for 20 min on the grids that were then incubated
with 2.5% glutaraldehyde containing 2% sucrose. After being washed
in distilled water, EVs were negatively stained with NanoVan (Nano-
probes, Yaphank, NK) and analyzed.

Cytofluorimetric analysis. EVs were bound to surfactant-free white
aldehyde/sulfate latex beads 4% (wt/vol), 4-	m diameter (Molecular
Probes, ThermoFisher, Waltham, MA) for the subsequent cytofluori-
metric analysis. Thirty micrograms of EVs were incubated with 5 	L
of beads for 30 min at room temperature and subsequently for 30 min
at �4°C. Adsorbed EVs were placed in different vials and incubated
with the antibodies for exosomal markers (CD63 and CD81), renal
exosomal marker CD24 and with CD133, or with the control isotypes,
with a final dilution of 1:50, for 15 min at �4°C (see Supplemental
Table S1; Supplemental Data for the article are available online at
https://doi.org/10.6084/m9.figshare.9736400.v1). The adsorbed EVs
were then washed and analyzed with a FACSCalibur and CellQuest
software (Becton Dickinson Bioscience PharMingen, Franklyn Lake,
NJ). The anti-aquaporin-1 (AQP1) antibody (Santa Cruz Biotechnol-
ogy, Dallas, TX) was conjugated to Alexa Fluor 488 dye through the
Alexa Fuor Antibody Labeling Kit (Molecular Probes) following the
manufacturer’s instructions. During the cytofluorimetric acquisition,
the gating strategy was set on the physical parameters dot plot.
Controls corresponded to EVs adsorbed on beads and marked with
FITC-, phycoerythrin (PE)-, and allophycocyanine (APC)-conjugated
mouse IgG1 isotypes (all purchased by Miltenyi, Bergisch Gladbach,
Germany).

Floating purification of uEVs. To avoid protein contamination and
to increase the purity of uEVs, a floating protocol through a sucrose
gradient was applied as previously described (5, 16). Briefly, uEVs
were washed with an ultracentrifuge and resuspended in 1.35 mL of
buffer [0.25 M sucrose, 10 mM Tris (pH 8), and 1 mM EDTA, all
products purchased from Sigma-Aldrich], transferred to a SW55Ti
rotor tube (Beckman Coulter), and mixed with 60% stock solution of
Optiprep (Sigma-Aldrich) at a 1:1 ratio. Next, 1.2 mL Optiprep 20%
solution was layered on top followed by 1.1 mL of Optiprep 10%
solution. The tubes were then ultracentrifuged at 350,000 g for 1 h at
�4°C with “no brake” deceleration. The next day, five fractions of 1
mL each were collected from the top of the tubes, and each fraction
was diluted in 25 mL PBS (Lonza, Basel, Switzerland) and washed
with an ultracentrifugation at 100,000 g for 2 h at �4°C to pellet EVs.
The highest fraction, containing pure EVs, as assessed by NanoSight
analysis, was then resuspended in 200 	L of serum-free DMEM

(Lonza) with 1% penicillin-streptomycin and 1% DMSO (both prod-

ucts purchased from Sigma-Aldrich) to allow freezing storage in

�80°C until use.

Cell culture. CD133� renal progenitor cells were obtained from

biopsies of normal tissue of a human surgically removed kidney for

polar carcinoma performed (after the approval of the Ethical Com-

mittee for the Use of Human Tissue of Molinette Hospital, no.

168/2004), as previously described (2). In particular, the outer med-

ullary tissue at the opposite pole of the tumor was used. The absence

of tumor-infiltrating cells was evaluated by pathologists. Tissue sam-

ples were cut to obtain 3- to 5-mm3 fragments, digested in 0.1%

collagenase type I (Sigma-Aldrich) for 30 min at 37°C, and subse-

quently forced through a graded series of meshes for the separation of

cell components from stroma and aggregates. The filtrate was then

pelleted by centrifugation. To recover CD133� cells, the single cell

suspension underwent magnetic separation for CD133/1 antigen

(Miltenyi). CD133� cells (�98% as evaluated by cytofluorimetric

analysis) were resuspended in expansion medium (Endothelial Cell

Growth Basal Medium Plus Supplement Kit, Lonza) and plated at

density 1 
 104 viable cells/cm2.

From passages 2�4, cells were treated for 48 h with human serum

albumin (HAS Kedrion, Wilmington, DE) at different concentrations

(0.1, 1, and 10 mg/mL), glucose (Sigma-Aldrich) at different concen-

trations (5.5 and 27.5 mM), or a combination of HSA (10 mg/mL)

plus glucose (27.5 mM). After 48 h of treatment and overnight cell

starvation, EVs were recovered by ultracentrifugation (2 h, 100,000 g

at �4°C).

Western blot analysis. Proteins from cells were extracted using

RIPA buffer containing 1% of phosphatase inhibitor cocktails, 1%

protease inhibitors, and 1% PMSF (all purchased from Sigma-Al-

drich), while proteins from EVs were obtained using the same lysis

buffer on the ultracentrifuge pellet. Total protein concentration was

estimated by Bradford (Bio-Rad, Hercules, CA) quantification. Ten

micrograms of EV lysates and 50 	g of cells lysates were loaded on

Mini-PROTEAN TGX precast electrophoresis gels (Bio-Rad). Pro-

teins were subsequently transferred on iBlot nitrocellulose membranes

(Invitrogen, Carlsbad, CA) and blotted with antibodies against CD133

(Miltenyi), actin (Santa Cruz Biotechnology), heat shock protein

(HSP)70/heat shock complex (HSC)70 (Santa Cruz Biotechnol-

ogy), and Rab5 (Santa Cruz Biotechnology) as provided in Sup-

plemental Table S1 (available online at https://doi.org/10.6084/

m9.figshare.9736400.v1). Chemiluminescent signals were detected

using the ECL substrate (Bio-Rad).

Statistical analysis. The normality of clinical data was assessed

through a Shapiro-Wilk test and graphical evaluation for serum

creatinine and urinary protein on creatinine ratio in pediatric patients

and of serum creatinine, glomerular filtration rate, albuminuria and

glycated hemoglobin in patients with diabetes. Normally distributed

variables are presented as means � SD and were compared among

multiple groups with one-way ANOVA test and a Student’s t test for

group-to-group comparison. Non-normally distributed data are pre-

sented as medians and interquartile ranges and were assessed for

comparison among multiple groups with a nonparametric Kruskal-

Wallis test and Mann-Whitney test for group-to-group comparison.

Cytofluorimetric data followed a non-normal distribution, as assessed

by a Kolmogorov-Smirnov test; therefore, nonparametric tests, such

as Mann-Whitney or Kruskal-Wallis tests, were performed. Western

blot experiments were analyzed with a Student’s t test and with

ordinary one-way ANOVA with Dunnett’s multicomparison test. P

values of �0.05 were considered significant. The sensitivity and

specificity of CD133 as a marker of renal damage and 95% confidence

intervals (CIs) were calculated using receiver-operating characteristic

(ROC) curves. The accuracy of the test among different groups of

patients was done by evaluating areas under the curve (AUC) and P

values.
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RESULTS

Characterization of uEVs from healthy pediatric subjects.
EVs were isolated from urine obtained from healthy pediatric
subjects using a protocol based on filtration and sequential
centrifugations. Transmission electron microscopy images
showed a heterogeneous population of rounded in shape vesi-
cles (Fig. 1A). uEVs were also analyzed for number and size by
Nanosight (mean diameter: 265.1 � 69 nm; Fig. 1B).

Cytofluorimetric analysis was performed using uEV adsorp-
tion on latex beads, as this method allows the analysis of small
vesicles that cannot be analyzed using direct cytofluorimetric
analysis. The gating strategy of the evaluated beads and the
setting of the negative threshold is shown in Fig. 1C. The
results showed that uEVs from pediatric healthy subjects, as
those obtained from healthy adult subjects (7), were positive
for CD24 and AQP1 renal markers, for the exosomal marker
CD81, and for the progenitor/stem cell marker CD133.
Urinary EVs did not express the vascular marker VEGF

receptor 2 or the podocyte marker podocalyxin (PDX) (see

Supplemental Fig. S1A, available online at https://doi.org/

10.6084/m9.figshare.9736400.v1). As a negative control,

beads were incubated with antibodies in the absence of EVs,

and they did not show positive fluorescence (see Supple-

mental Fig. S1B, available online at https://doi.org/10.6084/

m9.figshare.9736400.v1).

Characterization of uEVs from pediatric patients with acute

and chronic GN. uEVs from four different groups of patients

suffering of GN were compared: healthy individuals, CGN,

acute postinfective GN (AGN), AGN at diagnosis (AGN T1),

and AGN on day 365, corresponding to the recovery phase

(AGN T365). The Nanosight analysis showed no significant

differences in the mean and mode size of uEVs among the four

groups (Fig. 2, A and B). At variance, EV count revealed that

the amount of uEVs per milliliter of urine was significantly

decreased in patients with CGN compared with healthy indi-

viduals (Fig. 2C).

Fig. 1. Characterization of urinary extracellular vesicles (uEVs) in healthy individuals. A: representative transmission electron microscopy image of uEVs isolated
from healthy individuals (scale bar � 150 nm) and an enlargement on one single uEV (scale bar � 20 nm). B: nanoparticle tracking analysis of a representative
pool of uEVs showing their size distribution profile. C and D: cytofluorimetric analysis of surface markers expressed by uEVs from healthy individuals were
represented as dot plot (the gating strategy and negative fluorescence controls are reported) (C) and histograms with isotype control (black line) plotted on the
marker signal (red line) (D). Ten different preparations of different healthy subjects were tested with similar results. PE, phycoerythrin; APC, allophycocyanine;
AQP1, aquaporin-1.
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Cytofluorimetric analysis was performed to evaluate the
relative amount of CD133� and CD81� uEVs, testing the same
quantity of EVs previously shown to saturate the latex beads
surface (7). Indeed, as shown in Fig. 3, the exosomal marker
CD81 did not significantly vary among the different groups,

indicating an equal EV loading. At variance, we observed a
significant decrease of CD133 in uEVs of patients with CGN
compared with healthy individuals. Moreover, CD133� uEVs
were also significantly decreased in patients with AGN during
the acute phase of the disease and returned to basal level on day

Fig. 2. Characterization of urinary extracellular vesicles (uEVs) recovered from patients with acute and chronic glomerular damage. A and B: representative
nanoparticle tracking analysis (NTA) of uEVs from each group of pediatric patients (A) and box plot representation of mean and mode values of EV size (nm)
of all patients in the study (B). C: evaluation of EV concentration in urine of the different groups of pediatric patients. D and E: representative NTA of uEVs
from each group of patients with type 2 diabetes mellitus (T2DM; D) and box plot representation of mean and mode values of EV size (nm) of all patients in
the study (E). F: evaluation of EV concentration in the urine of the different groups of patients with T2DM. Data in C and F are expressed as means � SE of
all patients in the study, reported in Table 1. CGN, chronic glomerulonephritis; h, healthy individuals; AGN, acute postinfective glomerulonephritis; AGN T1,
AGN at day 1; AGN T365, AGN at year 1; NAlb, patients with diabetic normoalbuminuria; MiAlb, patients with diabetic microalbuminuria; MaAlb, patients
with diabetic macroalbuminuria. *P � 0.05 by an unpaired t test.
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365. All these results are reported in dot plot graphs (Fig. 3A)
and in the relative box plots (Fig. 3, C and D). These data
indicate that CD133� uEVs, which mainly derived from renal
tubular cells (23), were decreased after glomerular damage in
both acute and chronic conditions.

Moreover, ROC curves were performed, using the values
determined by the cytofluorimetric analysis, to investigate the
potential utility of CD133 as a predictive biomarker of renal
damage. When healthy individuals were compared with pa-
tients with AGN (AGN T1), the AUC value for CD133 was

Fig. 3. Characterization of urinary extracellular vesicles (uEVs) obtained from acute damaged patients. A: dot plot cytofluorimetric analysis of surface markers
in uEVs derived from healthy individuals and pediatric patients. The gating strategy and negative fluorescence controls are also reported. B and C: box plot
representation of cytofluorimetric values of CD81 (gray plot) and CD133 (red plot) percent comparisons between healthy individuals (h) and patients with chronic
glomerulonephritis (CGN; B) or between healthy individuals and patients with acute glomerulonephritis (AGN) (C) at day 1 (T1) and year 1 (T365) after the
damage. Data from all patients in the study, described in Table 1, are reported. D: receiver-operating characteristic analysis for the detection of renal damage
in different groups of acutely damaged patients using CD133. The table provides CD133 threshold value, the area under the curve (AUC) value, the P value,
and the odd ratio (OR) with confidence interval (CI).
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0.878, with an odds ratio (OR) of 19.5 (95% CI: 3–126.5) and
P � 0.001 (Fig. 3D). In the context of this analysis, the
percentage of CD133� uEVs considered as a threshold able
to discriminate healthy individuals and patients with AGN
was 36%.

Characterization of uEVs from patients with diabetes. We
subsequently aimed to validate the reduction of CD133� uEVs
observed after glomerular damage in pediatric patients affected
by T2DM-associated glomerular disease. Based on the degree
of their renal impairment, patients were divided into the fol-
lowing three groups: patients with normoalbuminuric diabetes
(NAlb DN), patients with microalbuminuric diabetes (MiAlb
DN), and patients with macroalbuminuric diabetes (MaAlb
DN) and were compared with age- and sex-matched healthy
individuals. Nanosight analysis showed that the mean and
mode uEV dimension were similar among groups. Similarly,
no differences in the number of uEVs per milliliters of urine
were detected (Fig. 2, D–F). The presence of CD133� uEVs in
patients with T2DM was subsequently compared with that of
healthy individuals by cytofluorimetric analysis. As shown in
Fig. 4, B and C, the level of CD81 did not change between
healthy individuals and patients with diabetes, while CD133�

uEVs were significantly decreased in patients with DN. More-
over, when the analysis of CD133� uEVs was based on their
level of albuminuria, a further decrease of CD133� uEVs was
detected in patients with macroalbuminuria (Fig. 4D). To
evaluate whether proteins in the urine of patients with albu-
minuric T2DM could affect the results of the cytofluorimetric
analysis, three uEV pools belonging to the three different
T2DM groups were purified from contaminating proteins by
applying a glucose gradient floating protocol (5, 16). Floated
uEVs were analyzed and compared with a pool of healthy
uEVs subjected to the same protocol. As shown in Fig. 4E, the
loading of 10 	g proteins from each sample showed a signif-
icant decrease in CD133 in all patients with T2DM, confirming
the results of the cytofluorimetric analysis.

ROC curves were also performed on the results obtained
from the cytofluorimetric analysis to confirm CD133 as a
potential predictive biomarker of renal damage. When healthy
individuals were compared with all patients with T2DM, the
AUC value for CD133 was 0.775, with an OR of 9.8 (95% CI:
2.2–42.7) and P � 0.001 (Fig. 3D). In the context of this
analysis, the percentage of CD133� uEVs considered as
threshold able to discriminate healthy individuals and patients
with diabetes was 37%.

Modulation of CD133� EV release by CD133� cells sub-
jected to albumin and glucose overload. To evaluate the
contribution of renal progenitor cells in the release of CD133�

uEVs, CD133� renal cells were treated with different concen-
trations of albumin and glucose for 48 h (Fig. 5A). As shown
in Fig. 5B, albumin (0.1–10 mg/mL) but not glucose (5.5–27.5
mM) treatment induced a dose-dependent loss of CD133 ex-
pression by CD133� cells (Fig. 5B). Likewise, albumin load
induced the loss of CD133� in CD133� renal cell-derived EVs
(Fig. 5C). To mimic diabetes in vitro, CD133� cells were
treated with a high albumin concentration (10 mg/mL) together
with a high glucose concentration (27.5 mM) for 48 h. Western
blot revealed a strong decrease in CD133 expression both in
progenitor renal cells and their derived EVs (Fig. 5, D and E).
These data support the results obtained by analyzing patients’
urine and indicate that proteinuria and glucose may modify

tubular progenitors cells and promote CD133 loss in cells and
in their derived uEVs.

DISCUSSION

EVs are constantly released by virtually all cells, and their
characteristics reflect the state of the cell of origin, so that they
can mirror tissue health and/or disease. In the present study, we
show that the levels of CD133� uEVs, differently from normal
individuals, declined in the urine of pediatric and adult patients
with glomerular disease, suggesting that CD133� uEVs may
represent a marker of renal normal physiology. Indeed, ROC
curve analysis indicated the ability of CD133� uEV values to
discriminate the health condition from that of glomerular
disease.

Since uEVs released by renal tissue could be detected in
human urine, EVs may be exploited as markers for the phys-
iological/pathological state of the renal tissue. Indeed, pro-
teomic analysis of uEVs from healthy individuals demon-
strated the presence of renal proteins, such as uromodulin,
AQP1, and AQP2, indicating that the majority of EVs derived
from tubular segments (9). During glomerular damage, podo-
cyte-released EVs may be detected within urine (17), and
podocyte-derived proteins within urinary exosomes were re-
ported as specific markers of glomerular injury and chronic
renal damage. In particular, exosomal Wilms’ tumor 1 was
described as a marker of focal segmental glomerulosclerosis in
murine and human studies (29), while CD2-associated protein
mRNA was reported as a marker of chronic kidney disease
(20). The nature of urine vesicles is heterogeneous in type and
dimension, including larger vesicles, so-called microparticles.
Indeed, the number of podocyte-derived microparticles by
itself was increased in patients with type 1 diabetes and could
predict early renal damage (21).

In addition to being considered as biomarkers, EVs may also
play a role in cell-to-cell communication along the urinary
lumen. Indeed, proximal tubule-derived EVs were shown to be
internalized by distal tubular cells (8). Furthermore, the in-
crease of water flow in recipient cells proved the functional
transfer of AQP2 from EVs deriving from collecting ducts
(26). During glomerular disease such as diabetes, podocyte-
derived EVs may promote fibrosis of tubular cells via detri-
mental glomerular-tubular signals (24). These data suggest that
uEVs may orchestrate the trafficking of different renal mes-
sages occurring during physiological or pathological condi-
tions.

In the present study, we focused on CD133, a tubular EV
marker, previously shown to be highly abundant in normal
urine (7). Indeed, CD133� uEV sorting clearly showed the
coexpression of proximal tubular markers (mainly aminopep-
tidase and AQP1) indicating its origin from cells of the prox-
imal tubule (7). Moreover, we herein confirmed that CD133�

EVs are released, at least in vitro, by renal CD133� cells.
Similarly, CD133� EVs have been detected in the spinocer-
ebral fluid in association with pathological conditions (14, 15)
and in cultures of CD133� stem/progenitor cells of nervous
and hematopoietic origins (1, 6). Therefore, it could be spec-
ulated that the levels of urinary CD133� EVs may reflect the
number of CD133� cells lining the lumen of renal tubules.

Interestingly, in pediatric patients with AGN, CD133� uEVs
were downregulated during the acute phase to return to basal
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level after 1 yr, as the result of tissue repair. Similarly, the
CD133� uEV level was significantly low in pediatric patients
with chronic renal disease. This observation suggests that
CD133 could be considered a general marker of renal tissue
damage that may reflect the state of the functional tubular

compartment. This is consistent with data previously demon-
strated in transplanted patients with slow graft function (7).
Our results were further validated in patients with diabetes.
Indeed, we found that the reduction of CD133 levels in patients
with diabetes was even more evident in the subgroup of

Fig. 4. Characterization of urinary extracellular vesicles (uEVs) recovered from patients with chronic damage. A: representative nanoparticle tracking analysis of uEVs
recovered from healthy individuals (h) and patients with diabetes (DN). B and C: cytofluorimetric results are reported as dot plot (C) and box plot (B) of CD81 (gray
plot) and CD133 (red plot) in healthy individuals and patients with DN. **P � 0.01 by a Mann-Whitney comparison test. D: cytofluorimetric evaluation of CD133 in
uEVs from healthy individuals and patients with diabetic normoalbuminuria (NAlb), diabetic microalbuminuria (MiAlb), and diabetic macroalbuminuria (MaAlb). Data
from all patients in the study, described in Table 2, are reported. ****P � 0.0001 by a Kruskal-Wallis multiple comparison test. E and F: Western blot analysis (E) of
CD133 in floating purified uEVs. F: receiver-operating characteristic analysis for the detection of renal damage in different groups of patients with diabetes using CD133.
The table provides CD133 threshold value, the area under the curve (AUC) value, the P value, and the odd ratio (OR) with confidence interval (CI).
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patients with macroalbuminuria. However, although the
CD133 decrease paralleled the decrease in renal function in
these patients, no statistical correlation between CD133 levels
and glomerular filtration rate was found.

These data suggest that the reduction of CD133� uEVs in
patients with acute and chronic glomerular damage reflects the
tubular damage occurring in the tubular compartment as a
consequence of glomerular injury and protein overload. Con-
sistently, in vitro experiments showed that the albumin over-
load decreased the expression of CD133 in cultured cells as
well as in their derived EVs. Indeed, it is well established that
proteinuria may accelerate kidney disease progression (10).

The analysis of ROC curves confirmed the ability of
CD133� uEV levels to discriminate between healthy individ-
uals and patients with renal disease. Moreover, the restoration
of CD133� uEV levels in patients 1 yr after recovery from
glomerular damage further supports the correlation of this
marker with the renal pathophysiological condition. Consider-
ing the role of CD133 cells in renal repair and regeneration, it
can be also inferred that CD133� uEVs may represent an
easily accessible marker of the functional status of the renal
tubular compartment and of the presence of cells with prolif-
erative and repairing activity within tubules.

In conclusion, it can be speculated that the assessment of
CD133� uEV levels in urine might provide a number of

benefits. The use of a surface marker may allow a direct and

quick evaluation compared with intravesicle protein, mRNA,

or microRNA evaluation. Moreover, this assessment, being a

percentage of total events, is independent from the number of

total EVs in urine and from their concentration. Finally, the

high level of CD133� uEVs in normal individuals guarantees

a very good discrimination between healthy individuals and

patients. This marker may therefore provide information on the

renal parenchyma status and chances associated with tissue

recovery after injury without invasive procedures, which rep-

resents an important step toward biopsy overcoming and pa-

tient’s safety. The limit of our study relies on the use of a

semiquantitative cytofluorimetric analysis. In fact, the absorp-

tion onto latex beads was an instrumental requirement for the

assessment of small EVs. However, it should be considered

that several new cytofluorimetric techniques, which are cur-

rently under evaluation, would allow a direct assessment of the

small EV population. This implies that future studies may

benefit of an easier and direct measurement of uEV number

and markers.
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Abstract

Objective: Valproate (VPA) use in women with idiopathic generalized epilepsy 

(IGE) who are of reproductive age has been a matter of concern and debate, which 

eventually led to the recent restrictions by regulatory agencies. The aim of our study 

was to investigate the relationship between VPA avoidance/switch and seizure out-

come in women of childbearing potential.

Methods: We retrospectively reviewed data from female patients with IGE, 

13-50 years of age, followed since 1980. We evaluated the prescription habits, and 

the rate of VPA switch for other antiepileptic drugs (AEDs) and its prognostic impli-

cations. Seizure remission (SR) was defined as the absence of any seizure type more 

than 18 months before the last medical observation. The main aim of the study was 

to assess (a) possible changes in seizure outcome related to VPA switch for other 

AEDs, especially in patients planning a pregnancy; and (b) possible differences in 

SR based on the presence/absence of VPA at last observation.

Results: One hundred ninety-eight patients were included in the study. Overall SR 

at last medical observation was 62.7%. SR significantly differed between subjects 

taking and those not taking VPA (P < .001) at last visit. Multiple regression models 

showed that taking VPA at last medical observation was strongly associated with SR 

in both the general population (P < .001) and the juvenile myoclonic epilepsy (JME) 

group (P < .001). Thirty-six (70.6%) of 51 patients who switched from VPA dur-

ing follow-up experienced a clinical worsening. Switching back to VPA was more 

frequently associated with SR at last observation (P < .001). In those patients who 

substituted VPA in view of a pregnancy, SR and drug burden (monotherapy vs poly-

therapy) differed significantly before and after the switch.

Significance: Our study suggests that VPA avoidance/switch might be associated 

with unsatisfactory seizure control in women with IGE who are of childbearing po-

tential. Our findings further highlight the complexity of the therapeutic management 

of female patients of reproductive age.
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1 |  INTRODUCTION

Idiopathic generalized epilepsy (IGE) is a well-described 

form of epilepsy that is believed to have strong genetic 

bases.1 It accounts for approximately 20% of the adult 

subjects who attend epilepsy outpatient clinics,2 and is 

more common in women.3 The heterogeneous IGE spec-

trum includes several syndromes that differ greatly in 

terms of clinical features and prognosis4,5; nevertheless, 

the goal of clinical remission can be achieved in up to 

70%-80% of the cases thanks to an appropriate therapy.6 

Valproic acid (or valproate [VPA]) has always been 

considered the gold standard for the treatment of most 

IGE syndromes,7,8 given its extraordinary efficacy for 

all types of generalized seizures (absences, myoclonic, 

and tonic-clonic seizures).9 However, over the past 

10 years, several studies have shown that VPA admin-

istration in pregnant women is associated with a con-

siderably higher risk of major congenital malformations 

and impaired postnatal motor, behavioral, and cognitive 

development.10‒16 Based on emerging evidence, world-

wide regulatory agencies have strongly discouraged pre-

scribing of VPA to women of reproductive age, and have 

recommended that those already taking VPA switch to 

other anti-epileptic drugs (AEDs).17 However, to date, 

none of the other broad-spectrum AEDs, not even the 

most recently marketed ones, have proved to be as effec-

tive as VPA on all generalized seizures.18‒20 According 

to the International League Against Epilepsy (ILAE) 

recommendations, VPA should still be considered as 

first-line treatment when it is supposed to be the most 

effective medication for a specific epilepsy syndrome 

and once established that a future pregnancy is ex-

tremely unlikely.21 Despite the clinical relevance of this 

topic, very few randomized controlled trials compar-

ing the efficacy of different AEDs in IGE are currently 

available, and they are mostly limited to specific syn-

dromes.7,22 Moreover, no clinical study has thoroughly 

evaluated the relationship between seizure outcome and 

VPA avoidance/switch in women of childbearing poten-

tial since the recommendations of regulatory agencies 

were released.

The aim of our retrospective study was to assess the 

prescription habits and the clinical implications of VPA 

avoidance/replacement in terms of seizure outcome in a 

population of women with IGE in their reproductive age.

2 |  METHODS

In this retrospective multicenter study, we reviewed data from 

patients followed at Policlinico Umberto I and Neuromed 

Epilepsy Unit from 1980 to 2018. The study was developed in 

accordance with strengthening the reporting of observational 

studies in epidemiology (STROBE) guidelines. Relevant data 

were obtained through the review of both clinical charts and 

a computerized database. Subjects were enrolled according 

to the following inclusion criteria: (a) female gender; (b) age 

ranging from 13 to 50 years; (c) diagnosis of IGE; (d) avail-

ability of a complete clinical documentation and ≥1 electro-

encephalography (EEG) recording; and (e) follow-up duration 

of at least 18 months.

For each patient, we collected demographic data, family his-

tory of epilepsy in first- or second-degree relatives, history of 

febrile seizures, psychiatric comorbidities, age at onset, seizure 

type, possible triggering factors, EEG features (including photo-

sensitivity), and prior/concomitant drug regimens. According to 

commonly accepted criteria, the diagnosis of IGE was confirmed 

by three trained epileptologists (CIE, DBC, GAT) who inde-

pendently revised the patients’ electroclinical findings. According 

to the ILAE classification,23 we further identified specific epi-

leptic syndromes: childhood absence epilepsy (CAE), juvenile 

absence epilepsy (JAE), juvenile myoclonic epilepsy (JME), and 

IGE with generalized tonic-clonic seizures only (IGE-GTCS). 

However, to achieve a more accurate characterization, other clin-

ical entities already included in the latest classification proposal, 

K E Y W O R D S

idiopathic generalized epilepsy, pregnancy, reproductive age, restriction, valproate, women

Key Points

• The treatment of female patients with IGE during 

reproductive age has always been challenging, 

especially after the restrictions of regulatory au-

thorities on valproate (VPA) use

• Many patients switched from VPA to other antie-

pileptic drugs (AEDs) during follow-up for child-

bearing potential issues

• VPA switching often led patients, including those 

substituting VPA in view of a pregnancy, to clini-

cal worsening

• In this specific population, taking VPA at last 

medical observation was strongly associated with 

seizure remission
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were considered as well: namely, eyelid myoclonia with absences 

(EMA)24,25 and IGE-undefined (the latter definition was only ap-

plied to not otherwise classified cases).

The main aim of the study was to assess the impact on sei-

zure outcome of VPA presence (VPA+) or absence (VPA–) in 

the patients’ drug regimen. We considered different clinical sit-

uations including (a) patients who avoided VPA at treatment 

beginning; (b) patients who switched from VPA to another 

AED, especially in view of a future pregnancy; (c) patients 

who switched back to VPA; and (d) patients who received VPA 

(as either add-on treatment or sequential monotherapy) during 

follow-up. We also evaluated the prescribing pattern of AEDs 

alternative to VPA and the reasons for VPA substitution.

Seizure remission (SR) was defined as the absence of 

any seizure type (myoclonic, absence, and generalized ton-

ic-clonic seizures [GTCS]) over the 18 months prior to the 

last medical observation. For methodologic purposes, we de-

fined absences and myoclonic seizures as “minor seizures.”

2.1 | Statistical analysis

Data were tested for normal distribution using the Shapiro-

Wilk test, resulting in generalized nonnormal distribution. 

Data were therefore presented as median (interquartile range 

[IQR]), and comparison across relevant groups was performed 

through Mann-Whitney U test or Wilcoxon signed-rank test. 

Categorical variables were presented as frequency (count) and 

compared across relevant groups through the Fisher exact test. 

Group tests were two-sided, with P < .05 considered statisti-

cally significant. To study the effect of VPA therapy on seizure 

outcome, multiple regression models were elaborated. In the 

first model (M1) we used VPA treatment at the end of the fol-

low-up and ineffectiveness of any first-line monotherapy as po-

tential predictors. All models were corrected for age, follow-up 

duration, photosensitivity, psychiatric comorbidity, history of 

febrile seizures, and specific syndrome (covariates). M1 model 

was applied to analyze three different outcomes: SR (M1a), 

persistence of GTCS (M1b), and polytherapy (>1 AED) (M1c) 

at final observation. We also elaborated a model (M2) in which 

we used VPA ineffectiveness at any time during follow-up as a 

possible predictor, with the same above-mentioned covariates. 

Analyses were performed and figures generated using R 3.5.1 

(R Project for Statistical Computing).

3 |  RESULTS

3.1 | General characteristics of the patient 
population

We reviewed data from 260 female patients diagnosed with 

IGE. Sixty-two subjects were excluded because they did not 

meet the inclusion criteria; therefore 198 patients were actu-

ally considered for analysis. The median age of the study par-

ticipants was 29.84 years (IQR 22.79-40.25) and the median 

follow-up was 11.01 years (IQR 5.84-24.85). Follow-up du-

ration was comparable among different epileptic syndromes 

except for CAE (P = .021). The timing of the first visit for 

all patients is illustrated in Figure 1, whereas 176 patients 

(88.9%) performed the last one in 2018. The most common 

syndrome was JME, diagnosed in 81/198 women (40.9%). 

Demographic and clinical data are summarized in Table 1.

3.2 | AED prescribing pattern at first 
observation

Valproate was the first-line treatment in 90 patients (45.5%), 

levetiracetam (LEV) in 51 (25.8%), lamotrigine (LTG) in 

F I G U R E  1  Distribution of patients 

according to the year of enrollment
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20 (10.1%), phenobarbital (PB) in 12 (6.1%), ethosuximide 

(ETS) in 4, and topiramate (TPM) in 2 (among the other 

AEDs, carbamazepine was used in 6 cases and clonazepam 

in 5).

3.3 | Drug regimen changes during follow-up

One-third (30/90) of patients receiving VPA as first-line 

AED continued to take it until the last medical observation, 

whereas 60 subjects (66.7%) switched from VPA to another 

medication during follow-up. Clinical reasons for switch-

ing are summarized in Figure 2, the most common (28/60) 

being the planning of a pregnancy. LEV and LTG were the 

most frequent alternatives to VPA after its discontinuation 

(in 45.1% and 25.5% of cases, respectively). The other AEDs 

chosen by physicians to replace VPA are shown in Table 2. 

Among 108 patients taking first-line AEDs other than VPA, 

34 added VPA at some point during follow-up due to poor 

seizure control.

3.4 | Clinical characteristics and outcome of 
patients who switched VPA during follow-up

Of 51 patients discontinuing VPA for causes other than poor 

seizure control, clinical worsening was documented in 36 

(70.6%), 13 of whom (36.1%) switched back to VPA later on 

during follow-up. Patients who experienced a clinical wors-

ening after VPA substitution and those who remained stable 

were comparable in terms of demographics, clinical features, 

and AED regimen. The rate of SR at last medical observation 

differed significantly between patients who switched back to 

VPA and those who did not (10/13%-76.9%- vs 3/23%-13%-, 

P < .001).

3.5 | Clinical characteristics and outcome of 
patients switching VPA in view of pregnancy

As previously stated, 28 patients switched VPA for another 

AED in consideration of a future pregnancy. In more than a 

half of cases (13/28, 53.6%) the switch occurred after 2014, 

with a median follow-up of 4 years (IQR 3-13.5). Before 

the switch, 23/28 patients (82.1%) were taking VPA as a 

monotherapy; 24/28 of patients were on SR while 4/28 were 

still experiencing “minor” seizures. Twenty of 28 patients 

(71.4%) presented a clinical worsening after switching (in 

most of them, seizures relapsed within 2-3 months), and 11 

Age, y, median (IQR) 29.84 (22.79-40.25)

Follow-up, y, median (IQR) 11.01 (5.84-24.85)

Family history in first and/or second relative degree, 

n, %

81, 40.9%

Psychiatric comorbidity, n, % 26, 13.1%

History of febrile seizures, n, % 18, 9.1%

Type of epilepsy

Childhood absence epilepsy (CAE), n, % 11, 5.6%

Juvenile absence epilepsy (JAE) n, % 25, 12.6%

Juvenile myoclonic epilepsy (JME), n, % 81, 40.9%

Eyelid myoclonia with absences (EMA), n, % 20, 10.1%

IGE with generalized tonic-clonic seizures only (IGE-GCTS), n, % 43, 21.7%

IGE-undefined, n, % 18, 9.1%

EEG features

Photoparoxysmal response (PPR), n, % 59, 29.8%

T A B L E  1  Demographic and clinical 

characteristics

F I G U R E  2  Reasons for switching from VPA to other AEDs in 

the overall population
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patients (39.3%) switched back to VPA during follow-up. 

As far as the drug burden is concerned, at last medical obser-

vation the number of patients taking monotherapy was sig-

nificantly decreased when compared with the period before 

the switch (14/28 vs 23/28, P = .02). Considering seizure 

outcome, we observed a statistically significant difference 

in overall SR rate (15/28 vs 24/28, P = .01) and GTCS oc-

currence (5/28 vs 0/28, P = .05) at last medical observation 

when compared with the time before the switch.

3.6 | AED regimen and prognostic 
factors affecting seizure outcome at the last 
observation

On the final follow-up visit, 124 patients (62.6%) achieved 

SR, whereas 74 (37.4%) had persistent seizures. In the latter 

group, 32 patients (43.2%) still presented GTCS. Considering 

the different IGE syndromes, the lowest SR rate was ob-

served in EMA (40%), and the highest in IGE-GTCS only 

(80.9%) (Figure 3). At last observation, 118 patients were 

on monotherapy, 61 were receiving two AEDs, 18 were tak-

ing three, and only one patient was on four medications. SR 

was observed in 63/80 subjects (78.7%) taking VPA and in 

61/118 (51.7%) not taking it (P < .001) (Figure 4). Clinical 

and demographic characteristics of patients taking or not tak-

ing VPA at final observation are summarized in Table 3.

M1a showed that only a drug regimen including VPA 

at the end of follow-up was associated with SR (odds ratio 

[OR] 0.26, 95% confidence interval [CI] 0.12-0.53; <0.001). 

No single epileptic syndrome appeared significantly asso-

ciated with a worse outcome in this model. However, when 

considering all syndromes with predominant myoclonic sei-

zures, namely EMA and JME, as a single group, a trend to 

a worse prognosis was found (OR 2.36, 95% CI 0.93-6.82; 

P = .08). Moreover, significant differences in SR were doc-

umented in JME patients according to their “VPA status” 

(83.3% in the VPA+ group vs 35.3% in VPA- group; Fisher 

exact test P < .001) (Figure 4). Indeed, once restricted to JME 

patients, the M1a model showed that taking VPA at the final 

observation was strongly associated with SR (OR 0.09, 95% 

CI 0.02-0.31; P < .001).

M1b demonstrated that the ineffectiveness of any first-line 

monotherapy was associated with an increased risk of per-

sistence of GTCS (OR 2.91, 95% CI 1.28-6.83; P =  .0124), 

whereas age (OR 0.9, 95% CI 0.82-0.98; P = .04) and treat-

ment with VPA appeared to be associated with GTCS freedom 

(OR  0.26, 95% CI  0.08-0.68; P  =  .008). Once again, when 

 

Total of patients

N = 51 pts

Worsening after 

VPA switch

N = 36 pts

Stable after VPA 

switch

N = 15 pts

Levetiracetam, n (%) 23 (45.1%) 16/23 (69.6%) 7/23 (30.4%)

Lamotrigine, n (%) 13 (25.5%) 9/13 (69.2%) 4/13 (30.8%)

Phenobarbital, n (%) 10 (19.6%) 7/10 (70%) 3/10 (30%)

Clonazepam, n (%) 2 (3.9%) 1/2 (50%) 1/2 (50%)

Topiramate, n (%) 2 (3.9%) 2/2 (100%) 0

Ethosuximide, n (%) 1 (2%) 1/1 (100%) 0

T A B L E  2  AEDs used in substitution 

of VPA during switch

F I G U R E  3  Seizure outcome at last 

medical observation according to different 

epilepsy syndromes
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restricted to JME alone, M1b showed that VPA resulted to 

be associated with GTCS remission (OR 0.06, 95% CI 0.003-

0.39; P = .01). Besides, M1c showed that the ineffectiveness 

of any first-line monotherapy predicted the need for polyther-

apy (OR 12.57, 95% CI 6.24-26.77; P < .001). No significant 

correlation was documented between either specific epileptic 

syndromes or clinical features and the necessity of a combina-

tion therapy.

Finally, M2 demonstrated that the VPA treatment ineffec-

tiveness at any time during follow-up was significantly asso-

ciated with polytherapy compared with the failure of other 

AEDs (OR 9.69, 95% CI 2.15-73.54; P = .009).

4 |  DISCUSSION

To the best of our knowledge, this is the first study to ex-

plore the possible prognostic implications of VPA avoid-

ance in women of childbearing potential. Despite the 

growing concerns about the possible consequences of re-

strictions on VPA use among female patients,26‒28 no study 

has yet assessed the potential impact of VPA avoidance/

switch on seizure control.

As regards seizure outcome, persisting seizures were re-

ported at the last observation by 37.4% of our patients, almost 

half of whom were still experiencing GTCS. The rate of re-

mission in our population was lower than expected,4,6 probably 

because this study included mainly patients with IGE persisting 

in adult life, who are more likely to achieve unsatisfactory sei-

zure control.29 Notwithstanding, in this special population, the 

avoidance/withdrawal of VPA could have been an additional de-

terminant. Indeed, in our study, the SR rate at final observation 

differed according to “VPA status” (78.7% in the VPA+ group 

vs 51.7% in the VPA- group). Moreover, the regression models 

confirmed that the presence of VPA in the patients’ drug regi-

men at final observation was the only factor strongly associated 

with SR (OR 0.26). Although age and follow-up duration were 

significantly different between VPA+ and VPA- patients, their 

potential influence on seizure outcome was ruled out by statisti-

cal analysis. VPA treatment at final observation was also found 

to be associated with freedom from GTCS, both in the overall 

population and in the JME group.

In addition to this, VPA ineffectiveness at any time (com-

pared with other drugs) predicted the need for polytherapy at 

the end of follow-up (OR 9.69), suggesting an increased risk of 

unsatisfactory seizure control with alternative monotherapies.29

F I G U R E  4  Seizure remission rate at last medical observation in the overall population (upper panels) and in specific epilepsy syndromes 

(lower panels) according to VPA status (VPA+ vs VPA-)
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In our work, the rate of SR in the VPA- group (51.7%) was 

dramatically lower than that reported in previous studies focus-

ing on IGE prognosis.4,6 This discrepancy suggests that VPA 

avoidance might determine a less favorable seizure control in 

female patients. However, this observation should be cautiously 

interpreted, in light of the several limitations of this study such 

as its retrospective nature and the possible selection bias.

Our data appear to be in line with the criticism provided 

by the recent ILAE position paper about the ban of VPA in 

childbearing age, especially in the management of more in-

sidious epileptic syndromes. These considerations seem to be 

further supported by our results about the switch from VPA to 

other AEDs (and vice versa). Indeed, in the group of patients 

who switched VPA for other AEDs, the proportion experienc-

ing clinical worsening was remarkable. Accordingly, a better 

seizure control was documented in the cohort of patients who 

switched back to VPA, when compared with patients who did 

not (76.9% vs 13%). The evidence of a large proportion of 

patients experiencing clinical worsening after VPA substitu-

tion was already reported by studies investigating the same 

issue in young women who withdrew VPA during pregnancy.30

In our work, the main reason for VPA substitution lay 

in the planning of a pregnancy. When focusing on these pa-

tients, we observed a lower SR rate and a higher drug burden 

(ie, polytherapy) at last observation with respect to the time 

preceding VPA switch. In the same group, poor seizure con-

trol justified VPA reintroduction in almost 40% of the cases. 

This observation seems to provide additional information 

about the debated topic of VPA use in this specific popu-

lation,31 highlighting the need for an accurate counselling, 

which especially deals with the risk of seizure worsening and 

the potential increase of drug burden.

Although our study provided some interesting results, it 

was limited by several factors including (a) the intrinsic bias 

depending on its retrospective design; (b) the challenging in-

terpretation of the patients’ outcomes due to the differences 

in follow-up duration within the study population; (c) a selec-

tion bias related to the enrollment of adult subjects followed 

in a tertiary epilepsy center, where a higher rate of drug re-

sistance is usually expected; and (d) the poor availability of 

data concerning novel AEDs that were necessarily underpre-

scribed in our cohort.

In conclusion, our study seems to suggest that doing 

without VPA can expose women with IGE to an increased 

risk of unsatisfactory seizure control. In light of these 

findings, clinicians should thoroughly discuss with their 

patients about potential risks and benefits of VPA avoid-

ance, especially in cases of specific syndromic contexts 

(eg, JME). Overall, our data further highlight the need for 

alternative drugs that may ensure both effectiveness and 

safety in women of reproductive age with IGE. However, 

prospective studies on larger populations are warranted to 

provide more solid evidence.
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genotype on CKD. 

Results: Compared to genetic ancestry-matched CKD cases with low-risk APOL1 genotypes, those with 

high-risk APOL1 genotypes had a higher risk of kidney failure (HR= 1.58), a higher decline in eGFR 

(6.55 vs 3.63 mL/min/1.73m2/year), and were younger at time of kidney failure (45.1 vs 

53.6 years), with the G1/G1 genotype demonstrating the highest risk. The rate for monogenic 

kidney disorders was lower among CKD patients with high-risk APOL1 genotypes (2.5%) 

compared to those with low-risk genotypes (6.7%). Gene-set analysis identified an enrichment 

of rare missense variants in the inflammasome pathway in individuals with high-risk APOL1 

genotypes and CKD (OR = 1.90). 

Conclusions: In this genetically matched cohort, high-risk APOL1 genotypes were associated with an 

increased risk of kidney failure and eGFR decline rate, with a graded risk between specific high-risk 

genotypes and a lower rate of monogenic kidney disease. Rare missense variants in the 

inflammasome pathway may act as genetic modifiers of APOL1 effect on kidney disease. 

 

Significance Statement 
APOL1 high-risk genotypes confer a significant risk of kidney disease, but variability in patient outcomes suggests the 

presence of modifiers of the APOL1 effect. We show that a diverse population of CKD patients with high-risk APOL1 

genotypes have an increased lifetime risk of kidney failure and higher eGFR decline rates, with a graded risk among 

specific high-risk genotypes. CKD patients with high-risk APOL1 genotypes have a lower diagnostic yield for 

monogenic kidney disease. Exome sequencing revealed enrichment of rare missense variants within the 

inflammasome pathway modifying the effect of APOL1 risk genotypes, which  may explain some clinical 

heterogeneity. 
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Abstract: 

Background: APOL1 genotype has significant effects on kidney disease development and progression that 

vary among specific causes of kidney disease, suggesting the presence of effect modifiers. 

Methods: We assessed the risk of kidney failure and eGFR decline rate in patients with chronic kidney 

disease (CKD) carrying high-risk (N=239) and genetically matched low-risk (N=1187) APOL1 genotypes. 

Exome sequencing revealed monogenic kidney diseases. Exome-wide association studies and gene-based 

and gene-set based collapsing analyses evaluated genetic modifiers of the effect of APOL1 genotype on 

CKD. 

Results: Compared to genetic ancestry-matched CKD cases with low-risk APOL1 genotypes, those with high-

risk APOL1 genotypes had a higher risk of kidney failure (HR= 1.58), a higher decline in eGFR (6.55 vs 3.63 

mL/min/1.73m2/year), and were younger at time of kidney failure (45.1 vs 

53.6 years), with the G1/G1 genotype demonstrating the highest risk. The rate for monogenic kidney 

disorders was lower among CKD patients with high-risk APOL1 genotypes (2.5%) compared to those 

with low-risk genotypes (6.7%). Gene-set analysis identified an enrichment of rare missense variants 

in the inflammasome pathway in individuals with high-risk APOL1 genotypes and CKD (OR = 1.90). 

Conclusions: In this genetically matched cohort, high-risk APOL1 genotypes were associated with an 

increased risk of kidney failure and eGFR decline rate, with a graded risk between specific high-risk 

genotypes and a lower rate of monogenic kidney disease. Rare missense variants in the inflammasome 

pathway may act as genetic modifiers of APOL1 effect on kidney disease. 

 

 

Introduction: 

Individuals of African ancestry are at an increased risk of developing chronic kidney disease (CKD) and 

in the United States of America (USA) carry a three-fold increased risk of incident kidney failure 

compared to Americans of European ancestry.1–3 This is attributable to interacting environmental, 

social, and genetic factors.4 The G1 and G2 APOL1 alleles are unique because they are strongly 

associated with kidney disease while being common in populations of sub- Saharan African ancestry 

and therefore account for a significant portion of these ancestry- based differences.5–7 In the USA, the 

G1 and G2 alleles are most common in Americans of sub- Saharan African ancestry, where up to 15% 

have high-risk genotypes and are very rare in Americans of European ancestry.8–10
 

In individuals with and without prevalent kidney disease, high-risk APOL1 genotypes are associated 

with an increased rate of decline in estimated glomerular filtration rate (eGFR), and an increased risk 

of incident proteinuria and kidney failure. 5,6,11–13 Despite this, only 15 to 20% of individuals with high-

risk APOL1 genotypes develop kidney disease in their lifetime.11,12 Additionally, the effect of APOL1 

risk genotype is highly variable between specific kidney diseases and self-declared Black ancestry is 

associated with more rapid progression independent of APOL1 genotype, suggesting the presence of 
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modifiers.14,16,17 One known modifier is elevations in interferon levels, which induce APOL1 expression 

in podocytes, potentially explaining the HIV and SARS-CoV-2 associated collapsing glomerulopathy 

seen in individuals with high-risk APOL1 genotypes.5,10,13–15 Recent studies have implicated the NLRP3 

inflammasome and pyroptosis in interferon induced APOL1 cytotoxicity, suggesting these pathways 

as potential modifiers for APOL1-associated phenotypes.16,17
 

Several studies have attempted to identify genetic modifiers of the effect of APOL1 risk genotype on 

kidney disease but no strong signals have been identified and replicated. A gene- based collapsing 

analysis applied to a smaller sample from the same biobank used for this study identified a suggestive 

enrichment of rare, non-benign variants in the AHDC1 gene in individuals with high-risk APOL1 

genotypes and CKD.23 Admixture mapping in individuals with high-risk APOL1 genotypes and FSGS 

found an increase in African ancestry at the UBD locus that correlated with lower UBD expression and 

increased APOL1-mediated cytotoxicity suggesting a role as a modifier.14 A relatively small genome-

wide association study (GWAS) of common variants did not identify any significant associations or 

interactions with APOL1 risk genotype and did not replicate AHDC1 or UBD leaving us with a limited 

understanding of the genetic architecture of APOL1-associated kidney disease.24
 

Here we studied the effect of APOL1 risk genotype on the risk of kidney failure and the rate of eGFR 

decline in a large, ethnically diverse, cohort with all cause CKD. We used exome sequencing data to 

genetically match individuals with high- and low- risk APOL1 genotypes and compared the impact of 

genetically determined and self-declared ancestry on outcomes. 

Exome sequencing was also used to evaluate individuals for monogenic kidney disease and novel 

APOL1 variants. Finally, genetic modifiers of kidney disease in individuals with high-risk 

 

APOL1 genotypes were evaluated using an exome-wide association study (ExWAS) and gene- based 

and gene-set based collapsing analyses. 

 

METHODS: 

Study Population and Design: 

Individuals with CKD at New York Presbyterian Hospital/Columbia University Irving Medical Center in 

New York City, USA, were recruited between October 2013 and July 2021 into the Genetic Studies of 

Chronic Kidney Disease biobank with Columbia University Institutional Review approval. All 

participants provided informed consent. So far 4388 individuals from the biobank had undergone 

exome sequencing following standard protocols at the Institute for Genomic Medicine (IGM) at 

Columbia University (supplementary methods).23,25 Retrieval, annotation, and filtering of variants 

were done using analysis tool for annotated variants (ATAV).26
 

APOL1 risk genotypes were defined by the presence of the G1 (G1G 22-36661906-A-G (rs73885319) 

and G1M 22-36662034-T-G (rs60910145)) and G2 (22-36662041-AATAATT-A 

(rs71785313)) alleles. Within the biobank 239 individuals were identified with high-risk APOL1 
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genotypes (genotypes G1/G1, G2/G2, or G1/G2) along with a comparison cohort of 1187 genetic 

ancestry-matched individuals without high-risk APOL1 genotypes, including 336 single risk allele 

carriers that have either the G1/G0 or G2/G0 genotypes, selected by Louvain clustering of 12,400 

informative genetic ancestry markers (Figure 1, Supplementary Figure 1, supplementary 

methods).26,27 Louvain clustering was used because it does not require the number of ground truth 

clusters to be known and does not make assumptions about cluster size, density or shape.28 Clinical 

data were collected at recruitment and updated from the electronic health record (EHR). Descriptive 

statistics were performed in R 4.0.3 (R Core Team, Vienna Austria).2929
 

Analysis of Clinical Diagnosis: 

The association of APOL1 risk alleles with common primary causes of kidney disease was evaluated 

using logistic regression. CKD cases with a diagnosis of either autosomal dominant polycystic kidney 

disease (ADPKD) or congenital anomalies of the kidney and urinary tract (CAKUT) were used as a 

reference cohort as these disorders are not known to be associated by APOL1 genotype. This analysis 

was adjusted for sex, diabetes mellitus, hypertension, genetic ancestry cluster, quintile of the median 

income of their home ZIP code as an area-based surrogate of socioeconomic status, and ICD-10 based 

Swiss AHQI Elixhauser co-morbidity score.30–32 Missing Elixhauser co-morbidity score and ZIP code 

based median income data were imputed using multiple imputations by chained equations 

(supplementary methods).3333
 

Time to Event Analyses: 

Kaplan-Meier, Cox proportional hazard, and Fine-Gray competing risk models were used to evaluate 

the onset of kidney failure (defined as chronic dialysis or kidney transplantation) with a median of 

3.5 years of follow-up data.34,35 Cox proportional hazard and Fine-Gray competing risk models were 

performed unadjusted and adjusted for sex, family history of kidney disease,presence of monogenic 

kidney disease diagnosis, diabetes mellitus, hypertension, genetic ancestry cluster, quintile of the 

median income of their home ZIP code as an area-based surrogate of socioeconomic status, and ICD-

10 based Swiss AHQI Elixhauser co-morbidity score.30–32 The proportional-hazard assumptions were 

met with the inclusion of time-varying covariates. The effects of specific high-risk APOL1 genotypes, 

single allele carrier status, and the interaction of clinical diagnosis and APOL1 genotype were 

evaluated in secondary analyses. 

eGFR Decline Analysis: 

CKD patients with 2 or more serum creatinine measurements collected at least 1 year apart were 

included. CKD-EPI (2021) without race term was used to estimate GFR.36,37 Values collected at less 

than 14.2 years of age, where the CKD-EPI formula loses accuracy, and after the initiation of dialysis 

or transplantation were excluded.38 94 CKD patients (2216 creatinine values) with high-risk APOL1 

genotypes, were compared to 519 genetic ancestry-matched CKD patients (20869 creatinine values) 

without high-risk APOL1 genotypes which included 162 (6916 creatinine values) single risk allele 

carriers. A median of 5.5 years of data and 21 creatinine values were available per individual. Linear 
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mixed-effects modeling evaluated the eGFR decline rate using a random slope and intercept for each 

subject, nested within their primary cause of kidney disease and fixed effects for APOL1 risk 

genotype, family history of kidney disease, hypertension, diabetes mellitus, initial eGFR value, and 

genetic ancestry cluster.39,40 The interaction term of APOL1 risk genotype and time since the first 

creatinine value represented the decline in eGFR per unit time. Numeric variables were centered and 

scaled. As a secondary analysis the effects of specific high-risk APOL1 genotypes and single risk allele 

carrier status were evaluated. Fixed effect confidence intervals were estimated using parametric 

bootstrapping. 

Diagnostic Analysis of Monogenic Kidney Disorders: 

Sequencing data were analyzed using ATAV to identify pathogenic and likely pathogenic variants 

diagnostic of an individual’s kidney disease using a curated list of 625 genes known to cause kidney 

disease. 41 Variant interpretation followed the American College of Medical Genetics and Genomics 

(ACMG) and Association for Molecular Pathology (AMP) guidelines with the implementation of 

criteria updates recommended by the ClinGen Sequence Variant Interpretation working group.42 

Diagnostic variants were reviewed at multidisciplinary genetic sign-out rounds and reached 

consensus interpretation and are considered returnable after Clinical Laboratory Improvement 

Amendments (CLIA) certified lab confirmation. APOL1 high- risk genotypes are also considered 

returnable after CLIA confirmation. Variants that did not fit the individual’s kidney disease phenotype 
were considered non-diagnostic. Novel APOL1 coding variants were also analyzed. The diagnostic rate 

based on APOL1 risk genotype was compared using logistic regression with self-described race and 

ethnicity and family history as covariates. 

Exome based association studies: 

The 239 CKD patients with high-risk APOL1 genotypes were compared to a genetic ancestry- matched 

comparison cohort without CKD using Louvain clustering.43 Following quality control (QC), coverage 

harmonization and kinship pruning 232 CKD cases with high-risk APOL1 genotypes remained and were 

compared to 5482 genetic ancestry-matched controls without CKD from the IGM sequencing database 

(Figure 1, supplementary methods). In addition to the full cohort, two a priori subgroup analyses were 

performed, examining those who developed kidney failure (168 cases; 4413 matched controls) 

representing the most severely effected individuals, and those with FSGS (79 cases; 4389 matched 

controls) which has been strongly associated with APOL1 risk genotype.18
 

To search for potential genetic modifiers of the effect of APOL1 genotype on kidney disease, we first 

conducted a single variant association study using Regenie 2.0 (supplementary methods).44 Sex and 

the first 10 principle components (PCs) were included as covariates. GCTA 1.93.3 was used to perform 

conditional analysis where loci P-values are recalculated by conditioning upon the top loci signal.45,46 

The conditional analysis was repeated by selecting the new top loci signal until no new signals reached 

the prespecified significance threshold. The approximate Firth likelihood ratio test was used to 

evaluate the association between single variants and disease status. The ExWAS significance threshold 

was adjusted for the total number of exome-wide variants tested across the three analyses using a q 
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value significance threshold of Q<0.05. 

We next performed a gene-based rare-variant gene-based collapsing analysis, applying one 

recessive and 11 dominant nonsynonymous models for selecting qualifying variants (QVs) 

(Supplementary Table 1). The work flow, QC, and coverage harmonization followed prior 

published reports (supplementary methods). 23,47,48 137 of the identified cases with high-risk 

APOL1 genotypes included in this analysis were used in a published gene-based collapsing 

analysis of patients with CKD.23
 

Finally, we conducted gene-set based collapsing analysis with three predefined gene-sets: 1. the 

pyroptosis gene-set 2. the inflammasome gene-set and 3. known autosomal recessive kidney 

disease genes (Supplementary Table 2). These gene-sets were evaluated across all 12 models from 

the rare-variant gene-based collapsing analysis (Supplementary Table 1). Gene and gene-set 

analyses used the exact 2-sided Cochran-Mantel-Haenszel test of independence across ancestry 

clusters and a q value significance threshold of Q<0.05.49 Once a suggestive signal was identified, we 

conducted two follow-up analyses for the pyroptosis and inflammasome gene-sets. The first 

compared CKD cases with high-risk APOL1 genotypes (N =232) to controls with high-risk APOL1 

genotypes without CKD (N = 176) to assess whether enrichment was due to high-risk APOL1 

genotype independent of CKD status and is termed high-risk only (HRO). The second analysis 

compared CKD cases with 1 APOL1 risk allele (N = 339) to controls with 0 APOL1 risk alleles without 

CKD (N = 4563) to assess whether enrichment was instead associated with CKD in the absence of 

high-risk APOL1 genotypes and is termed APOL1 het. 

RESULTS: 

 

Study population: 

Baseline characteristics of the 239 CKD cases with high-risk APOL1 genotypes, and 1187 genetic 

ancestry-matched CKD cases with low-risk APOL1 genotypes are summarized in Table 1. Novel rare 

variants in APOL1 were identified in the low-risk genotype cohort, but not in the high-risk genotype 

cohort (Supplemental Table 3). A large proportion of individuals with high-risk and low-risk genotypes 

self-reported their race and ethnicity as Black or African American and not Hispanic or Latinx (61%, 

22% respectively) or White and Hispanic or Latinx (17%, 36% respectively). CKD cases with high-risk 

APOL1 genotypes were more likely to carry a primary diagnosis of FSGS and hypertension-attributed 

CKD (OR = 17.76, 3.91; P = 6.1 x 10-14, 8.3 x 10-4 respectively; Figure 2, Table 2). In addition, we noted 

an increased risk of FSGS in those with a single APOL1 risk allele (OR = 1.85; P = 0.041). 

Lifetime risk of kidney failure and rate of eGFR decline 

This analysis included 239 CKD cases with high-risk APOL1 genotypes and 1187 genetic ancestry 

matched CKD cases with low-risk genotypes. CKD cases with high-risk APOL1 genotypes were younger 

at kidney failure compared to those with low-risk genotypes (45.1 vs 53.6 years; log- rank P = 2.0 x 10-

6; Figure 3, Table 3). In the adjusted model, CKD cases with high-risk APOL1 genotypes were at an 



 

Copyright © 2023 by the American Society of Nephrology 

increased lifetime risk of developing kidney failure compared to those with low-risk genotypes (HR = 

1.58; P = 1.5 x 10-6; Table 3). The inclusion of the competing risk of death showed similar results (HR = 

1.59; P = 2.7 x 10-6; Table 3). Similarly, CKD cases with high-risk APOL1 genotypes experienced a 

higher rate of eGFR decline compared to those with low-risk genotypes (6.55 vs 3.63 

mL/min/1.73m2/year; P = 6.9 x10-4; Figure 4, Table 3). We also detected a significant interaction 

between APOL1 risk genotype and lupus nephritis for the risk of kidney failure but not with other 

primary diagnoses (OR = 2.41; P = 0.027; Supplementary Figure 2). In this genetically matched cohort, 

only self-declared race and ancestry of Black/African American, Hispanic or Latinx was significantly 

associated with risk of progression (HR = 1.52; P = 0.049 ) while other self-declared race and 

ethnicities, and genetic ancestry clusters did not have an impact. None of these affected the impact 

of APOL1 risk genotype on kidney outcomes. 

In secondary analyses (Table 3, Supplementary Table 4), we noted a graded risk of kidney failure in 

CKD cases with high-risk APOL1 genotypes. The G1/G1 genotype was associated with the highest risk 

of kidney failure while G1/G2 carried an intermediate risk. Consistent with these data, the G1/G1 

genotype group had the highest rate of eGFR decline and developed kidney failure earliest, followed 

by the G1/G2 genotype, the G2/G2 genotype, and the low-risk genotype groups (Supplementary 

Figure 3, Supplementary figure 4). CKD cases carrying a single APOL1 risk allele showed a nominally 

higher rate of eGFR decline compared to those with zero APOL1 risk alleles but no difference in the 

risk of kidney failure(4.43 vs 3.23 mL/min/1.73m2/year; P = 0.066; HR = 1.08; P = 0.40; Supplementary 

Figure 5). 

Monogenic Kidney Diseases: 

 

There was a lower rate of monogenic diagnoses in CKD cases with high-risk APOL1 genotypes 

(6/239, 2.5%) compared to low-risk genotypes (79/1187, 6.7%; OR = 0.38; P = 0.032; 

Supplementary Table 5) despite similar rates of positive family history (34.7% vs 33.6%). 

Positive family history of kidney disease was associated with a diagnosis of monogenic kidney disease, 

but not a high-risk APOL1 genotype (OR = 3.04, 1.11; P = 1.17 x 10-6, 0.50, respectively). Removing 

those cases with a monogenic kidney disease did not impact the effect of APOL1 risk genotype on the 

lifetime risk of kidney failure. There was no difference in diagnostic rate between the genetic ancestry 

clusters or between self-reported race and ethnicity. Additionally, we identified 6 individuals with 

sickle cell anemia and 83 individuals with sickle cell trait with no enrichment based on APOL1 risk 

genotype. 

Exome based association studies: 

We analyzed exome sequencing data from CKD patients with high-risk APOL1 genotypes and 

compared them with genetic ancestry-matched individuals without known kidney disease. Two 

prespecified subgroups of CKD patients with kidney failure and FSGS were also analyzed. As expected, 

the ExWAS identified three independent significant signals after step-wise conditional analysis; the 

APOL1 G1M allele, (OR = 5.17, P = 4.52 x 10-78; Q = 5.94 x 10-73), the APOL1 G2 allele (OR = 3.74, P = 
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2.48 x 10-33; Q = 1.63 x 10-28) and the synonymous variant 22-36661842-G-A which forms part of the 

G3 haplotype in APOL1 (OR = 0.16, P = 1.90 x 10-7; Q = 0.015).500  Within the gene-based collapsing 

analyses no genes reached the prespecified level of significance (Supplementary Table 6, 

Supplementary Table 7). The top two enrichment signals were within the subgroup of individuals with 

FSGS, in the genes DHDH (OR, 95% CI = 38.75, 7.42– 187; P = 2.33 x 10-5; Q = 1.00) and NLRP1 (OR, 

95% CI = 13.00, 4.20 – 34.19; P = 2.33 x 10-5; Q =1.00). We did not find any compelling signals in the 

previously reported UBD or AHDC1 genes. 

Gene-set based collapsing analyses demonstrated a significant enrichment of rare missense variants 

within the inflammasome gene-set in the full CKD case cohort and the subgroup with kidney failure 

(OR = 1.90, 2.03; P = 0.0005, 0.0008; Q = 0.038, 0.041 respectively; Supplementary Table 8). This was 

driven by 57 QVs in 45 CKD cases, none of which have been associated with disease in the literature 

(Supplementary Table 9). The enrichment remained significant when CKD cases with high-risk APOL1 

genotypes were compared to non-CKD controls with high-risk APOL1 genotypes (OR = 3.31; P = 

0.0005; Q = 0.038) but not when single risk allele APOL1 carriers with CKD were compared to non-

CKD cases with zero risk alleles (OR = 0.46; P = 0.0166; Q = 0.277), indicating specificity of the 

inflammasome signal to the CKD group with high risk APOL1 genotypes. No significant signals were 

identified in the pyroptosis gene- set or within autosomal recessive kidney disease genes 

(Supplementary Table 8). 

 

Discussion: 

In this study of a diverse cohort of CKD patients, which included a large Hispanic and Latinx 

population, we confirmed that high-risk APOL1 genotypes conferred an increased risk of developing 

kidney failure (HR = 1.58) and a higher rate of eGFR decline (difference of 2.92 mL/min/1.73m2/year). 

We found a graded risk between high-risk genotypes, where G1/G1 were most affected. By including 

individuals with all causes of kidney disease, we found that those with high-risk APOL1 genotypes 

were more likely to have a diagnosis of FSGS or hypertension-attributed CKD. There was also 

evidence that individuals with a single APOL1 risk allele were more likely to have FSGS which had 

previously only been described in association with HIV associated Nephropathy.18 The diagnostic rate 

of exome sequencing for monogenic kidney diseases was lower in individuals with high-risk APOL1 

genotypes. While the analysis of genetic modifiers of the effect of APOL1 genotype on kidney disease 

did not yield any genome- wide significant genes or loci, there were suggestive signals in the 

inflammasome pathway in the gene-set analysis. 

This report supports prior work showing an increased risk of kidney failure, higher rates of eGFR 

decline, and an enrichment of FSGS and hypertension-associated kidney disease in individuals with 

high-risk APOL1 genotypes.5,11,13,51 Compared to prior reports, we studied an ethnically diverse 

population where the high and low-risk genotype groups were genetically matched for ancestry and 

identified cases with a monogenic diagnoses of kidney disease. The availability of genetic information 

reduced the potential confounding effect of ancestry and concomitant monogenic disease on 
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progression. Our results also align with prior studies showing that CKD patients with high-risk APOL1 

genotypes develop kidney failure 7 to 9 years earlier than those without a high-risk genotype which 

has important prognostic implications for these individuals.52,53. Our study did identify a small residual 

effect of self-declared Black/African American, Hispanic or Latinx race and ethnicity on renal 

outcomes, after APOL1 risk genotype and genetic ancestry was taken into account. Recent data also 

suggest that polygenic score for kidney disease may predict future risk of progression.54 Hence, 

incorporation of genome-wide polygenic score may help in improved risk prediction in patients with 

high risk APOL1 genotypes. 

We identified a graded risk between specific high-risk APOL1 genotypes, with the G1/G1 genotype 

associated with the highest risk, in concordance with allele specific effects that have been reported 

in assays of anti-trypanosomal activity and in model systems of APOL1 associated kidney disease.7,55–

57 The APOL1 G2 allele provided resistance to serum resistance- associated protein (SRA) producing 

Trypanosoma brucei rhodesience by abolishing the interaction of SRA with APOL1, however the G1 

allele only had a moderate effect on the SRA- APOL1 interaction, suggesting it may lead to protection 

through other mechanisms, such as increased cytotoxicity.7,57 In addition, individuals with the G1 

allele who are infected by T. b. gambiense, which causes the majority of human diseases, more often 

develop a state of asymptomatic carriage, while those with the G2 allele are more likely to have 

clinically overt disease, further supporting allele specific effects.55 These findings highlight the 

importance of separating specific high-risk APOL1 genotypes in future analyses of observational and 

clinical trials, because of potential differences in prognosis. In addition, the nominal trend towards a 

higher rate of eGFR decline in subjects with a single APOL1 risk allele is consistent with studies 

showing increased risk of kidney failure, CKD, cardiovascular disease and cardiomyopathy in additive 

models of APOL1 risk variants, suggesting that heterozygotes carry some increased risk.52,58,59 

The lower diagnostic rate of exome sequencing for monogenic kidney disease in CKD cases with high-

risk APOL1 genotypes suggests that dual genetic diagnoses are rarer in this patient population. 

Although a family history of kidney disease was predictive of a diagnosis of monogenic kidney disease, 

it was not predictive of APOL1 risk genotype, implicating additional factors such as polygenic 

background or environmental effects as contributors to the effect of family history in this group.25,60 

These data are important for clinicians selecting patients for genetic testing. 

The gene-based collapsing analyses did not identify significant modifiers of the effect of APOL1 

genotype, including the previously suggested modifiers AHDC1 and UBD. 14,23 The suggestive signals in 

NLRP1, and the inflammasome gene-set are noteworthy because this pathway has been implicated in 

APOL1 mediated cytotoxicity.61 The cytotoxicity of APOL1 risk variants may be due to increased 

expression following viral infections, inflammation and interferon signaling.16,19 In model systems of 

APOL1-associated kidney disease, over-expression of APOL1 risk variants was shown to stimulate 

both the simulator of interferon genes (STING) pathway and the inflammasome and ultimately lead 

to podocyte death by pyroptosis.21 This cellular injury was attenuated by genetic depletion of either 

NLRP3 or GSDMD within the inflammasome or the STING gene. Hence, genetic variants within these 

pathways may be plausible modifiers of the effect of APOL1 risk genotype. 
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This study’s limitations include the single center design which may introduce unmeasured center 
specific practices in the analyses, such as medication usage, the timing of initiation of kidney 

replacement therapy and transplantation referral. In the process of genetic ancestry- matching, only 

one African ancestry dominant cluster was identified, suggesting that the cohort did not not capture 

the full spectrum of genetic diversity in Africa.8,9 The use of clinically collected creatinine values may 

produce variation due to differences in laboratory measurements. We included both inpatient and 

outpatient creatinine values in this analysis which could include creatinine values that are in flux as 

patients experience or recover from acute kidney injury, however the restriction of eGFR analyses to 

only those individuals with over one year of data aimed to reduce the effects of short-term creatinine 

changes, while the use of subject specific intercept and slopes within the eGFR slope modeling 

accounted for subject specific differences. The computation of co-morbidity scores from EHR ICD-10 

codes is routinely performed but can introduce bias based on billing and diagnostic patterns. 

Collapsing analyses carry their own set of limitations including the identification of QVs that are 

biologically meaningful and sequencing data variability.47 To address this we used a standardized QC 

and analysis pipeline that includes coverage harmonization along with measures of missense 

intolerance and multiple models to identify appropriate QV screening criteria. Power analyses 

suggest the rare-variant analyses performed were underpowered to identify many interactions with 

APOL1 genotype, demonstrating the need for larger sample sizes to identify genetic modifiers and 

confirm the novel clinical associations detected in this study. 

In conclusion, we confirmed that high-risk APOL1 genotypes conferred an increased risk of developing 

kidney failure and a higher rate of eGFR decline, and identified a graded risk between high-risk 

genotypes, where G1/G1 were most affected. In single APOL1 risk allele carriers we identified an 

increased risk of FSGS, and a trend towards a faster rate of eGFR decline. We found a lower diagnostic 

rate of exome sequencing for monogenic kidney diseases in individuals with high-risk APOL1 

genotypes, and identified suggestive signals in the inflammasome pathway in the gene-set analysis. 
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Figures and Tables: 

Table 1. Demographics and baseline data of included CKD patients, characterized by APOL1 risk 

genotype. 

 
 Low-Risk 

Genotype 

High-Risk 

Genotype 

Number 1187 239 

Biologic Sex, Female (%) 564 (48%) 105 (44%) 

Age at recruitment, years median (IQR) 43.7 (27.9 – 57.8) 43.4 (30.2 – 54.6) 

Age at last followup, years median (IQR) 48.4 (32.1 – 62.2) 48.8 (35.9 – 59.3) 

Follow-up time, years median (IQR) 3.7 (0 – 6.1) 3.7 (0 – 7.1) 

Pediatric at recruitment (%) 149 (13%) 4 (2%) 

Developed Kidney Failure (%) 630 (53%) 168 (70%) 

Age at Kidney Failure, years median (IQR) 43.3 (30.5 – 55.4) 40.6 (28.0 – 50.2) 

Received Kidney Transplant (%) 538 (45%) 150 (63%) 

Family History of Kidney Disease (%) 399 (34%) 83 (35%) 

Initial eGFR, mL/min/1.73m2 mean (IQR) 57.9 (33.2 – 97.6) 49.7 (34.5 – 81.7) 

Self-Described Race and ethnicity   

Asian, Hispanic or Latinx 3 (0.2%) 0 (0%) 

Asian, Not Hispanic or Latinx 5 (0.4%) 1 (0.4%) 

Black/African American, Hispanic or Latinx 70 (6%) 14 (6%) 

Black/African American, Not Hispanic or Latinx 294 (25%) 149 (61%) 

Black/African American, Unspecified Ethnicity 5 (0.4%) 2 (1%) 

Native American, Hispanic or Latinx 3 (0.2%) 0 (0%) 

Unknown or preferred not to specify, Hispanic or Latinx 265 (22%) 16 (7%) 

Unknown or preferred not to specify, Not Hispanic or Latinx 41 (3%) 1 (0.4%) 

Unknown or preferred not to specify, Unspecified Ethnicity 4 (0.3%) 0 (0%) 

White, Hispanic or Latinx 428 (36%) 41 (17%) 

White, Not Hispanic or Latinx 62 (5%) 15 (6%) 

White, Unspecified Ethnicity 7 (0.6%) 0 (0%) 

Genetic Ancestry Cluster   

Majority Black/African American 364 (31%) 170 (71%) 

Majority Hispanic or Latinx 195 (16%) 5 (2%) 

Admixed connecting cluster 628 (53%) 64 (27%) 

ZIP Code Median Income (by quintile)   

1 (Highest) 33 (3%) 3 (1%) 

2 355 (30%) 71 (30%) 

3 515 (43%) 102 (43%) 

4 218 (18%) 52 (22%) 

5 (lowest) 18 (2%) 3 (1%) 

Missing 48 (4%) 8 (3%) 

Hypertension 452 (38%) 108 (45%) 

Diabetes Mellitus 183 (12%) 37 (15%) 

Elixhauser Comorbidity Score, median (IQR) 5 (0 – 9) 7 (4 – 8) 

Missing 450 (38%) 86 (36%) 
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Table 2. Most common primary causes of kidney disease by APOL1 risk genotype. 

 

Clinical Diagnosis 
Low-Risk APOL1 
Genotype 

Single Risk Allele 
G1 or G2 

High-Risk APOL1 
Genotype 

FSGS 108 (9%) 35 (10%) 91 (38%) 

FSGS developing kidney failure 42 (39%) 14 (40%) 51 (56%) 

C1q Nephropathy 2 (2%) 0 (0%) 5 (5%) 

H-CKD 103 (9%) 34 (10%) 33 (14%) 

H-CKD developing kidney failure 79 (77%) 25 (74%) 33 (100%) 

LN 103 (9%) 37 (11%) 10 (4%) 

LN developing Kidney Failure 48 (47%) 23 (62%) 8 (80%) 

CAKUT 148 (12%) 28 (8%) 11 (5%) 

IgA Nephropathy 112 (9%) 23 (7%) 7 (3%) 

DKD 159 (13%) 50 (15%) 17 (7%) 

DKD developing Kidney Failure 136 (86%) 45 (90%) 15 (88%) 

Membranous Nephropathy 62 (5%) 20 (6%) 8 (3%) 

ADPKD 48 (4%) 17 (5%) 1 (0.4%) 

Other 334 (28%) 96 (29%) 61 (26%) 

Other includes: Membranoproliferative glomerulonephritis, ANCA vasculitis, anti-GBM disease, 

minimal change disease, chronic tubulointerstitial nephritis, Alport syndrome, 

thin basement membrane disease, nephrolitiasis, Gitelman syndrome, thrombotic microangiopathy, 

amyloidosis, nephronophthisis, medullary cystic kidney disease, sarcoidosis, Bartter syndrome, 

preeclampsia, scleroderma, and tuberous sclerosis. 

Abbreviations: autosomal dominant polycystic kidney disease (ADPKD), congenital anomalies of kidney 

and urinary tract (CAKUT), diabetic kidney disease (DKD), focal segmental glomerulosclerosis (FSGS), 

Hypertension associated chronic kidney disease (H-CKD), lupus nephritis (LN) 
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Table 3. Analyses of kidney failure outcomes by APOL1 genotype. Kaplan-Meier and Cox- 

Proportional hazard modelling applied to development of kidney failure, competing risk 

analysis includes competing risk of death, eGFR decline modelled using linear mixed effects 

modelling. Time to event analyses adjusted for sex, ZIP code based median income, genetic 

ancestry cluster, family history of kidney disease, presence of monogenic kidney disease, 

Elixhauser comorbidity score, diabetes mellitus and hypertension. eGFR decline adjusted for 

initial eGFR measurement, genetic ancestry cluster, diabetes mellitus, hypertension, family 

history of kidney disease, and primary cause of kidney disease. Statistical testing was not 

corrected for multiple testing 
 

Number of 

Subjects 

Age at Kidney Failure 

(Median, 95% CI, Years) 

Adjusted HR of Kidney Failure 

(95% CI), P 

Competing Risk HR of Kidney 

Failure (95% CI), P 

eGFR Decline Rate (Mean, 95% 

CI, mL/min/1.73m2/year), P 

Low-risk 1187 53.6 (51.8 – 55.6) 1 (reference) 1 (reference) 3.63 (5.36 – 1.88), reference 

High-risk 239 45.1 (42.0 – 48.7) 1.58 (1.31 – 1.91), P=1.5 x10-6
 1.59 (1.31 – 1.92), P=2.7 x10-6

 6.55 (8.24 – 4.83), P=6.9 x10-4
 

G1/G1 98 42.1 (40.5 – 48.9) 1.88 (1.45 – 2.44), P=1.9 x10-6
 1.86 (1.43 – 2.41), P=3.7 x10-6

 8.16 (10.83 – 5.56), P=8.9 x10-4
 

G1/G2 109 46.2 (42.0 – 50.0) 1.53 (1.19 – 1.97), P=1.0 x10-3
 1.54 (1.17 – 2.02), P=1.8 x10-3

 6.05 (8.27 – 3.93), P=0.03 

G2/G2 32 53.4 (42.4 – 66.5) 1.15 (0.74 – 1.79), P=0.54 1.15 (0.74 – 1.80), P=0.53 4.82 (8.90 – 0.71), P=0.56 



Figure 1. Patient flow within the study.



Figure 2. Risk of developing specific kidney diseases based on the number of APOL1 risk 

alleles. The comparison group is composed of individuals with congenital anomalies of the 

kidney and urinary tract and autosomal dominant polycystic kidney disease. Adjusted for family 

history of kidney disease, sex, ZIP code based median income, genetic ancestry cluster, 

Elixhauser comorbidity score, diabetes mellitus and hypertension. 

Abbreviations: FSGS = focal segmental glomerulosclerosis, HTN = hypertension-associated 

nephropathy, C3GN = C3 glomerulopathy, MN = membranous nephropathy, DKD = diabetic 

kidney disease, IgAN = IgA nephropathy, SLE = systemic lupus erythematosus.



Figure 3. Lifetime risk of developing kidney failure comparing subjects with high-risk APOL1 genotypes

to low-risk APOL1 genotypes. Median time to kidney failure denoted and Logrank P-value shown.



Figure 4. eGFR decline from baseline in subjects with high and low-risk APOL1 genotypes. eGFR decline

rate calculated with covariates held at mean values with 95% confidence intervals shown. Adjusted for 

primary cause of kidney disease, family history of kidney disease, diabetes mellitus, hypertension, 

genetic ancestry cluster, and initial measured eGFR.
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Abstract

Background Steroid resistant nephrotic syndrome (SRNS) is a frequent cause of end stage renal disease in children and 

post-transplant disease recurrence is a major cause of graft loss.

Methods We identified all children with SRNS who underwent renal transplantation in Italy, between 2005 and 2017. Data 

were retrospectively collected for the presence of a causative gene mutation, sex, histology, duration of pre-transplant dialysis, 

age at onset and transplant, HLA matching, recurrence, therapy for recurrence, and graft survival.

Results 101 patients underwent a first and 22 a second renal transplant. After a median follow-up of 58.5 months, the dis-

ease recurred on the first renal transplant in 53.3% of patients with a non-genetic and none with a genetic SRNS. Age at 

transplant > 9 years and the presence of at least one HLA-AB match were independent risk factors for recurrence. Duration 

of dialysis was longer in children with relapse, but did not reach statistical significance. Overall, 24% of patients lost the 

first graft, with recurrence representing the commonest cause. Among 22 patients who underwent a second transplant, 5 

suffered of SRNS recurrence. SRNS relapsed in 5/9 (55%) patients with disease recurrence in their first transplant and 2 of 

them lost the second graft.

Conclusions Absence of a causative mutation represents the major risk factor for post-transplant recurrence in children with 

SRNS, while transplant can be curative in genetic SRNS. A prolonged time spent on dialysis before transplantation has no 

protective effect on the risk of relapse and should not be encouraged. Retransplantation represents a second chance after 

graft loss for recurrence.
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Introduction

Steroid resistant nephrotic syndrome (SRNS) is the most 

common acquired cause of end stage renal failure (ESRD) 

requiring transplantation in children. Advances in genetic 

screening have allowed the identification of a monogenic 

cause of SRNS in one-third of cases [1]. Genetic SRNS are 

associated with an underlying mutations in genes encod-

ing podocyte associated proteins, resulting in structural 

or functional disruption of the glomerular filtration bar-

rier [2]. The pathophysiology of SRNS without underly-

ing mutations remains poorly explained and is thought to 

involve an unknown circulating permeability factor [3] 

which may also be implicated in the recurrence soon after 

transplantation [4].

Unfortunately, in up to 50% of patients, SRNS relapses 

after transplantation and disease recurrence is a major 

cause of graft loss [4–6]. Genetic SRNS have been 

reported to have a low rate of recurrences [7–9]. On the 

other hand, previous studies have suggested non-African 

race, rapid progression to ESRD (< 3 years) and previ-

ous recurrence after transplantation to be associated with 

SRNS relapse [8, 10, 11], but no established risk factors 

can actually predict the outcome. A longer time on dialysis 

before transplantation was believed to decrease the risk of 

relapse, but not confirmed by large reports [12, 13].

There is currently little consensus regarding the best 

management of post-transplant SRNS recurrence, which 

represents a devastating complication for families and phy-

sicians, and poses a significant threat to allograft survival. 

Plasma exchange (PE), steroids and rituximab are the most 

common strategies to treat the recurrence [14].

The objective of this study was to identify factors 

affecting the risk of recurrence and graft loss in children 

with SRNS, by stratifying the population according to 

their genetic status.

Methods

We performed a retrospective, multicentre, observational 

cohort study to address the long-term prognosis of renal 

graft, the risk factors for recurrence and the predictors 

for response to therapy following recurrence in paediat-

ric patients undergoing renal transplantation because of 

a SRNS.

We identified patients who underwent renal trans-

plantation at all five Italian paediatric transplant centres, 

between 2005 and 2017, with a primary diagnosis of 

SRNS and onset before 18 years. Patients were included 

if a clinical diagnosis of SRNS was made in an individual 

with otherwise unexplained nephrotic-range proteinuria 

refractory to standard steroid therapy and subsequently 

confirmed by renal biopsy showing a histological picture 

of focal segmental glomerulosclerosis (FSGS), minimal 

change disease (MCD), or diffuse mesangial sclerosis 

(DMS). Clinical records, pathology reports and genetic 

screening results were reviewed for the purposes of this 

study. Data were also collected about sex, age of disease 

onset, duration of pre-transplant dialysis, age at transplant, 

immunosuppression, allograft donor characteristics, dis-

ease recurrence, therapy for recurrence, and graft survival.

Patients were divided in three groups: Group A (Genetic 

SRNS): patients with an identified causative genetic muta-

tion and/or a first degree relative with SRNS and/or extra-

renal disease manifestations pathognomonic of SRNS, 

Group B (Idiopathic SRNS): patients with a negative or 

heterozygous recessive genetic test result and without a first 

degree family history or associated extra-renal manifesta-

tions pathognomonic of SRNS, Group C (unknown genetic 

status): patients with no genetic analysis performed and no 

family history or extra-renal manifestations typical of SRNS.

Definitions

Nephrotic-range proteinuria, urine protein:creatinine ratio 

(uPr/uCr) ≥ 2 mg/mg. Age at disease onset, age at first clini-

cal presentation of nephrotic syndrome. Steroid resistance, 

persistence of nephrotic range proteinuria following 4 weeks 

of daily 60 mg/sqm prednisone therapy. Post-transplant 

disease recurrence, an otherwise unexplained persistent 

nephrotic range proteinuria after renal transplantation, when 

rejection was excluded. Graft loss, functional failure of the 

renal allograft, necessitating renal replacement therapy. 

Remission after recurrence, complete resolution of protein-

uria (uPr/uCr < 0.2 mg/mg). Partial remission after recur-

rence, persistent reduction of proteinuria (uPr/uCr < 2 mg/

mg) with preserved renal function.

Statistical analysis

Categorical variables were compared using the Chi squared 

test for independence. The distribution of continuous vari-

ables in groups was compared using the Wilcoxon signed-

rank test and the Kruskal–Wallis test. Linear regression 

models were used to compare continuous variables. For 

multivariate analysis, multiple logistic regression models 

were used. A p value < 0.05 was considered statistically sig-

nificant. All statistical analyses were performed using the 

open source software R. (R Core Team, 2014. R: A language 

and environment for statistical computing, R Foundation for 

Statistical Computing, Vienna, Austria).
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Results

Study cohort

During the study period, a total of 728 (618 deceased 

and 110 living donors) renal grafts were performed at 

the 5 Italians pediatric transplant centres, of whom 123 

in patients with ESRD secondary to SRNS. 101 patients 

received a first renal allograft and 22 a second renal trans-

plant (12 failures of the original cohort and 10 failures of 

a first transplant that occurred before the study period). 

The number of patients who received a first transplant at 

each center is as follows: Istituto G. Gaslini, Genova—31, 

Bambino Gesù Children’s Hospital, IRCCS, Rome—23, 

Fondazione IRCCS Ca’ Granda, Ospedale Maggiore, 

Milan—20, Regina Margherita Children’s Hospital, 

Turin—15, University Hospital of Padua—12. The study 

cohort is summarized in Fig. 1.

First renal graft

101 patients (52.5% males) underwent a first renal trans-

plant. The median age at onset was 2.8 years of age (range 

0–17.2); 24 individuals (25.2%) presented with congenital 

SRNS, defined as onset of disease within the first 3 months 

of life. Renal histology was consistent with FSGS in 85 

cases, MCD in 14 and DMS in 2. Main demographic and 

clinical characteristics are summarized in Table 1. At trans-

plant all patients received an induction therapy with basi-

liximab and immunosuppression with steroids, calcineurin 

inhibitors and mofetil mycophenolate. Two patients were 

treated with plasmapheresis pre-transplantation.

Genetic testing results were available for 76 individuals 

(75.2%) (Table 2): 39 had an autosomal dominant mutation 

or were homozygous for a recessive mutation, 8 were hete-

rozygous carriers and 29 had a negative genetic test. Genetic 

results were unavailable for 25 patients, among whom we 

were able to identify 2 additional patients with genetic 

SRNS: one had a sibling with established genetic SRNS 

and another showed extra-renal disease manifestations 

Fig. 1  Study cohort
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suggesting a genetic disease. The patient cohort was there-

fore comprised of: Group A (genetic SRNS): 41 individu-

als (40.6%), Group B (idiopathic SRNS): 37 individuals 

(36.6%), and Group C (unknown genetic status): 23 indi-

viduals (22.8%). Age at the onset was similar between Group 

B (idiopathic) and Group C (unknown), while it was younger 

for patients with a genetic disease (Group A) (p < 0.0001).

NPHS1, encoding nephrin, was the single most com-

monly mutated gene and accounted for one-third (33.3%) of 

positive genetic results, followed by WT1, encoding Wilms 

tumour protein and NPHS2, encoding podocin. Mutations in 

these genes were responsible of 28.2% and 20.5% of genetic 

SRNS, respectively. Taken together, mutations in NPHS1, 

NPHS2, and WT1 accounted for 82% of identified genetic 

cases. Pathogenetic mutations were also identified in the 

following genes: PLCE1, ACTN4, COL4A5, SMARCAL1, 

LMX1B, COQ2 (Table 2). In eight cases renal disease 

was associated with a syndromic presentation, as follows: 

Denys Drash syndrome in four cases and one case each of 

Frasier syndrome, WAGR syndrome, Leopard syndrome and 

Schimke immuno-osseous dysplasia.

Post‑transplant disease recurrence

Median follow-up is 58.5 months (range 0.7–157.8). SRNS 

recurred in 32 individuals (31.7%) after the first renal trans-

plant, at a median time of 2 days post-transplantation. When 

stratified by genetic status, the incidence of post-transplant 

Table 1  Main demographic and 

clinical characteristics of SRNS 

children transplanted between 

2005 and 2017

Characteristics First renal Tx Second renal Tx

Total 101 22

Gender

 Male 53 (52.5%) 13 (59.1%)

 Female 48 (47.5%) 9 (40.9%)

Genetic disease

 Yes 41 (40.6%) 5 (22.7%)

 No 37 (36.6) 13 (56.6%)

 Unknown 23 (22.8%) 4 (18.2%)

Age at onset (years) median (range) 2.8 (0–17.2) 4.45 (0–14.29)

Age at transplant (years) median (range) 11.8 (2.6–20.8) 16.71 (4.56–31.1)

Time to ESRD (years) median (range) 3.3 (1.7–14.3) 2.5 (0–7.5)

Time on dialysis before transplantation (years) median 

(range)

2 (0–9) Not available

Donor type

 Living 6 (5.9%) 2 (9.1%)

 Deceased 95 (94.1%) 20 (90.9%)

Follow-up (months) median (range) 58.5 (0.7–157.8) 40 (0–148)

Table 2  Prevalence of mutations among patients with available genetic results

Gene Encoded protein Mode of inheritance Genetic 

tests 

n = 76

NPHS1 Nephrin Recessive 13

WT1 Wilms tumour protein Dominant 11

NPHS2 Podocin Recessive 8

ACTN4 α-Actinin Dominant 2

PLCE1 Phospholipase C Recessive 1

COL4A5 Type IV collagen α5 chain X-linked recessive 1

SMARCAL1 SWI/SNF-related, matrix-associated, actin-dependent regulator 

of chromatin, subfamily A-like protein 1

Recessive 1

LMX1B LIM homeobox transcription factor 1 β Dominant 1

COQ2 Coenzyme Q2 Recessive 1

Heterozygous carriers Recessive 8

No mutations 29
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disease recurrence was 59.5% in Group B (idiopathic SRNS) 

and 43.5% in Group C (unknown genetic status). No Group 

A (genetic SRNS) child experienced disease recurrence 

and this group was therefore excluded from further analysis 

(Table 3).

The difference in post-transplant disease recurrence 

between Group B and C, however, was not significant 

(p = 0.23). Risk factors for recurrence were evaluated in 

the remaining 60 patients (Group B and C). Overall, SRNS 

recurred in 32/60 (53.3%) non-genetic patients.

As all relapses except one (identified 10 years after trans-

plantation) occurred within 8 months from transplant, the 

analysis was made at 8 months of follow-up and included 

all evaluable patients (54 patients). Age at transplant was 

categorized as ≥ 9 years, following a ROC analysis identify-

ing it as the best cut-off for relapse prediction in our dataset 

(Fig. 2). Bivariate analysis was performed by Wilcoxon test 

for independent samples. Multivariate analysis was per-

formed by a logistic regression model.

At bivariate analysis, the following variable were signifi-

cantly associated to relapse:

– Age ≥ 9 years (p = 0.01823)

– At least one HLA AB match (p = 0.01752)

– At least one HLA DR match (p = 0.01763)

Gender, donor age and donor type (living or deceased) 

did not affect the risk of recurrence. Time to ESRD and 

duration of dialysis before transplant were not significantly 

associated with relapse; anyway, they were both longer in 

children with relapse (median = 4.6 vs 2.7 years, p = 0.2673 

and 2.4 vs 1.8 years, p = 0.06582, respectively).

We were not able to assess the role of different induction 

schedules, since all patients were homogeneously treated 

with basiliximab and immunosuppressive therapy. However, 

among the two patients treated with pre-transplantation PE, 

one experienced relapse the day after transplant.

Multivariate analysis included all the variables associated 

with recurrence at the bivariate analysis with a p value < 0.1 

(Table 4). Age at transplant > 9 years and HLA-AB match 

were the only independent risk factors for recurrence after 

transplant (p = 0.01017 and p = 0.02465, respectively). How-

ever, the best prediction model for relapse, characterized by 

the lowest residual deviance and lowest AIC, included also a 

longer duration of dialysis before transplant (Null deviance: 

68.029 on 49 degrees of freedom; Residual deviance: 49.584 

on 46 degrees of freedom; AIC: 57.584; p = 0.06994). The 

model including the aforementioned 3 variables has a likeli-

hood ratio test p value of 0.000356, and a pseudo R squared 

value of 0.271136 (McFadden method).

The risk factors for recurrence in Group B and C are sum-

marized in Table 5.

Disease recurrence was treated in all patients with PE 

with a median of 20 sessions (range 4–79). 22 were treated 

with rituximab and 9 with high dose steroids. The use of 

other therapeutic agents was as follows: ofatumumab (3), 

mesenchymal stromal cells (2), intravenous immunoglobu-

lins (2), abatacept (2), cyclophosphamide (2), cyclosporin 

(1) and thymoglobulin (1). Overall, a complete or partial 

remission was achieved in 15 and 4 patients, respectively, 13 

patients (40.6%) failed to achieve sustained disease remis-

sion, despite treatment and 11/13 subsequently lost the graft. 

Use of rituximab or high dose steroids did not influence 

the response rate (p = 0.3574). The remission was persistent 

with preserved renal function in 13/15 patients. One patient 

Table 3  Incidence of recurrence, stratified by genetic testing results

Characteristics Total, n = 101 Recurrence, 

n = 32

No recurrence, 

n = 69

Genetic results n, %

 Negative 37 22 (59.5) 15 (40.5)

 Unknown 23 10 (43.5) 13 (57.5)

 Positive 41 0 (0.0) 41 (100.0)

Fig. 2  ROC curve identifying the best cut-off for age at transplant 

with FPR = 0.58333333, TPR (sensitivity) = 0.86666667, Specific-

ity = 0.41666667, p value = 0.01823

Table 4  Variables included in the multivariate analysis

Variables

Age ≥ 9 years

At least one HLA AB match

At least one HLA DR match

Duration of dialysis before transplant
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had second untreatable relapse 10 years after transplant and 

lost the kidney. One additional patient with partial remis-

sion, following experienced rejection and lost his graft.

Graft loss

24 patients (23.8%) experienced loss of a first renal graft. 

The causes of graft loss were as follows: disease recurrence 

in 12 (50%), rejection in 6 (25%), primary non-functioning 

graft in 3 (12.5%), thrombosis in 2 (8.3%) and chemotherapy 

toxicity for post-transplant thrombo-proliferative disease in 

one case (4.1%). In addition, death with a functional graft 

due to sepsis occurred in two patients.

Second renal transplant

During the study period, 22 SRNS patients received a sec-

ond renal graft; 11 of them had had a recurrence in the first 

graft, while 11 lost their transplant for different reasons. 

Among patients with a previous recurrence, 2/11 patients 

lost their graft immediately after the transplantation for rea-

sons different from relapse (death and surgery complica-

tions) and were not included in the following analysis. After 

a median follow-up of 40 months, five patients relapsed on 

the second transplant. All of them have had a recurrence 

in the first graft. Therefore, in our population, only 5 out 

9 (55.5%) evaluable patients with a previous relapse expe-

rienced recurrence of proteinuria after the second kidney 

transplantation. Among five relapsed patients, only two 

subsequently lost the second graft. None of the 11 patients 

who lost the first transplant for different reasons suffered of 

relapse, with 4/11 having a genetic disease. Outside SRNS 

recurrence, two patients experienced a graft rejection and 

lost the second kidney graft and one patient died after a 

post-transplant lymphoproliferative disease.

Discussion

SRNS is a leading cause of ESRD in children. Post-trans-

plant recurrence is a common complication, associated with 

an increased risk of graft loss. Many efforts have been made 

to identify the risk factors for recurrence in order to improve 

prevention and treatment strategies [5, 6, 15].

Our study gives a clear picture of the Italian experience 

with kidney transplantation in children with SRNS, during a 

period of over 10 years, encompassing all the recent acqui-

sition regarding the etiopathology and therapeutic options 

for SRNS.

Table 5  Risk factors for post-transplant disease recurrence in Group B (idiopathic SRNS) and Group C (unknown genetic status) individuals, at 

8 months of follow-up

Statistically significant values in bold

Variables Total Recurrence, n (%) No recurrence, n (%) Univariate analysis p 

value

Multivariate 

analysis p 

value

Gender

 Male 30 (55.6%) 18 (60%) 12 (40%) 0.4624 0.26990

 Female 24 (44.4%) 12 (50%) 12 (50%)

Age at transplant, yr

 ≥ 9 40 (74.0%) 26 (65%) 14 (35%) 0.01823 0.01017

 < 9 14 (26.0%) 4 (28.6%) 10 (71.4%)

HLA-AB matching 0 vs > 0 0 vs > 0

 0 7 (13.5%) 1 (14.3%) 6 (65.7%) 0.01752 0.02465

 1 18 (34.6%) 13 (72.2%) 5 (27.8%)

 2 17 (32.7%) 9 (52.9%) 8 (47.1%)

 3 10 (19.2%) 6 (60%) 4 (40%)

HLA-DR matching

 0 16 (30.8%) 5 (31.2%) 11 (68.8%) 0.01763 0.46309

 1 34 (65.4%) 24 (70.6%) 10 (29.4%)

 2 2 (3.8%) 0 (0%) 2 (100%)

Recurrence No recurrence

Duration of dialysis median, range 2.4, 0.6–9 1.8, 0.1–5 0.06582 0.06994

Time to ESRD median, range 4.6, 0–12 2.7, 0–13 0.2673 0.72323

Donor age median, range 14, 1–63 11, 1–56 0.1609 0.84874
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The overall incidence of post-transplant disease recur-

rence (53% of non-genetic patients) is consistent with the 

available scientific literature, stretching back almost three 

decades [16, 17]. Recurrence is confirmed to be a very early 

event, with a median time from transplant of 2 days and 

30/32 events occurring within the first 2 months after trans-

plantation. By stratifying the cohort according to genetic 

status, we have been able to confirm that genetic SRNS 

does not recur after transplant. While previous reports have 

identified the genetic status as an important risk factor for 

disease recurrence, most available retrospective studies are 

unable to account for the genetic status of the majority of 

their cohorts [17, 18]. To the best of our knowledge, no 

previous studies were able to assess the risk of recurrence 

in an equally characterized population, as regards genetic 

disease. In our study, genetic results were indeed available 

for 76/101 patients (75.2%), furthermore since the remain-

ing individuals (Group C, unknown genetic status) closely 

resemble Group B (Idiopathic SRNS) in key clinical fea-

tures, including similar age of onset and rate of recurrence 

(43.5%), it is likely that most of them also represent cases of 

idiopathic SRNS. Indeed, we believe that patients with early 

onset or congenital SRNS were more likely to be tested for 

a genetic disease, while genetic testing was less performed 

in older children and adolescents with a clinical picture of 

idiopathic SRNS.

Our observation is in line with previous studies that 

report no or very low relapse rate after transplantation in 

children with genetic SRNS [9, 17, 19]. Few old reports 

have suggested a risk of relapse for genetic SRNS, but they 

are almost all related to NPHS2 mutation, including het-

erozygous individuals [20–23]. The causative role of the 

variants included in these reports should be reconsidered, as 

exquisitely suggested in a recent review by Bierzynska [15].

The rate of recurrence in idiopathic SRNS (Group B) 

was 59.5%. The result is slightly superior than previously 

reported. When genetic patients are excluded, Ding [17] and 

Pelletier [19] found a relapse rate of 46.3% and 47%, respec-

tively. The lower recurrence rate described by these groups 

could be justified by the presence of unknown genetic SRNS 

patients. Indeed, when both Group B and C are considered, 

the overall rate of recurrence was 53.3% in our cohort. 

Therefore, our data underline the importance of a genetic 

evaluation for SRNS genes in order to plan transplantation, 

as it represents the principle risk factor for recurrence.

Aside from absence of a genetic aetiology, our study iden-

tified age at transplant greater than 9 years and HLA-AB 

match as independent risk factors for recurrence. The best 

prediction model for recurrence included also a longer dura-

tion of dialysis.

Nehus et al. reported a higher rate of recurrence in 

younger children, among a cohort of 327 patients, though 

genetic results were not reported for any participants [24]. 

No significant difference in relapse rate according to the 

age at transplant were detected by Tejani and Stablein [12] 

and in the more recent studies by Ding et al. and Pelletier 

et al. [17, 19]. Again, unavailability of genetic testing for 

the majority of their patients could justify the different 

findings.

HLA-AB match was independently related to recurrence 

in our cohort, in contrast HLA AB or DR match did not 

influence the risk of relapse in the study by Tejani et al. 

[12] and did not affect transplant outcome in adolescent with 

SRNS in a retrospective study of the NAPRTCS registry 

[25].

Following the evidence that a circulating factor is respon-

sible for recurrence, it has been suggested that a prolonged 

dialysis prior to renal transplantation would have a protective 

effect as far as the risk of relapse is concerned. The results 

of our study do not support this hypothesis. Indeed, in our 

study cohort, a longer duration of dialysis was associated 

with an increased risk of relapse. Even if this variable did 

not reach significance, its inclusion identifies the best pre-

diction model for recurrence  (R2 0.271136). Among the few 

studies which investigated the association between duration 

of dialysis and disease recurrence, no significant differences 

were found in a single centre experience of 43 patients by 

Senggutuvan [16]. In a larger cohort of 132 paediatric renal 

transplants, found no relationship between disease recur-

rence and duration of dialysis was found [12]. Hence, since 

no protective effect was proven by others and our data show 

a longer duration of dialysis in patients with recurrence, even 

if not statistically significant, it is not justified to prolong 

the duration of dialysis before transplantation in children 

with SRNS.

Whether donor type (living vs deceased) is significantly 

associated with disease recurrence remains controversial. 

Data from old registries [26, 27] found no increased recur-

rence rates according to the type of donors. Other studies 

have suggested living donor as an independent risk factor 

for recurrence [17, 28, 29]. Our study cohort included only 

six living donor recipients (5.9%), reflecting the reluctance 

of paediatric nephrologists to use living donors in SRNS 

patients, due to the risk of recurrence and graft loss. On 

the other hand, since in our cohort no relapses occurred in 

genetic SRNS, another important clinical implication of 

our study is that living kidney donors can be safely used in 

genetic SRNS patients.

All patients from our cohort were treated with PE, fol-

lowing SRNS recurrence. Complete or partial remission was 

achieved in 19/32 (59.4%) children, with a functioning graft 

after a median follow-up of 39.5 months. Similar rates of 

response were previously reported. Kashgary et al. in their 

meta-analysis identified a remission rate of 70.2% in children 

treated with PE [14]. A lower response rate was reported by 

Pelletier [19], but remission information was available only 
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for 49/64 (77%) relapsed patients and the detailed immuno-

suppressive strategy is missing. According to our results, PE 

is confirmed as an effective treatment for recurrence. Even 

the small numbers, rituximab and high dose steroids did not 

influence the response rate in our cohort.

On the other hand, disease recurrence was the leading 

cause of graft loss in non-genetic SRNS and the rate of graft 

loss after relapse (34.3%) in our study is consistent with 

previous data [26].

Among the small number of retransplanted individuals 

included in our study, the overall incidence of relapse in a 

second renal graft after a first recurrence is not significantly 

different from the first transplant (55%). In 4/9 patients who 

experienced a relapse in their first transplant, proteinuria 

did not recur after the second transplantation. This contrasts 

with reported small cohorts in whom the incidence of recur-

rence approaches 100% once the first transplant was lost for 

recurrent SRNS [10, 12, 28, 30]. We are not able to identify 

the factors responsible of the different outcome, but accord-

ing to our data retransplantation after relapse can be consid-

ered in children with SRNS.

Conclusions

Twelve years of the Italian experience with post-transplant 

SRNS recurrence allows us to reach different important con-

clusions. Firstly, the absence of underlying genetic mutations 

predicts a high risk of post-transplant recurrence, therefore 

genetic screening must be performed in all children with 

SRNS before transplantation in order to best plan their care 

in the post-transplant period. Age > 9 years is an independ-

ent risk factor for recurrence, while a prolonged time spent 

on dialysis before transplantation has no protective effect 

on the risk of relapse and should not be encouraged. Living 

donor did not influence the risk of relapse and can be safely 

used in genetic SRNS patients. PE based treatment strategies 

are effective in the majority of relapsed patients. Finally, in 

those who experience graft loss, even for recurrence, it is 

appropriate to consider retransplantation, as it maybe cura-

tive in the long term.
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