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P1 Push-Pull Dye as a Case Study in QM/MM Theoretical
Characterization for Dye-sensitized Solar Cell Organic
Chromophores**
Valeria D’Annibale,[a, b] Cheng Giuseppe Chen,[a] Matteo Bonomo,[a, c] Danilo Dini,[a] and
Marco D’Abramo*[a]

In this work, an accurate modelling of the absorption spectrum
and of the ground and excited state redox properties of the P1
dye – a benchmark system in p-type Dye-sensitized Solar Cells
(p-DSCs) – is presented. The computed values were obtained
by means of a QM/MM approach that combines a low
computational cost with a proper treatment of the effects of

the environment. The good agreement between our theoret-
ical-computational estimates and the available experimental
data underlines how a proper description of the redox
thermodynamics of the ground and electronic excited states of
the dye in a realistic environment can be provided by in silico
modelling.

Introduction

Dye-sensitized solar cells (DSCs) are photoelectrochemical
devices that convert solar energy into electrical energy,[1,2]

thanks to the photoactivated injection of charge carriers from a
large band gap semiconductor to a redox species, via an
electronically excited molecular dye.[3,4]

At the practical level, DSCs attract continuous attention in
the ambit of organic/molecular photovoltaics by virtue of the
optical (quasi-)transparency, a feature that allows the integra-
tion of DSCs in building fenestration and the development of
powering systems based on the exploitation of indoor-light.[5]

From a computational viewpoint, Quantum Mechanics/Molec-
ular Mechanics (QM/MM) approaches, able to couple the
electronic description of a region of the system with an
extended phase-space sampling, have been applied in the past
to model the one-electron oxidation occurring in complex
environments such as in biological systems[6–9] and in organic
molecules in solution.[10–14] In the context of Dye-sensitized
Solar Cells, it is worth noting that reduction/oxidation
potentials are often simply modelled by considering the HOMO

and LUMO energies, thus neglecting a proper physical
description of such a property, which requires the estimation of
the free energy of the redox processes.

In this work, we have selected, as case study, the P1
molecule (4-(Bis-4-[5-(2,2-dicyano-vinyl)-thiophene-2-yl]-phenyl-
amino)-benzoic acid[15]), one of the first organic dye effectively
used in p-type cells, originally designed, synthesized and
characterized by Qin et al. as p-type benchmark dye and it was
studied by means of a QM/MM procedure – the Perturbed
Matrix Method (PMM)[16,17] – to describe the electronic proper-
ties of the dye in solution, where the environmental effects are
explicitly treated.

By such an approach, it was possible to evaluate the redox
properties, i. e. the free energies of the electron loss/gain
processes, of the P1 molecule in a realistic environment, at a
reduced computational cost and with a higher accuracy than
DFT ab initio methods,[5,18–20] due to the perturbation given by
Molecular Dynamics (MD) sampling. The presence of the
environment, classically treated, enables a realistic description,
without the limit in computational cost that other QM/MM
methods generally reveal.[21] In particular, we estimated the
reduction and the oxidation potential of the ground and the
first electronic excited state of the P1 molecule as well as its
absorption spectrum in solution.

From a practical point of view, in a real DSC environment,
the light absorbing dye needs to be chemically linked to the
semiconductor via a covalently-bound anchoring group
present in the dye structure, in order to impart chemical
stability in the dye-sensitized system, during operations under
illumination, and to warrant the continuity of the action of
sensitization.[22] Anchoring allows the charge transfer (CT)
between dye and the semiconductor electrode via effective
decoupling of the photogenerated exciton.[23]

At the photoactive dye-semiconductor junction of a DSC,
the electron transfer (et) process between the excited dye and
a redox species is rendered possible for the matching of the
frontier energy levels of the dye and the Nernst energy level of
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the redox couple,[24] according to the scheme depicted in
Figure 1, for a p-type DSC.[25,26]

Organic chromophores for p-type cells are capable to push
the photo-generated electron excess away from the site of
anchoring on p-type electrode substrate (conducting by holes),
through a structural spacer which is vehicular for electrons[27,28]

(Figure 2).

Therefore, an important part of the p-DSC research is
represented by the design and modelling of new dye-
sensitizers to ameliorate the conversion performance of such
photoelectrochemical devices.[29,30]

This kind of dye structures belongs to the wider class of
push-pull dyes,[15,31–36] which have an electron-donor moiety
separated by one or more spacer units – usually aromatic
rings – and an additional sub-unit with electron-withdrawing
character. This structural arrangement of chemical moieties,
with different electronic properties, favors an intramolecular CT
process[37] and defines an et pathway from the semiconductor
to the redox mediator in solution.

Generally, the efficiency of p-type cells is remarkably lower
than that of n-type[38–40] and it is related to the possibility of
charge recombination (between holes in the semiconductor
and the reduced dye or the reduced form of the redox
mediator)[41–43] and/or of dye aggregation (with an intermolec-
ular charge transfer, thus decreasing the effectiveness of the
electron injection between the semiconductor and the dye
molecules).

For this reason, the in silico analysis of the electronic
features of new organic chromophores might provide a boost
in designing more efficient Dye-sensitized Solar Cells. In fact,
computational modelling of the electronic structure of typical
organic dyes, used in these devices, embedded in a solvent
box, can be accomplished by a relatively low amount of
resources in terms of time and computational power. Following
well-established theoretical-computational approaches, rou-
tinely and effectively used in different fields, an accurate
modelling of the dye might provide a better understanding of
the electronic processes regulating the DSCs behaviour, thus
suggesting alternative and effective strategies for the improve-
ment of such devices.

In P1 dye molecule,[15] the electron-donor moiety is
represented by a triphenylamine unit, whereas the electron-

Figure 1. Electron pathway (indicated by the red arrows) in an illuminated p-
type DSC for the realization of two et steps: (a) p-type semiconductor!dye
(et between the states with energies corresponding respectively to the upper
edge of the p-type semiconductor valence band (VB) and the ground state of
the dye); (b) excited dye!oxidized form of the redox couple (et between the
excited dye energy level and the empty state of the oxidized form of the
redox mediator). Upon light absorption (consisting in the excitation of the
anchored dye), the overall process of et between p-type semiconductor and
redox species occurs through the succession of steps (a) and (b).

Figure 2. Structure of a dye for p-DSCs, characterized by the presence of three distinct parts, each of one with a specific function: (green) electron donor
(region of the dye that receives an electron from a p-type semiconducting substrate and is able to donate it to an electron acceptor moiety of the molecule);
(violet) π-bridge (electron vehicle); (red) electron acceptor (region of the dye that withdraws the electron from the donor counterpart and is able to donate it
to the oxidized form of the redox mediator). All moieties are electrically connected with each other. The desired et process is activated by light-absorption (an
event that leads to charge separation in the π-bridge moiety).

ChemistrySelect
Research Article
doi.org/10.1002/slct.202204904

ChemistrySelect 2023, 8, e202204904 (2 of 9) © 2023 The Authors. ChemistrySelect published by Wiley-VCH GmbH

Wiley VCH Dienstag, 04.04.2023

2313 / 294650 [S. 821/828] 1

 23656549, 2023, 13, D
ow

nloaded from
 https://chem

istry-europe.onlinelibrary.w
iley.com

/doi/10.1002/slct.202204904 by C
ochraneItalia, W

iley O
nline L

ibrary on [21/08/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



withdrawing moiety is constituted by two malononitrile units.
Tiophene rings are used as spacers, with the role of reducing
the planarity of the structure to avoid aggregation between
dye molecules and to slow down charge recombination
phenomena. Here, the electrons flow from the donor part of
the molecule to the malononitrile acceptor groups located on
the opposite side of the structure, resulting in an electron
deficiency near the p-type semiconductor surface. The et
pathway ends as the excess electron, localized on the
malononitrile moieties, is transferred to the redox species in
the electrolyte. According to these considerations, our data, in
close agreement with experimental values, suggest that this
kind of approach can be used to model dye-systems, taking
into account the electronic properties of the molecules with
great accuracy and evaluating their spectroscopic and redox
features, thus allowing for an in silico screening of the most
promising molecules.

Results and Discussion

Energetic of the P1 molecule in solution

The unperturbed (gas-phase) properties, i. e. excitation energies
(reported in Table S3–S5 of SI), ESP charges and dipole
moments, have been calculated and used – within the PMM
procedure – to estimate the perturbed properties, as explained
in the Methods section (see Theoretical background, Eq. (1–3)).
Due to its rigid structure, the QC is represented by the whole
P1 molecule. Such a choice is supported by the analysis of the
dihedral angles (reported in Panel S3 of SI), which shows that
limited intervals of dihedral angle values are explored along
the MD trajectories. The analysis of the change in the charge
distribution upon excitation indicates how the charge is able to
flow through the dye, in virtue of its typical push-pull structure,
upon excitation by solar radiation. In particular, the difference
between the unperturbed charge density of the ground and
the first excited state shows a positive charge density differ-
ence in the electron-donor portion and a negative charge
density difference in the two electron-acceptor moieties of the
dye. The corresponding map of the charge density differences
and the associated atomic charges are reported in Figure 3 and
Table 1.

By means of the PMM, we estimated the effects of the
environment on the electronic energy of the P1 molecule in
both cationic and anionic forms. As expected, the effect of the
environment is to lower the electronic energy of the dye for all
the forms considered (see Table 2). Such an effect is particularly
relevant in the ionic ensembles, where the energy decreases
are – on average – of 3.60 eV (Radical Anion ensemble, RA) and
4.77 eV (Radical Cation ensemble, RC), due to the favourable
electrostatic interactions taking place between the chromo-
phore and the solvent molecules.

However, the energy decrease of the neutral molecule due
to the environment is more limited with respect to the ionic
forms, indicating that the energies of the reduction and
oxidation processes are both affected by the environment.

Furthermore, Figure 4 shows the unperturbed state contri-
bution to the perturbed ones. The stabilization of the radical
anion/cation molecules, in their respective ionic ensemble, is
due to favourable electrostatic interactions which induce a
mixing of the unperturbed states, whose effect is to lower the
perturbed energy in comparison with the neutral ensemble. On
the other hand, P1 dye in the neutral form presents a very
limited mixing between the unperturbed states in all of its
perturbed states (for a detailed analysis of the ground
perturbed electronic wavefunctions in the three environments
considered, see Figure S3 of SI).

By means of MD-PMM approach, we also estimate the
vertical ionization energy (VIE) as explained in Methods section.
To check the effect of the conjugation on this property, the VIE
was calculated using different QC of different sizes. Interest-
ingly, the effect of adding conjugated groups to the
thiophene-malonitrile is to lower the VIE, which reaches the

Figure 3. Left: Stick representations of the P1 molecules. The electron-
withdrawing regions are indicated by red circles, while the electron-donor
one, by a blue circle. C atoms are in gray, N atoms in blue, O atoms in red, S
atoms in yellow and H in white. Right: Density charge differences between
the first excited state and the ground state. Red/blue surfaces indicate an
increase/decrease of the electronic density upon electronic excitation.

Table 1. P1 neutral form ESP charges of the electron-donor (TRPH) and
electron-withdrawing (S1) moieties. Δq is the difference between the first

excited state and the ground state ESP atomic charges.

Charge Density (a.u.) TRPH S1

ground state 0.24 � 0.24
1st excited state 0.61 � 0.61
Δq 0.37 � 0.37

Table 2. Effects of the environment on the electronic energies for the
neutral ( Ueh iN� U

0
e;N), radical anion ( Ueh iRA� U

0
e;RA) and radical cation

( Ueh iRC � U
0
e;RC ) states of the dye molecule. U0

e represents the unperturbed
electronic ground state energy. The energies are in eV.

Molecule Ueh iN� U
0
e;N Ueh iRA� U

0
e;RA Ueh iRC � U

0
e;RC

Neutral Ensemble � 1.38 � 1.28 � 1.61
Radical Anion Ensemble � 1.47 � 3.60
Radical Cation Ensemble � 2.14 � 4.77
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value of 6.91 eV when the whole P1 molecule is taken as QC
(see Table S6 in SI). As expected, and in contrast to the redox
free energy (see below), the convergence of the VIEs requires a
rather limited sampling, i. e. it converges in the first few ns of
the simulation (see Panel S1 in SI). Using the trajectory of the
perturbed energy differences, the reduction/oxidation free
energies, as well as the corresponding redox potentials have
been calculated by means of Eq. (5–6) and Eq. (4), respectively
(see below). Our theoretical-computational estimates of the
redox potentials, reported in Table 3, are in very good agree-

ment with the corresponding experimental data. In fact, within
the statistical uncertainty evaluated by block averaging
procedure of �0.1 V, both the calculated reduction and
oxidation potentials of P1 in acetonitrile solution are virtually
indistinguishable from the experimental values (Table 3). Inter-
estingly, the estimate of the free energies indicates that, for the
dye in solution, a proper phase space sampling of the whole
system is mandatory. In fact, the redox free energy values
calculated along the MD trajectories (Panel S2 in SI) clearly
show that the convergence of this property is achieved only
after several ns.

As in DSCs the electronic excited state potentials can be
involved in the process, we also calculated, using the same
procedure, the redox potentials of the first excited state of the
dye, obtaining a Vred, exc of � 1.38 V and a Vox, exc of 1.93 V (see
Table 4). Our data underline that the first excited state of P1
shows a lower stabilization of the anionic form in the excited
state with respect to the ground state as provided by the
corresponding free energy differences (see Table 4). Similarly,
the oxidation of the ground state is favoured with respect to
the excited state.

In summary, the calculated oxidation potentials of the P1
molecule in solution, for both the ground and the first excited

Figure 4. Cumulative histograms of the contributions of the unperturbed electronic states to the perturbed electronic states, for each QC (neutral, radical anion
and radical cation) in the three ensembles (neutral, radical anion and radical cation). The contributions were averaged over the entire simulations.

Table 3. Comparison between the experimental reduction and oxidation
potential[15,44,45] and the values calculated by means of PMM in acetonitrile
solution, with an estimated error of �0:1 V. All the redox potentials are

reported against VNHE =4.43 V.

Vred Vox

ACN sol.
exp.a � 0.81 1.34
calc. (PMM) � 0.75 1.22

[a] Experimental values are reported as the mean potential between three
different data present in literature,[15,44,45] with an estimated error of
�0:03 V for both reduction and oxidation processes.
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electronic states, are more positive than the NiO valence band
(�0.5 V vs NHE[45,46]), thus allowing for a hole injection to the
NiO from both the electronic states. Similarly, the P1 reduction
potential in solution decreases of �0.6 V upon light absorption,
thus indicating that, in both the electronic states, the redox
reaction involving the reduction of the usual redox mediator,
i. e. the couple I�3 =I

� , and the P1 (or P1*) oxidation is
thermodynamically favoured.

Uv-Vis Absorption

The simulated Uv-Vis absorption spectrum was calculated as
reported in Eq. (7–8) and compared with the experimental one

in the range between 280 and 800 nm (see Figure 5). Both the
calculated λmax and e lmaxð Þ well match the corresponding
experimental data (see Table 5).

The analysis of the excited electronic states shows that the
first two electronic transitions are responsible for the first band
centered at �480 nm, whereas the third and fourth excited
states contribute to the band centered around 370 nm. The
differences between the calculated and the measured spectra
in this region are probably due to additional excited states
which are not well described by gas-phase quantum mechan-
ical calculations.

The effect of the perturbation on the excitation energies
can be evaluated by the comparison between the gas-phase
values and the corresponding perturbed excitation energies. As
shown in Table 6, the energy shift between unperturbed and
perturbed excitation energies is always positive, indicating a
more favourable interaction of the environment with the
ground state with respect to the excited states.

In addition to this, the effect of considering the environ-
ment perturbation (i. e. acetonitrile solvent), is highlighted also
by the different Uv-Vis spectrum between in vacuum and MD-
PMM calculations, as reported in Figure S2 and Table S2 of SI.
The perturbation enables a more accurate modelling of both
the λ maximum position and the relative height of the two
main absorption peaks.

Table 4. Free energy differences and redox potentials for the oxidation and
reduction processes of the dye in the ground and in the 1st excited state.
The estimated statistical error for the energies is � �0:1 eV and for the

redox potentials (reported Vs VNHE=4.43 V) is � �0:1 V.

Ground state ΔA (eV) VPMM
red=ox (V)

D+e� **D� * � 3.7 � 0.75
D**D+*

+e� 5.7 1.22

1st excited state

D*+e� **[D� *]* � 3.0 � 1.38
D***[D+*]*+e� 6.4 1.93

Figure 5. Left: Theoretical absorption spectrum with the contributions of the first four excited states. Right: Comparison between normalized theoretical and
experimental P1 absorption spectra.

Table 5. Comparison between perturbed (Epertexc ) and unperturbed (Eunpertexc )
excitation energies. Values are reported in eV.

Transition Epertexc Eunpertexc

0!1 2.54 2.45
0!2 2.74 2.65
0!3 3.43 3.34
0!4 3.49 3.41

Table 6. Experimental and Theoretical spectral parameters.

λmax (nm) ε (λmax) (M
� 1 cm� 1)

Theoretical 479 54544
Experimental 472 58569
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Conclusion

In our work we show the possibility of accurately reproducing
the electronic properties of a dye, the P1 molecule, by means
of a theoretical-computational procedure at a reasonable
computational cost. Noteworthy, the P1 reduction/oxidation
potentials in solution are formally estimated by the free energy
differences, thus not requiring further assumptions on orbital
energy levels.

The calculated redox properties and the Uv-Vis absorption
spectrum are in very good agreement with the corresponding
experimental data in acetonitrile solution. In addition, our
procedure is able to model the redox properties of the dye
electronic excited states, which can be involved in the DSCs. In
particular, our data point out that the change in redox
potentials upon light absorption still allows for the redox
processes occurring within DSCs, i. e. the hole injection in the
semiconductor and the dye oxidation by the redox mediator.
Therefore, the proposed method represents a valid tool to test
and design molecules with selected electronic features to be
used in Dye-sensitized Solar Cells.

Methods

Theoretical background

The Perturbed Matrix Method

The MD-PMM is a theoretical approach similar to other
Quantum Mechanics/Molecular Mechanics (QM/MM) hybrid
methods.[14,47–51] In such approaches, molecular dynamics simu-
lations usually provide a proper sampling of the molecule
configurations and a sub-part of the overall system is
considered as quantum center (QC), i. e. where the electronic
properties are explicitly calculated by means of quantum-
mechanical calculations.[7] The QC is the region of the system
where the electronic processes are observed. The details of the
method can be found in previous works[7,16,17] and thus, only a
brief description is reported here.

The electronic unperturbed properties of the isolated QC
are calculated at quantum-mechanical level in vacuum. Then,
for each step of the molecular dynamics simulation, the
instantaneous configuration of the environment atoms deter-
mines different charge distributions providing the perturbing
electric field felt by the QC. This effect is included within the
QC electronic Hamiltonian operator, Ĥ, that can be expressed
via:

Ĥ ¼ Ĥ0 þ V̂ (1)

where Ĥ0 is the unperturbed electronic Hamiltonian for the
isolated QC and V̂ is the perturbation operator, that can be
obtained via a multipolar expansion centered in the QC center
of mass, r0:

V̂ ffi
X

j

½V r0ð Þ � E r0ð Þ � rj � r0
� �

þ :::�qj (2)

with j running over all the QC particles (i. e., nuclei and
electrons), qj the charge of the jth particle, rj the corresponding
coordinates, V the electrostatic potential exerted by the
perturbing environment, and E the perturbing electric field
(E ¼ � @V=@r). In the present work, a recent development of
the PMM approach including higher order terms by expanding
the perturbation operator around each atom of the QC (atom-
based expansion)[17] is used. Within such an approach, the
perturbation operator V̂ is expanded within each Nth atomic
region around the corresponding atomic center RN (i. e., the
nucleus position of the Nth atom of the QC), providing:

V̂ ffi
X

N

X

j

WN rj
� �
V RNð Þ � E RNð Þ � rj � RN

� �
þ :::

� �
qj (3)

with j running over all QC nuclei and electrons, N running over
all QC atoms, and ΩN a step function being null outside and
unity inside the Nth atomic region. The expansion of the
perturbing term is used in this work only for the Hamiltonian
matrix diagonal elements, whereas the other Hamiltonian
matrix elements are obtained by using the QC-based perturba-
tion operator expansion within the dipolar approximation
(Eq. (2)). For each frame of the molecular dynamics trajectory,
the Hamiltonian matrix is constructed and diagonalized taking
into account the instantaneous perturbation of the environ-
ment. As a result, it provides a continuous trajectory of
perturbed eigenvalues and eigenvectors, used here to esti-
mate:
(i) QC ground and excited state energies for the neutral,

oxidized and reduced form of the molecule;
(ii) QC perturbed transition dipole moments to describe the

absorption signals in order to reproduce the Uv-Vis
spectrum of the dye.

The Free Energy of the redox processes

The determination of the redox potentials requires the
evaluation of the Helmholtz free energy change, ΔA, between
the neutral and the oxidized/reduced forms of the molecule.
The redox potential can be expressed as follows:

Vred=ox ¼ �
DAred=ox

nF (4)

where F is the Faraday constant and n the number of the moles
of exchanged electrons. In this way, for each electron transfer
process, a free energy change can be expressed as:

DA ¼ � kBT lnhebDHiox þ DAion
red ¼

kBT lnhe
� bDHired � DAion

ox ffi

� kBT lnhebDUeiox þ DAion
red ¼

kBT lnhe� bDUeired � DAion
ox

(5)

where DH is the QC-environment whole energy change upon
oxidation (red! ox) or reduction (ox! red) process, while
DUe is the corresponding QC perturbed electronic ground state
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energy change that is obtained, at each classical configuration,
from the relaxation of the quantum nuclear degrees of
freedom. In these terms, the energy change is an adiabatic
energy, approximating the vibronic ground state energy
change[52] (i. e. DUeh ired is the adiabatic ionization energy, AIE).
The angle brackets subscripts ox and red indicate that both the
energy change, as well as the averaging, are obtained either in
the oxidized or reduced ensemble, each involving its own ionic
condition, and the approximation DH ffi DUe is used, since the
environment internal energy change associated with the QC
reaction is disregarded (being exactly zero when considering
typical MD force fields and assuming the environment
electronic state independent of the QC oxidation state).

Finally, DAion
red is the relaxation free energy for the reduced

species due to the ox! red ionic environment transition and
DAion

ox is the relaxation free energy for the oxidized species due
to the red! ox ionic environment transition. From Eq. (5) it
follows that � kBTln ebDUe

� �
ox and kBTln e� bDUe

� �
red provide the

upper and lower bounds of ΔA and hence, assuming
DAion

red � DAion
ox , it can be written:

DA ffi
kBT
2 ln

e� bDUe
� �

red

ebDUeh iox
(6)

This last equation provides for the reduction, as well as the
oxidation process, the perturbed free energy change evaluated
by considering the average of the electronic ground state
energy obtained via the MD-PMM approach described in the
previous subsection. From the free energy values the redox
potentials were consequently estimated (as shown in Eq. (9)).

Modelling of the Uv-Vis Absorption Spectrum

By means of the PMM-MD approach is possible to calculate the
electronic properties of the ground and electronic excited
states of QC in a complex environment[53] and thus, to model
the absorption spectrum of chromophores in solution. Briefly,
the absorption spectrum can be described by the extinction
coefficients e0;i nð Þ for the electronic transitions 0!n where n
represents the excited state index. The extinction coefficient,
e0;n nð Þ can be expressed as:

e0;n nð Þ ¼
jm0;nj

2
n1 nð Þhn

6ce0�h2 (7)

where e0 is the vacuum dielectric constant, jm0;nj
2
n
is the square

of the electronic transition dipole, averaged between the
frequencies n and nþ dn, h is the Planck constant, �h ¼ h

2p
and

1 nð Þ is the probability density of the vertical transition
frequency of the QC in the perturbing environment.[53] Along
the N frames provided by the MD simulation, with ideally N!
∞, we can rewrite the extinction coefficient as follows:

e0;n nð Þ ¼ lim
N!∞

1
N

XN

i¼1

jmref ;ij
2
n1i nð Þhn

6ce0�h2 (8)

where 1i nð Þ is the probability density of the vertical transition
at the ith MD frame and jmref ;ij

2
n
is the square of the perturbed

transition dipole intensity at the ith MD frame, obtained for the
reference QC structure, embedded in that instantaneous
environment configuration.

Computational details
The PyMM open source software package was employed to apply
the QM/MM hybrid method.[54] The PMM procedure was used
considering the whole P1 molecule as the QC, whereas the
acetonitrile molecules furnished the perturbation of the environ-
ment. Due to the very limited flexibility of the P1 (as suggested by
the dihedral angle analysis, see Results and Discussion section and
Panel S3 of SI), a single structure of the QC was used. The
optimized geometries of the neutral, radical cation and radical
anion dye molecule and their corresponding electronic ground
state properties were obtained by means of the Density Functional
Theory (DFT), using the mPW1PW91 functional and 6-31+G(d,p) as
basis set. The functional was selected according to the current
literature dealing with charge transfer processes.[55,56] The unper-
turbed energies, dipole moments and atomic ESP charges for the
excited states were computed at the same level of theory by means
of the Time-Dependent Density Functional Theory (TD-DFT).[57,58] All
the quantum-mechanical calculations have been performed by
means of the Gaussian software package.[59] Molecular Dynamics
(MD) simulations of the dye molecule in acetonitrile solution were
performed by means of Gromacs software package.[60,61] The MD
simulations provide, for both the redox processes analyzed, two
ensembles with a respective ionic environment, each with the
proper number of counterions to neutralize the total charge of the
MD simulation box. All the dynamics were performed in a cubic
box of side 4.08 nm at 300 K for 180 ns, with a time step of 2 fs, at
constant volume, using a previously reported model of the
acetonitrile.[62] The velocity rescaling algorithm has been used to
keep the temperature constant at 300 K.[63] For the simulations of
the molecule in (radical) cationic and anionic forms, the atomic
partial charges were estimated by the same procedure used for
determining the parameters provided in the OPLS-AA force field.[64]

The carboxylic group atoms were kept fixed during the MD
simulations to mimic the anchoring of the dye to a solid support.
Furthermore, the absence of the semiconductor in our simulations,
necessary for easy and inexpensive calculations, was considered as
an unremarkable approximation, without a loss of accuracy, due to
the fact that the spectra of P1 dye, free in acetonitrile or adsorbed
to NiO semiconductor, show little variations (as reported by Qin
et al.[15] in their supporting material). In addition, the dye molecules,
anchored to the semiconductor, conduct the electron transfer at
the interface between the solid surface and the solvent-electrolyte
environment. In this respect, the last one results as the main
responsible in modulating charge recombination processes that
afflict p-type DSCs, thus making the modelling of the solvent the
necessary condition for evaluating the electronic properties of the
organic dyes in this context. For the reduction and oxidation
potential calculation, we consider as reference the VNHE value of
4.43 V, defining the standard redox potentials as follows:

Vred ¼
� DAred

nF � VNHE

Vox ¼
� DAox

nF þ VNHE

(9)
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where Vred and Vox are reduction/oxidation potentials associated to
the following reactions:

Dþ e� Ð D� .

DÐ Dþ.

þ e�
(10)

where D is the dye in its neutral form, while D� * and D+* indicate
the radical anionic and cationic molecule, respectively. Also in this
case, the free molecule in acetonitrile was considered as a valid
comparison with the ciclovoltammetry data by Qin et al.,[15]

collected in the same operative conditions. The redox potentials for
the first excited state have been evaluated using the same
procedure.

Furthermore, we have defined the average Vertical Ionization
Energy (VIE) as DUeh ired , with red subscript indicating that the
calculation was performed in the reduced ensemble.

The estimates of the statistical errors for the observables calculated
in this work were performed by block averaging procedure. That is,
the value of the observable of interest was calculated in five sub-
parts of the MD trajectory and the standard deviation of the mean
was taken as a measure of the statistical inaccuracy of the
observable.

The CT process from the electron-donor to the electron-acceptor
moiety of the dye was also investigated by calculating the
(unperturbed) charge density difference between the ground and
the first excited state by means of the NWChem program.[65]

Experimental details

The Uv-Vis absorption spectrum of P1 dye (4-(Bis-4-[5-(2,2-dicyano-
vynil)-tiophene-2-yl]-phenyl-amino)-benzoic acid)[15] was recorded
on a Uv-Vis Spectrofotometer, Shimadzu UV-1700 Pharma Spec,
using a quartz cuvette with an optical path of 1 cm and acetonitrile
as solvent. As P1 dye, a commercial sample from Dyenamo AB was
used in an acetonitrile solution 0.021 (�0:001) mM.
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