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Weak–type estimates for the metaplectic
representation restricted to the shearing and
dilation subgroup of SL(2,R)

Alessandra Cauli

Abstract

We consider the subgroup G of SL(2,R) consisting of shearing and dilations and
we study the decay at infinity of the matrix coefficients of the metaplectic represen-
tation restricted to G. We prove weak-type estimates for such coefficients, which are
uniform for functions in the modulation space M1. This work represents a continu-
ation of a project aiming at studying weak–type and Strichartz estimates for unitary
representations of non–compact Lie groups.

1 Introduction

In [1] we started a project aiming at studying weak–type and Strichartz estimates
for unitary representations of non–compact Lie groups. There, we consider the case
of the metaplectic representation, which is a faithful representation of the metaplec-
tic group Mp(n,R) in L2(Rn), being the double covering of the symplectic group
Sp(n,R). It can therefore be identified with a subgroup of unitary operators Ŝ on
L2(Rn). We denote by Ŝ 7→ S ∈ Sp(n,R) the projection. Among other things, we
proved the uniform and sharp weak–type estimate∥∥〈Ŝϕ1,ϕ2

〉∥∥
L4,∞(Mp(n,R)) . ‖ϕ1‖M1 ‖ϕ2‖M1 ,

where Mp(n,R) is endowed with its Haar measure. In this formula M1 denotes a
modulation space – a Banach space well–known in Time–frequency Analysis [16]
– whose definition will be recalled in the next section. Here it is enough to observe
that it is dense in L2(Rn) and contains the Schwartz space. From the above estimate,
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2 A. Cauli

we can deduce Strichartz–type estimates for the metaplectic representation. In this
paper we consider a similar problem, but for the metapletic representation restricted
to the shearing and dilation subgroup G of SL(2,R), constituted by the matrices of
the form ltds1/2 , with t ∈ R, s > 0, where

ds =

(
s−1 0
0 s

)
,s > 0, lt =

(
1 0
t 1

)
, t ∈ R

hence

ltds1/2 =

(
1 0
t 1

)(
s−1/2 0

0 s1/2

)
=

(
s−1/2 0
ts−1/2 s1/2

)
.

The corresponding Haar measure is dtds
s2 . This group is particularly important in

Time–frequency Analysis because it is reproducing, see [13, Lemma 2.1] as well
as [2],[3],[4] and [5] where it is shown that the metaplectic representation plays a
key role in the classification of the reproducing subgroups of the affine symplectic
group.
Now, for any ϕ1,ϕ2 ∈ M1 we consider again the matrix coefficient G→ R, S 7→∣∣〈Ŝϕ1,ϕ2

〉∣∣. Our main result reads as follows.

Theorem 1. Given G as above, we have:∥∥〈Ŝϕ1,ϕ2
〉∥∥

L4,∞ . ‖ϕ1‖M1 ‖ϕ2‖M1 .

From this result it is easy to obtain corresponding Strichartz–type estimates, fol-
lowing the pattern in [1]. The results on Strichartz estimates are often applied to
wellposedness and scattering of nonlinear PDEs, see [17] for further details. We
also refer to [10], [11] and [12] for general results concerning decay estimates for
matrix coefficients of unitary representation and to [6, 7, 8, 9] for the role of the
metaplectic representation in PDEs from a Time–frequency Analysis perspective.

The paper is organized as follows. Section 2 contains some preliminary results,
Section 3 is devoted to a survey of the results on reproducing groups, with the aim
of describe the role of the above group G in Time–frequency Analysis. In section 4
we recall some results from [1], while in Section 5 we prove our main result.

2 Preliminaries

2.1 Integration on the symplectic group

The symplectic group Sp(n,R) is the group of 2n× 2n real matrices S such that
SJ = JS, where
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J =

(
0 In
−In 0

)
is the standard symplectic form

ω(x,y) = xT Jy, x,y ∈ R2n. (1)

Sp(n,R) turns out to be a unimodular Lie group. The following integration formula
for U(2n,R)-bi-invariant functions on Sp(n,R) will be crucial in the following.

Recall that f : Sp(n,R)→ C is called U(2n,R)-bi-invariant if f (U1SU2) = f (S)
for every S ∈ Sp(n,R), U1,U2 ∈U(2n,R).

Consider the Abelian subgroup A = {at} of Sp(n,R) given by

at =

(
e

t
2 0

0 e−
t
2

)
, t = diag(t1, . . . , tn), (t1, . . . , tn) ∈ Rn.

If f is a U(2n,R)-bi-invariant function on Sp(n,R), its integral with respect to the
Haar measure is given by∫

Sp(n,R)
f (S)dS

=C
∫

t1≥...≥tn≥0
f (at)∏

i< j
sinh

ti− t j

2 ∏
i≤ j

sinh
ti + t j

2
dt1 . . .dtn (2)

for some constant C > 0.

2.2 The metaplectic representation

The metaplectic representation µ links the standard Schrödinger representation ρ of
the Heisenberg group Hn to the representation obtained from it by composing ρ with
the action of Sp(n,R) by automorphisms on Hn. We recall here its construction. The
product in the Heisenberg group Hn is defined by

(z, t) · (z′, t ′) =
(

z+ z′, t + t ′− 1
2

ω(z,z′)
)

on R2n+1, where ω is the standard symplectic form in R2n given by (1). We denote
the translation and modulation operators on L2(Rn) by

Tx f (t) = f (t− x) and Mξ f (t) = e2πi〈ξ ,t〉 f (t).

The Schrödinger representation of the group Hn on L2(Rn) is then defined by

ρ(x,ξ , t) f (y) = e2πiteπi〈x,ξ 〉e2πi〈ξ ,y−x〉 f (y− x) = e2πiteπi〈x,ξ 〉TxMξ f (y),
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where we write z= (x,ξ ) when we separate space components from frequency com-
ponents in a point z in the phase space R2n. The symplectic group acts on Hn via
automorphisms that leave the center {(0, t) : t ∈ R} ' R of Hn point–wise fixed:

A · (z, t) = (Az, t).

Moreover, for any fixed A ∈ Sp(n,R) there is a representation

ρA : Hn −→U (L2(Rn)), (z, t) 7→ ρ(A · (z, t))

whose restriction to the center is a multiple of the identity. By the Stone-von Neu-
mann theorem, ρA is equivalent to ρ . This means that there exists an unitary operator
µ(A) ∈U (L2(Rn)) such that ρA(z, t) = µ(A) ◦ρ(z, t) ◦ µ(A)−1, for all (z, t) ∈ Hn.
By Schur’s lemma, µ is determined up to a phase factor eis, s ∈ R. Actually, the
phase ambiguity is really a sign and µ lifts to a representation of the double cover
of the symplectic group. It is exactly the famous metaplectic or Shale–Weil repre-
sentation.
The representations ρ and µ can be combined and produce the extended metaplectic
representation of the group G =Hn oSp(n,R). The group law on G is

((z, t),A) · ((z′, t ′),A′) = ((z, t) · (Az′, t ′),AA′)

and the extended metaplectic representation µe of G is

µe((z, t),A) = ρ(z, t)◦µ(A).

The role of the center of the Heisenberg group is irrelevant and the true group under
consideration is R2n o Sp(n,R), which we denote again by G. G acts naturally by
affine transformations on the phase space, namely

g · (x,ξ ) = ((q, p),A) · (x,ξ ) = AT (x,ξ )+(q, p)T .

For elements of Sp(n,R) in special form and for f ∈ L2(Rn), the metaplectic repre-
sentation can be computed explicitly in a simple way, so we have:

µ

([
A 0
0 (AT )−1

])
f (x) = (detA)−1/2 f (A−1x) (3)

µ

([
I 0
C I

])
f (x) =±eiπ〈Cx,x〉 f (x) (4)

µ(J) = (−i)d/2F (5)

where F denotes the Fourier transform

F f (ξ ) =
∫
Rn

f (x)e−2πi〈x,ξ 〉dx, f ∈ L1(Rn)∩L2(Rn).
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2.3 Modulation spaces

Fix a window function ϕ ∈S (Rn)\{0}. The short–time Fourier transform (STFT)
of a function/temperate distribution ψ ∈S ′(Rn) with respect to ϕ is defined by

Vϕ ψ(x,ξ ) =
∫
Rn

e−2πiξ ·y
ψ(y)ϕ(y− x)dy, x,ξ ∈ Rn.

For 1 ≤ p,q ≤ ∞ and a Schwartz function ϕ ∈S (Rn)\{0}, the modulation space
Mp,q(Rn) is defined as the space of ψ ∈S ′(Rn) such that

‖ψ‖Mp,q :=
(∫

Rn

(∫
Rn
|Vϕ ψ(x,ξ )|pdx

)q/p
dξ

)1/q
< ∞,

with obvious changes if p = ∞ or q = ∞.
If p = q, then we write Mp instead of Mp,p.
We will also need a variant, sometimes called Wiener amalgam space in the lit-

erature, whose norm is

‖ψ‖W (FLp,Lq) := (
∫
Rn

(∫
Rn
|Vϕ ψ(x,ξ )|pdξ

)q/p
dx
)1/q

;

here the Lebesgue norms appear in the inverse order. Both these norms provide a
measure of the time-frequency concentration of a function and are widely used in
Time-frequency Analysis [14, 16].

We have Mp1,q1 ⊆Mp2,q2 if and only if p1≤ p2 and q1≤ q2. Similarly, W (FLp1 ,Lq1)⊆
W (FLp2 ,Lq2) if and only if p1 ≤ p2 and q1 ≤ q2.

The duality goes as expected:

(Mp,q)′ = Mp′,q′ , 1≤ p,q < ∞,

and in particular
|〈 f ,g〉|. ‖ f‖Mp‖g‖Mp′ . (6)

In the dispersive estimates we meet, in particular, the Gelfand triple

M1 ⊂ L2(Rn)⊂M∞.

We observe that
S (Rn)⊂M1 ⊂ L2(Rn)

with dense and strict inclusions. For atomic characterizations of the space M1 we
refer to [14, 16].

We will also use the complex interpolation theory for modulation spaces, which
reads as follows: for 1≤ p,q, pi,qi ≤ ∞, i = 0,1, 0≤ θ ≤ 1,

1
p
=

1−ϑ

p0
+

ϑ

p1
,

1
q
=

1−ϑ

q0
+

ϑ

q1
,
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we have
(Mp0,q0 ,Mp1,q1)ϑ = Mp,q.

3 The role of the metaplectic representation in Time–frequency
Analysis

The metaplectic representation became an essential tool in Time–frequency Analy-
sis as it is very important in Weyl pseudo–differential calculus, and it is strictly re-
lated to a quadratic time–frequency representation called Wigner distribution, which
is regarded as one of the best mathematical description of the time–frequency be-
havior of signals. The metaplectic representation is also important in order to under-
stand when a subgroup is reproducing as we will see in the following.

3.1 The Wigner distribution and some of its properties

In this paragraph, we recall some basic definition and properties; we refer to [14]
and [15] for more details.

Definition 1. The Wigner distribution W (ϕ) of a function ϕ ∈ L2(Rn) is defined to
be

Wϕ(x,ξ ) =
∫
Rn

ϕ

(
x+

t
2

)
ϕ

(
x− t

2

)
e−2πiξ ·tdt.

By polarizing the quadratic expression, one obtains the cross–Wigner distribution
of ϕ,ψ ∈ L2(Rn):

W (ϕ,ψ)(x,ξ ) =
∫
Rn

ϕ

(
x+

t
2

)
ψ

(
x− t

2

)
e−2πiξ ·tdt.

We also set W (ϕ) =W (ϕ,ϕ).

Proposition 1. The cross–Wigner distribution of ϕ,ψ ∈ L2(Rn) satisfies:

1. W (ϕ,ψ) is uniformly continuous on R2n and ‖W (ϕ,ψ)‖
∞
≤ 2n ‖ϕ‖2 ‖ψ‖2.

2. W (ϕ,ψ) =W (ψ,ϕ); in particular, W (ϕ) is real–valued.
3. For u,v,η ,γ ∈ Rn, we have

W (TuMη ϕ,TvMγ ψ)(x,ξ ) =

= eπi(u+v)·(γ−η)e2πix·(η−γ)e−2πiξ ·(u−v) ·W (ϕ,ψ)

(
x− u+ v

2
,ξ − η + γ

2

)
.

In particular, Wϕ is covariant, that is,

W (TuMη ϕ)(x,ξ ) =Wϕ(x−u,ξ −η).
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4. W (ϕ̂, ψ̂)(x,ξ ) =W (ϕ,ψ)(−ξ ,x).
5. Moyal’s formula: for ϕ1,ϕ2,ψ1,ψ2 ∈ L2(Rn),

〈W (ϕ1,ψ1),W (ϕ2,ψ2)〉L2(R2n) = 〈ϕ1,ϕ2〉〈ψ1,ψ2〉. (7)

6. Marginal densities: If ϕ, ϕ̂ ∈ L1∩L2(Rn), then∫
Rn

Wϕ(x,ξ )dξ = |ϕ(x)|2 ,
∫
Rn

W ϕ̂(x,ξ )dξ = |ϕ̂(x)|2 . (8)

In particular, ∫ ∫
R2n

Wϕ(x,ξ )dxdξ = ‖ϕ‖2
2 . (9)

3.2 Reproducing groups

We now come to the notion of reproducing groups and we show how the metaplectic
representation is essential in their characterization. We consider a Lie group H with
left Haar measure dh and φ ∈ L2(Rn) is a unitary representation of H in L2(Rn),
and we are interested in reproducing formulae of the type:

f =
∫

H
〈 f ,φh〉φhdh, f ∈H , (10)

In particular, we consider the case when the Lie group H in (10) is a subgroup
of the semi–direct product G = Hn o Sp(n,R) of the Heisenberg group and the
symplectic group, while the representation h 7→ φh arises from the restriction to H of
the reducible (extended) metaplectic representation µe of G as applied to a fixed and
suitable window function φ ∈ L2(Rn). A group H for which there exists a window
φ such that (10) holds is said to be reproducing.

Definition 2. We say that a connected Lie subgroup H of G = R2n o Sp(n,R) is a
reproducing group for µe if there exists a function φ ∈ L2 (Rn) such that

f =
∫

H
〈 f ,µe(h)φ〉µe(h)φdh, f or all f ∈ L2(Rn). (11)

Any φ ∈ L2(Rn) for which (11) holds is called a reproducing function.

Remark 1. We notice that we do require formula (11) to hold for all functions in
L2(Rn) for the same window φ , but we do not require the restriction of µe to H to
be irreducible.

One of the most important features of µe is that it may be realized by affine
actions on R2n by means of the Wigner distribution. Since the reproducing formula
is insensitive to phase factors, i.e., to the action of the center of Hn, the group G
is truly R2n o Sp(n,R). The following notion of admissible subgroup H of G =
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Hn oSp(n,R) relative to the extended metaplectic representation µe via the Wigner
distribution is important to establish when a subgroup is reproducing, together with
some additional integrability and boundedness properties of W (ψ)(h−1 · (x,ξ )).

Definition 3. We say that a connected Lie subgroup H of G = R2n oSp(n,R) is an
admissible group for µe if there exists a function φ ∈ L2Rn such that∫

H
W (φ)(h−1 · (x,ξ ))dh = 1 f or a.e. (x,ξ ) ∈ R2n. (12)

Any φ ∈ L2(Rn) for which (12) holds is called an admissible function.

Theorem 2. Suppose that φ ∈ L2(Rn) is such that the mapping

h 7→W (µe(h)φ)(x,ξ ) =W (φ)(h−1 · (x,ξ )) (13)

is in L1(H) for a.e. (x,ξ ) ∈ R2n and∫
H

∣∣W (φ)(h−1 · (x,ξ ))
∣∣dh≤M, f or a.e. (x,ξ ) ∈ R2n. (14)

The condition (11) holds for all f ∈ L2(Rn) if and only if the following admissibility
condition is satisfied:∫

H
W (φ)(h−1 · (x,ξ ))dh = 1 f or a.e. (x,ξ ) ∈ R2n. (15)

We now dispose of two different tools for checking whether a subgroup H of
G = R2n o Sp(n,R) is reproducing or not. Either we find a window function φ for
which (11) holds or we check the admissibility of the subgroup H and use Theorem
2.

4 On dispersive and Strichartz estimates for the metaplectic
representation

We recall here a number of definitions and results from [1] that we will use in
the following. As anticipated in the introduction, in [1] we proved the following
dispersive–type estimate.

Theorem 3 (Dispersive estimate). The following estimate holds:

‖Ŝψ‖M∞ . (λ1(S) . . .λn(S))−1/2‖ψ‖M1 (16)

for Ŝ ∈Mp(n,R), ψ ∈S (Rn), where λ1(S), . . . ,λn(S) are the singular values ≥ 1
of S = π(Ŝ) ∈ Sp(n,R).

By duality this is in fact equivalent to:
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|〈Ŝψ,ϕ〉|. (λ1(S) . . .λn(S))−1/2‖ψ‖M1‖ϕ‖M1 ,∀Ŝ ∈Mp(n,R). (17)

Corollary 1 (Uniform weak–type estimate for matrix coefficients). Let G =
Mp(n,R) with the Haar measure. The following estimate holds:

‖〈Ŝϕ1,ϕ2〉‖L4n,∞(G) . ‖ϕ1‖M1‖ϕ2‖M1 , (18)

for ϕ1,ϕ2 ∈S (Rn).

The proof of the above corollary is in fact based on theorem 3 and the following
result:

Proposition 2. Let α > 0, β > 0. Consider the function

h(S) = (λ1(S) . . .λn(S))−α

on Sp(n,R), where λ1(S) . . .λn(S) are the singular values ≥ 1 of the symplectic
matrix S.

We have h ∈ Lβ ,∞ on Sp(n,R), with respect to the Haar measure, if

αβ ≥ 2n.

Proposition 2 is in turn proved by using the explicit formula for the integration
of functions on Mp(n,R) (i.e. Sp(n,R)), that we recalled in the previous Section.

Finally, as a consequence of the dispersive estimates we therefore obtained the
following Strichartz-type estimates.

Theorem 4 (Strichartz estimates). Let G = Mp(n,R) with the Haar measure. The
following estimates hold:

‖Ŝψ‖Lq(G;Mr) . ‖ψ‖L2 ,

for
4n
q

+
1
r
≤ 1

2
, 2≤ q,r ≤ ∞.

The range of admissible pairs (q,r) in Theorem 4 is represented in Figure 4.
For the sake of completeness, we now report a sketch of the proof of the previous

theorem.

Proof (Proof of Theorem 4). We know that

‖Ŝψ‖L2 = ‖ψ‖L2 (19)

for ψ ∈ L2(Rn), which gives the desired Strichartz estimate for q = ∞, r = 2, be-
cause M2 = L2, and also for q = ∞, 2≤ r ≤ ∞, because L2 ↪→Mr for r ≥ 2. Hence
from now on we can suppose q < ∞.

Now by Theorem 3,
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1/q

1/r

1
2

1
8n

1
2

Schrödinger equation

n−2
2n

metaplectic representation

(Lebesgue/modulation space exponent)

Fig. 1 Admissible pairs for Strichartz estimates

‖Ŝψ‖M∞ . (λ1(S) . . .λn(S))−1/2‖ψ‖M1 .

By interpolation with (19) we obtain, for every 2≤ r ≤ ∞,

‖Ŝψ‖Mr . (λ1(S) . . .λn(S))−(
1
2−

1
r )‖ψ‖Mr′ . (20)

Let now G = Mp(n,R), as in the statement. Then one concludes by applying the
usual T T ∗ method (see [17, page 75]) to the operator

T : L2→ Lq(G;Mr),T ψ = Ŝψ.

5 Proof of the main results

Since G ⊂ SL(2,R) = Sp(1,R), the estimate (17) holds with n = 1 for S ∈ G. Let
now

S = ltds1/2 =

(
s−1/2 0
ts−1/2 s1/2

)
be a generic element of G, so that

S∗ =
(

s−1/2 ts−1/2

0 s1/2

)
and

S∗S =

(
s−1/2 ts−1/2

0 s1/2

)(
s−1/2 0
ts−1/2 s1/2

)
=

(
s−1 + t2s−1 t

t s

)
.

We determine the singular values of S, which are the square roots of the eigen-
values of S∗S. Now,

det(S∗S−λ I) = λ
2− (s+ s−1 + t2s−1)λ +1

from which
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λ1,2 =
s+ s−1 + t2s−1±

√
(s− s−1)2 + t2(t2s−2 +2s−2 +2)

2
.

We assume λ2 ≤ λ1 and we have λ2 = λ
−1
1 , so that λ1 ≥ 1. We get:

λ
−1/2
1 =

(
1
2

)−1/2

(s+ s−1(1+ t2)+
√

(s− s−1)2 + t2s−2(t2 +2)+2t2)−1/2.

Let us observe that√
(s− s−1)2 + t2s−2(t2 +2)+2t2 � |s− s−1|+ |t|s−1

√
t2 +1+ |t|.

We have to estimate the measure of the set

Dλ =
{
(t,s) ∈ R×R+ : λ1(t,s)−1/4 ≥ λ

}
,

λ > 0 with respect to the Haar measure dtds
s2 i.e.∫

R×R+

χDλ

dtds
s2 ,

where χDλ
is the indicator function of Dλ . We split the domain of the indicator

function into several regions. As Dλ = /0 if λ > 1, we will consider λ ≤ 1 in the
following.

Let us consider D1 : |t| ≤ 2,s≥ 2. Then we have:

s+ s−1(1+ t2)� s+ s−1 � s

and

|s− s−1|+ |t|s−1
√

t2 +1+ |t| � s+ |t|s−1 + |t|= s+ |t|(s−1 +1)
� s+ |t| � s.

Hence,
λ1(t,s)� s.

Since
s−1/4 ≥ λ ⇔ s≤ λ

−4,

we have
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D1

χD1

dtds
s2 ≤

∫
|t|≤2,2≤s.λ−4

dtds
s2 = O(1)

as λ → 0+.

Then consider D2 : |t| ≥ 2,s > 2. We have:

s+ s−1(1+ t2)� s+ s−1t2

and
|s− s−1|+ |t|s−1

√
t2 +1+ |t| � s+ |t|(1+ |t|s−1).

Hence
λ1(t,s)� s+ |t|(1+ s−1|t|).

We consider two cases:

• If s−1|t| ≥ 1, λ1(t,s)� s+ s−1t2.
Clearly,

s+ s−1t2 ≥ s−1t2

and
(s−1t2)≥ λ

2

if
|t| ≤ λ

−1s−1/2.

Then, ∫
D2

χD2

dtds
s2 ≤

∫ +∞

2

1
s2

∫
|t|.λ−1s−1/2

dtds

� λ
−1
∫ +∞

2

1
s3/2 ds = O(λ−1).

• If s−1|t| ≤ 1, λ1(t,s)� s+ |t|.

Since
s+ |t| ≤ λ

−4⇒ |t| ≤ λ
−4,

∫
D2

χD2

dtds
s2 ≤

∫
|t|.λ−4,s≥2

dtds
s2

. λ
−4
∫ +∞

2

ds
s2 = O(λ−4).

So we have ∫
D2

χD2

dtds
s2 . λ

−4.

Then consider D3 : |t| ≥ 2,0 < s < 1
2 . Then we have:
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s+ s−1(1+ t2)� s+ s−1t2 � s+ s−1t2

and

|s− s−1|+ |t|s−1
√

t2 +1+ |t| � s−1 + t2s−1 + |t|= s−1(1+ t2)+ |t|
� s−1t2 + |t|= |t|(s−1|t|+1)� s−1t2.

So,
λ1(t,s)� s+ s−1t2

and
s+ s−1t2 ≤ λ

−4

implies
|t| ≤ s1/2

λ
−2.

Then, ∫
D3

χD3

dtds
s2 ≤

∫
λ 2.s≤1/2

1
s2

∫
2≤|t|.s1/2λ−2

dtds� λ
−2.

Consider D4 : |t| ≥ 2, 1
2 < s < 2. So we have:

s+ s−1(1+ t2)� t2

and
|s− s−1|+ |t|s−1

√
t2 +1+ |t| � |s−1|+ t2 � t2.

On the other hand,
t2 ≤ λ

−4⇒ |t| ≤ λ
−2

and therefore ∫
D4

χD4

dtds
s2 .

∫
2≤|t|.λ−2, 1

2<s<2
1

dtds
s2 � λ

−2.

Consider D5 : |t| ≤ 2,0 < s < 1
2 . Then we have:

s+ s−1(1+ t2)� s+ s−1 � s−1

and

|s− s−1|+ |t|s−1
√

t2 +1+ |t| � |s− s−1|+ |t|s−1
√

t2 +1+ |t|
� s−1 + |t|s−1 + |t|= s−1(|t|+1)+ |t| � s−1 + |t|.

Hence
λ1(t,s)� s−1 + |t|

and
s−1 + |t| ≤ λ

−4⇒ s−1 ≤ λ
−4⇒ s≥ λ

4
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so that ∫
D5

χD5

dtds
s2 ≤

∫
|t|≤2,λ 4.s< 1

2

dtds
s2 . λ

−4.

Consider D6 : |t| ≤ 2, 1
2 < s < 2. Then we have:∫

D6

χD6

dtds
s2 ≤

∫
|t|≤2, 1

2<s<2

dtds
s2 = O(1)

for λ → 0+. Considering the contribution of each integral we have just calculated
and observing that

λ
−4 . λ

−β

for 0 < λ ≤ 1, if β ≥ 4 we conclude the proof.
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