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Abstract of the thesis 
 

Improving the effectiveness of preclinical models of living human tissues in the prediction of drug 

responses is critical to reducing costly failures in clinical trials. To date, most preclinical models 

exhibit limitation in faithfully recapitulating the local tissue and organ microenvironment, and in 

certain circumstances, this can lead to misleading outcomes.  

Recent advances in bioengineering, microfabrication and microfluidic technologies have driven 

considerable progress in the design of microengineered models of functional units of human organs 

and pathophysiology with 3-dimensional tissues on chips. These offer the possibility to more 

closely recapitulate multi-cellular architectures, dynamic cell-cell interaction and tissue interfaces, 

physicochemical microenvironments and local vascular perfusion of the human body than with 

conventional 2D culture systems. In vitro 2D preclinical models have represented an invaluable 

tool for complex biological interactions, drug efficacy and pharmacodynamics but they have been 

limited in their translatability. Instead, 3D advanced models could provide the basis for preclinical 

experimentation with greater predictive power, and potentially represent alternative models in 

agreement with the 3Rs principle. Commonly referred to as microphysiological systems, such 

biomimetic in vitro models contain living human cells integrated in extra-cellular matrix, arranged 

into multi-cellular architectures to simulate in vivo tissue-specific microenvironments. 

In this work, we propose the design of three different bio-inspired 3D microphysiological models 

to study multicellular-vascular interactions in a microfluidic device. This includes a model of the 

human blood-brain barrier (BBB), as well as two clinically relevant cancer models: KRAS/LKB1 

lung carcinoma and ALK-positive anaplastic large cell lymphoma (ALCL) models. These three 

models have in common an advanced perfusable microvasculature, developed by different 

strategies: self-assembled vasculogenesis that reproduces capillary-size microvascular networks, 

or patterned microchannels, an endothelial cells-based 3D macro-vessel to recreate large blood 

vessels. Dynamic culture supported cell-cell contact interactions and continuous secretion of 

signaling factors to accurately recapitulate in vivo organization and functional unit.  

The BBB model, which contains iPS-derived endothelial cells, brain pericytes and astrocytes self-

organized into microvascular network to accurately replicate neurovascular construct. Gene 

expression analysis, computational analysis of geometrical structures and quantitative 

immunocytochemistry consistently confirmed increased maturation toward BBB-like structures. 
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BBB microvasculature exhibited vascular permeability lower than conventional in vitro systems, 

and similar to in vivo measurements in the rat brain. The BBB system was used to test transport of 

innovative carriers, such as polymer nanoparticles, which have been shown to effectively deliver 

drugs across the BBB. Interestingly, holo-transferrin (a brain endothelial cells ligand) 

functionalized polystyrene (PS) and polyurethane (PU) nanoparticles (NPs) displayed increased 

permeability compared to blank NPs. 

With the advent of immunotherapies, the lung tumor-microvascular model was critical in 

understanding the dynamic biology of immune cell recruitment and exclusion in the lung cancer 

microenvironment. Interestingly, the KRAS/LKB1mutant genotype yields a phenotype, that is 

resistant to PD-1 blockade, which we found to be partially mediated by the cGAS/STING pathway. 

We used this model to determine that extracellular export of 2’,3’-cGAMP by cancer cells plays 

an important role in activating STING signaling in endothelial cells and increasing vascular 

permeability and expression of E selectin, VCAM-1, and ICAM-1, facilitating T cell adhesion to 

the endothelium. 

Finally, the ALK-positive ALCL-vascular model was exploited to unveil a molecular mechanism 

of tumor drug resistance to ALK inhibitors primed by the interaction of lymphoma cells and 

endothelial cells via the CCL19/CCL21/CCR7 axis. At the same time, preliminary experiments 

were performed to encapsulate miRNAs and siRNA into PLGA/Chitosan nanoparticles for gene 

silencing and potential treatment of a number of diseases, including cancer. Preliminary 

nanocarrier characterization demonstrated high stability, efficient payload encapsulation and 

uptake, enhanced intracellular delivery, and low cytotoxicity.  

Altogether, these microengineered microphysiological systems have the capability to more 

reliably predict therapeutic vulnerabilities and study drug transport across biological barriers, 

thereby expediting drug discovery, and providing important new insights into fundamental 

biological processes to expand our understanding of several currently incurable diseases.  

Overall, our findings suggest that microphysiological systems are robust and physiologically-

relevant models, with the ability to overcome current preclinical limitations, potentially 

revolutionize drug research and development, and providing more effective preclinical assays. 
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Graphical abstract 1: Engineered microphysiological systems of multicellular-vascular 
interactions using microfluidic technology for modelling nanoparticles transport and drug 
efficacy. 

 
Schematic created with biorender.com 



 18 

  

Thesis outline 
 
The present work is divided in five main sections, whose contents are summarized below. 

 

Section 1 is an introduction section focused on preclinical models including conventional or more 

sophisticated in vivo mouse studies and 2D and 3D in vitro systems.  

Advantages and limitations of these systems are highlighted, and the major challenges are 

described. Advances and future perspectives of microengineering technologies for innovative 

models are defined. Rational design strategies for microphysiological models using microfluidic 

technology are proposed, together with innovative design principles for vascular formation in those 

systems. Lastly, recent applications and future perspectives of microphysiological systems as 

preclinical testing platforms for drugs and nanocarriers are outlined. 

 

Section 2 focuses on the in vitro modelling of the blood-brain barrier (BBB). 

It begins with detailed description of structure, functions and transport mechanisms of the BBB 

and its cellular components, with a comprehensive list of existing in vitro and in vivo models. In 

the following chapter, extensive biological and computational characterization of the BBB 

microphysiological model is provided. Innovative methodology is defined to extrapolate vascular 

permeability and spatiotemporal biodistribution of polymer nanoparticles in the BBB 

microvasculature, which furnishes the first insights towards more reliable preclinical prediction of 

drug transport efficacy. 

 

Section 3 elaborates different designs of microphysiological cancer models using microfluidic 

devices to study tumor-vascular interactions, namely a lung tumor-microvascular model cancer 

and an anaplastic large cell lymphoma vascular model, respectively.  

In both cases, a brief introduction of the sub-category of cancers and current in vitro modelling 

with subsequent description of each model and its findings are presented. Microphysiological 

cancer models were characterized in terms of structural aspects by confocal imaging and functional 

features as vascular permeability, gene expression and cell viability. Interestingly, the lung tumor 

vascular model was employed to uncover a biological mechanism of immune cell exclusion from 
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the tumor microenvironment, and the ALCL-vasculature model unveiled a molecular drug 

resistance phenotype primed by interaction of lymphoma and endothelial cells.  

 

Section 4 explores the design of novel bioartificial nanoparticles as delivery systems of 

oligonucleotides (miRNAs and siRNAs) for gene silencing and potential treatment of diseases, 

including cancer and tissue regeneration. Physicochemical characterization, transfection efficiency 

and cytocompatibility of nanoparticles, based on chitosan (CS) and poly(lactic-co-glycolic acid) 

(PLGA) are discussed. 

 

Section 5 provides a general discussion of the main achievements of the experimental work, 

followed by conclusions and future developments. 
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Section I  
 

Design and comparison of conventional 
preclinical models with 3-Dimensional in 

vitro technologies: Focus on 
microphysiological systems 
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Chapter 1 - Design principles of preclinical models 
 

Abstract  
 
Preclinical in vivo and in vitro models are widely employed for unveiling biological mechanisms 

and studying therapeutic efficacy and toxicity. Despite their enormous contribution to basic and 

translational research, to date, most preclinical models exhibit genetic variabilities and limitation 

in faithfully recapitulating the local tissue microenvironment, leading to misleading outcomes in 

clinical settings. Improving the effectiveness of preclinical models is crucial to reduce costly 

failures in clinical trials and improve patient outcome. 

As an alternative to 2-Dimensional culture systems and in vivo mouse models, Tissue engineering 

and 3D bioprinting, organoids and microphysiological systems have the potential to recapitulate 

key microenvironmental characteristics of human organs and mimic their primary functions. 

The advent of more advanced 3D systems is attributed to progresses in biomaterials, 

micro/nanotechnologies, and stem cell biology, which enable to precisely replicate the 3-

dimensional microarchitecture and spatial distribution of multiple cells to emulate in vivo tissue-

specific microenvironment. These microdevices could be employed as specialized in vitro models 

to emulate or unveil complex mechanism and predict pharmacological efficacy of drugs and 

nanocarriers.  

In Chapter 1, advantages and limitations of in vivo mouse models, and 2D conventional culture 

systems are discussed. Then, bioengineering approaches and design principles of 3-dimensional 

preclinical models are described. Finally, 3D in vitro models are presented and recent advances in 

tissue engineering, 3D bioprinting, organoids and ‘Microphysiological systems using microfluidic 

technology for blood-brain barrier and cancer research are outlined. 
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Graphical abstract 2: Preclinical models for biomedical research.  

Schematic created with biorender.com 
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Preclinical in vivo and in vitro models 

Preclinical development of drug candidates for the treatment of cancer or neurodegenerative 

diseases commonly involves testing of potential therapeutic agents in conventional two-

dimensional (2D) cell culture systems. Further, drug development does not advance into the 

clinical stage without assessing therapeutic efficacy using in vivo animal models [1]. 

Despite unprecedented investment in pharmaceutical research and development (R&D), the 

number of new drugs approved worldwide, targeting neurodegenerative diseases and cancers, has 

remained low [2]. Several in vivo and in vitro models have largely shaped our knowledge and are 

currently used in biomedical research. Cell line-derived models defined our understanding of 

cancer and its hallmarks [3], [4], in basic and translational oncology and neurodegenerative 

research. These 2D in vitro models are based on the establishment of long-term in vitro culture of 

cell lines in Petri dishes derived from mice or patient donors, stored in cell line banks and 

commercialized. Once derived, cell lines are low-cost and easy to manipulate, enabling rapid 

evaluation of drug candidates [5].  

Cell line models have two major disadvantages: 1) loss of genetic heterogeneity and irreversible 

changes in gene expression are imposed by long-term in vitro propagation of selected sub-clones 

and might be different between laboratories, and 2) despite their demonstrated value, they cannot 

support the tissue-specific, differentiated functions of many cell types or accurately predict in vivo 

tissue functions and drug efficacy [6]. Besides 2D in vitro culture, the two broadest applications 

of cell line models are: 1) allotransplantation of mouse cell lines into syngeneic immunocompetent 

mice models (autografts) [7][8] and 2) xenotransplantation of human cells into 

immunocompromised mice (xenografts) [9].  

In both types of models, tumor cells can be injected ectopically (mostly subcutaneously), 

orthotopically to mimic tumor growth in its organ of origin or systemically (mostly 

intraperitoneally, intravenously or intracardially) to study metastatic ability [10]. Although cell 

lines can often predict efficacy of cytotoxic agents, these models unfortunately fail to faithfully 

predict clinical activity for many targeted therapies [1][11]. Also, cell lines have a rapid non-

autochthonous growth in mice compared with their human counterparts, display a dramatically 

perturbed tissue architecture with a severely altered microenvironment, including changes in the 

vascular, lymphatic and immune compartments [10]. The main advantage of syngeneic mouse 
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models is that tumor rejection by alloreaction does not occur, because transplantation is performed 

using cell lines previously established through isolation of a specific genetic background, such as 

C57BL/6 or Balb/c, back into the same inbred immunocompetent mouse strain. While this does 

allow characterization of murine anti-tumor immune responses, the system does not fully 

recapitulate human immune-oncology [1][5] (Fig. 1.1a).  

Recently, a particular subtype of xenograft which has gained importance is patient-derived 

xenografts (PDXs). PDXs are typically generated by subcutaneous implantation of fresh, 

surgically-derived human tumors into immunodeficient mice (mice without an immune system) 

[9], [12], [13] (Fig. 1.1b). PDXs have been shown to stably retain molecular, genetic and 

histopathological features of original patients’ tumors, over limited passages of in vivo expansion 

[14], modelling inter-patient heterogeneity. Several retrospective comparisons have provided 

strong evidence that PDXs can precisely predict therapy responses: “co-clinical” trials of therapies 

in PDXs, derived from patients enrolled in clinical trials, have shown strong correlations 

[15][16][17]. However, despite promises of personalized medicine, PDX studies remain severely 

limited by high costs and logistical difficulties, including limitations in the engraftment rates [18]. 

Additionally, even though human stroma is initially present, it is ultimately replaced by mouse 

stromal components following in vivo passaging, modifying paracrine tumor microenvironmental 

interactions, by introducing cross-species signaling incompatibilities, restricting the utility of 

PDXs for examining human-specific microenvironment-targeted therapy [19]. Finally, the 

immunocompromised background required for successful engraftment of PDXs precludes their 

use in studying immune cell function and immunotherapeutic strategies [20] and fails to reflect 

cancer immunoediting and immunosurveillance [21].  

The understanding of the genetic mutations underlying tumorigenesis has engendered the 

generation of diverse genetically engineered mouse models (GEMMs), which are the most 

sophisticated models that accurately mimic human pathogenesis [10][22] (Fig. 1.1c). GEMMs 

reproduce the genetic and molecular events in an autochthonous in vivo setting, allowing de novo 

disease formation in a native immune-proficient microenvironment. GEMMs can be simply 

classified as either transgenic or endogenous [23]. Transgenic GEMMs are mutant mice that 

express target genes, such as oncogenes or dominant-negative tumor-suppressor genes in a non-

physiological manner, caused by ectopic promoter and enhancer elements. To recapitulate the 

genetic features, transgenic mice are generated by pronuclear injection of cDNA constructs of 
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fertilized oocytes or through gene targeting and lentiviral transduction in stem cells. These systems 

are constitutive or inducible, controlled by an exogenous promoter to reversibly control target-

gene expression with exogenous ligands (doxycycline[24] and tetracycline systems or so called 

(Tet) on or off [25][26]). Transgenic GEMMs were used to study the concept of oncogene 

addiction [10][24], however, gene expression may be seen as excessively artificial, resulting in a 

reduced clonal heterogeneity compared with human tumors. Endogenous GEMMs allow a 

spatially and temporally controlled introduction of human-relevant mutations [22] [27] [28] [10] 

[23]. Inducibility is achieved via exogenous site-specific recombinase (SSR) delivery (Cre–loxP 

and FlP–FRT systems) in the form of adenovirus, to an accessible somatic tissue. GEMMs not only 

faithfully recapitulate molecular and histopathological features of human disease but also have a 

strong predictive power for drug response and resistance [29]. However, germline mutations in 

GEMMs are constitutively present throughout the mouse and might lead to developmental defects 

and/or undesirable effects outside the tissues of interest. Although GEMM models recapitulate 

mouse immunoediting, this is limited to few oncogenes or tumor suppressor genes and fails to 

reproduce the intrinsic neoantigen repertoire derived from an extensive tumor mutation burden. 

Third, the generation of GEMM models is very expensive and time consuming.  

Of notice, novel strategies aimed at accelerating in vivo cancer gene validation via genetic 

engineering include CRISPR–Cas9 technology [30]. This is now considered a breakthrough for 

facilitating rapid germline and somatic cancer modelling [31]–[33].  

Finally, humanized mice models have emerged as a tool to study the human immune system by 

engraftment in severe combined immunodeficiency (SCID) mice with human fetal tissues, 

hematopoietic stem cells, or peripheral-blood mononuclear cells [34] (Fig. 1.1d). These models 

have dramatically improved the ability to study human diseases from an immunological 

perspective more relevant to humans. Although these models represent an important advance, the 

establishment of function human immune system in mice, with the transgenic expression of human 

molecules such as Human Leukocyte Antigen (HLA) in humanized model is still suboptimal and 

does not fully recapitulate a robust human immune system [35], including many limitations such 

as the potential for xeno-reactive graft-versus-host disease, limited lifespan and incomplete human 

immune functions [34] [35] [20]. 
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Figure 1.1: Preclinical in vivo mouse models. 
a) Immunocompentent mouse model (autograft) is generated by injecting cell line with the same 
mouse background b) immunocompromised mouse model. This model is used to generate patient 
derived xenograft (PDXs) by implantation of surgically-derived specimens into immunodeficient 
mouse c) Genetically engineered mouse models generated by injection of cDNA to induce the 
expression of an oncogene or de-repression of tunor suppressor gene d) humanized mouse models 
generated by injection of human hematopoietic stem cell transplant in severe combined 
immunodeficiency (SCID) mice to generate an humanized mouse model with a human-like immune 
system. Schematics created with BioRender.com. 
 

To summarize, in vivo animal models can emulate physiological complexity at the whole-organism 

level and have been considered the gold standard in research, however successful drug candidates 

for neurodegenerative diseases tested in animal models have largely failed in clinical trials [36].  

Animal surrogates of human diseases are now facing increased scrutiny and skepticism regarding 

their scientific validity and translatability to humans [37].  

In cancer research, traditional animal models have faced many challenges, including the inability 

to predict human onco-immunology [5]. Failures in clinical trials are primarily due to the poor 

predictive power and inefficiency of existing preclinical drug screening models. In summary, in 

vivo animal models allow study of cellular, tissue, organ and systemic level functions as well as 

pharmacodynamics and pharmacokinetics in a complex organism. However, they are costly, 

laborious, ethically contentious, have limited translatability and often lack predictive value to 

answer complex biological questions of cell-cell interactions. 
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To recapitulate, some of the major limitations of conventional in vivo and in vitro models are:  

• the dissimilarity between 2D in vitro cell culture systems and in vivo models with the 

patient target; 

• genetic and immunologic differences between humans and animal models  

• failure to accurately recapitulate native tissue-specific microenvironment, which 

substantially contributes to the complex pathophysiology of the disease [38] [39].  

 

The higher failure rates, lack of strong prediction of human efficacy of drugs and ethical 

concerns, have led to the development of guiding principles underpinning the humane use of 

animals in scientific research, called the three Rs (refinement, replacement, reduction) to find 

alternatives to animal testing [1][5]. However, animal models are still an indispensable 

intermediate for preclinical research [5]. It appears that more reliable models are needed to mimic 

the complexity of human cancer as an evolutionary process of mutated cells that are in intimate 

crosstalk with their local microenvironment including different immune cells [5][40]. In this 

context, surrogate in vitro 3D models that can reproduce the complex structure and functionality 

of living human organs are indispensable for understanding diverse biological responses of the 

human body for a variety of biomedical, pharmaceutical, chemical and environmental applications. 

 

Comparison of current 2D in vitro models 

In vitro modelling of human biology has commonly relied on conventional primary or 

immortalized culture of cell lines in vitro [41]. Simple 2D cultures on Petri dishes of brain 

endothelial cells or tumor cells have been useful to assess efficacy and cytotoxicity of drug 

candidates for over 50 years (Fig. 1.2a). 2D cell cultures of cancer cell lines helped to establish the 

initial investigation of cancer in humans. However, while valuable resources, cell lines cultured in 

2D monolayers only represent a subclone of the original tissue, adapted to grow in artificial 

conditions [42]. Although cell lines have been considered standard and shared tools in the scientific 

community, some skepticism has arisen, given that genetic variations in the same cell lines used 

by different research groups have led to different or even opposite results [6]. These models are 
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often too simple to answer complex biological questions of cell interactions or physicochemical 

characterization of biological parameters, such as drug transport through the BBB.  

To enable more functional studies, an advanced culture setup, called a transwell-based assay has 

been developed, enabling the investigation of cell migration and invasion through the microscale 

pores of a membrane [43], and/or the study of drug transport and vascular permeability in blood-

brain barrier models [44]. Transwell models are composed of 2 chambers divided by a 

semipermeable microporous membrane, allowing independent access to both chambers [45] (Fig. 

1.2b, 1.3a). Membranes coated with collagen or Matrigel are covered with confluent monolayer of 

brain endothelial cells before initiating the experiment. These systems have been widely used for 

compartmentalized cultures, including brain pericytes and astrocytes on the opposite side of the 

membrane [46]. These simple cultures still often fail to replicate the key features of the BBB, such 

as shear stress resulting from blood flow and the BBB microenvironment, which makes their 

predictive value for human responses questionable [47]. Transwell systems have also been 

exploited to study immune cells and tumor cell trans-endothelial migration in a similar fashion 

[48]–[50]. However, they do not provide information about the complex interactions between all 

the cellular components of the tissue-specific microenvironment in human organs in diseased or 

healthy states [51].  

 
Figure 1.2: traditional preclinical in vitro culture systems. 

a) 2D culture system of cell lines and b) Transwell systems containing mono-culture or co-culture 
of cells. Schematics created with BioRender.com. 
 

Neither 2D culture nor Transwell models reproduce the complexity observed in the 3D tissue 

architecture of living organs or incorporate mechanical forces (for example, fluid shear stress, 

hydrostatic pressure and tissue deformation) that can substantially influence cell behaviors [52]–

[55][51]. Moreover, migration studies using Transwells are mostly affected by gravity which 
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results in a lack of important tissue–tissue interactions and an inability to study recruitment of 

circulating immune cells, as well as physiological dosing of test therapeutic agents [39]. In 

summary, current in vitro models are more reproducible, easy to analyze and more fit for high-

throughput screening than animal models, and allow the study of human cells and tissues. 

However, they are often too simplistic to answer complex research questions, especially those 

interrogating multifaceted cell-cell interactions or the role of mechanical forces. 

 
Figure 1.3: Transwell systems. 
a) Schematic representation of Transwell systems of mono-culture of endothelial cells, co-culture 
or tri-culture with astrocytes and pericytes to model the blood-brain barrier. Reproduced with 
permission from [46]. 
 

Bioengineering approaches for the design of 3-dimensional preclinical models  

To better uncover human biology and improve preclinical translation into effective therapies, there 

is a need for more accurate preclinical model systems. The drug discovery community has 

identified the critical need for new testing approaches to generate reliable predictions of drug 

efficacy and safety in humans [57][60]. Recent advances in bioengineering, cell biology and 

microengineering techniques, such as microfabrication and microfluidics have enabled the 

development of microengineered models of the functional units of human organs. There are several 

potential approaches to this unmet need that have reached a sustainable cost, reliability and 

robustness. Some of these technologies have begun to tackle major technical challenges at the 
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critical steps of conventional and emerging drug discovery processes, while others are still under 

development. These systems, which have been developed to perform the primary function of 

human organs in vitro, are composed of living cells and tissues organized in such a way that 

produces novel functionalities by design. It is thus paramount to recapitulate closely characteristics 

of human organs. Design principles of advanced in vitro systems converge into three main areas: 

anatomy, physiology, and cell sources. 

The anatomical structure of a tissue or organ is essential to its function, and structural change could 

result in organ dysfunction and disease. Additionally, the physiological characteristics (physical, 

mechanical, and biochemical factors) of human organ have profound influences on the functions 

of cells and organs [61]. Appropriate cell sources are critical to the success of microphysiological 

systems and the cell types are determined according to the organ of interest and its function. 

Their physical integration will then produce the final structural architecture of the organ and 

reproduce the mechanobiology of cell interaction. The design of these systems must also include 

evaluation of the final read-out of the experimental platform and usually the design is suitable for 

convenient real-time monitoring and analysis. Innovative 3D experimental models (tissue 

engineering, 3D bioprinting, organoids and microphysiological systems) (Figs. 1.4a-c) including 

their design principles are listed below. 

 
Figure 1.4: Advanced 3D preclinical models. 
 Schematic representation of a) Organoids, b) 3D bioprinting system and c) microphysiological 
system using microfluidic technology. Schematics created with BioRender.com 
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Tissue engineering and 3D bioprinting 

Tissue engineering is “an interdisciplinary field and branch of biomedical engineering that 

integrates cell biology with engineering, nanotechnology and biomaterials toward development of 

biological substitutes that restore or improve tissue function or a whole organ” [62]. Critical 

components of tissue engineering strategies are: biomaterials and tissue architectures (scaffolds, 

patches, etc.) developed with different techniques [63][64]; cell sources (such as stem cells) and 

environmental cues such as growth factors [65][66]. Among all the techniques, additive 

manufacturing techniques, including three-dimensional (3D) printing methods, have driven 

innovations in the field. Particularly, 3D bioprinting [67], a 3D printing technique for 

biocompatible and biological materials, including living cells, is one of the most promising for 

fabricating complex tissue constructs. In 3D bioprinting, materials and living cells are precisely 

positioned layer-by-layer with tailored spatial control of the placement and consequently, 

functional biological components and mechanical properties [68] [69]. Information about the 

architecture of tissues is provided by medical imaging, such as computer tomography, and 

modelled through computer-aided design (CAD). This poses a potential advantage of exactly 

reproducing tissue-specific architectures derived from patients with non-invasive technologies. 

Tissue engineering is aimed at the regeneration of tissues and organs function [70], but it can also 

be applied for development of in vitro experimental models [71]. Indeed, 3D bioprinting have 

enabled scientists to build 3D functional living tissue models for in vitro drug screening and 

disease modeling [65], [72]. Nevertheless, 3D bioprinted in vitro models face several complexities, 

such as the choice of materials, cell types, growth and differentiation factors, and technical 

challenges related to the sensitivities of living cells to the printing process, and the biocompatibility 

and stability construction of tissues [73]. Advances in hardware and bioprinting processes have 

facilitated the fabrication of many tissues, including neural tissues [74] and tumor 

microenvironments with different levels of complexities [75], [76] [67] (Fig. 1.5a,b). A basic 

prerequisite for the survival of 3D engineered tissue constructs is the establishment of blood 

vessels. The development of perfusable vascular networks is also gaining importance for drug 

testing, as vasculature plays a fundamental barrier in drug transport (BBB, tumor 

microenvironment). 3D bioprinting of vasculature with hierarchical biomimetic structures has 

allowed blood circulation within thick macro-tissue constructs, accelerating vascularization and 

enhancing tissue regeneration[77]. Successful rapid vascularization of tissue constructs requires 
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synergy between fabrication of perfusable channels and functional bioinks that induce 

angiogenesis and capillary formation within constructs [72] [77]. Notably, 3D bioprinting of 

vasculature at the macroscale (centimeters to millimeters in diameter) has been quite successful. 

Despite the current attempts to achieve one or a few features of the tissue type, great challenges 

remain in simultaneously incorporating all physiologically-relevant features to recapitulate a tissue 

microenvironment [78]. Moreover, additional technological challenges, including higher printing 

resolution and speed, should be faced for the design of single-cell structures, like capillary 

networks [71]. Currently, only light-assisted bioprinting techniques, such as laser assisted 

bioprinting (laser induced forward transfer) [79] and biological laser bioprinter [80] can achieve 

cell-scale resolution. Briefly, Light-assisted bioprinters are comprised of a pulsed laser source, a 

target, and a substrate that receive the printed material. The target is made of a thin layer of gold 

or titanium coated onto a laser transparent support (i.e. glass). Cells are prepared in a liquid 

solution (i.e. culture media), and deposited at the surface of the metal film. The laser pulse induces 

vaporization of the metal film, resulting in the production of a jet of liquid solution which is 

deposited onto the facing substrate. Light-assisted bioprinting allows printing of capillary-size 

vessels (10-50 µm), but mostly limited to 2D applications [76][78] (Fig. 1.5c). Future 

advancements in bioprinting technology will facilitate the process of establishment of more 

physiologically relevant models, including vascular components in a tissue-specific 

microenvironment [68]. Further optimization and technological advances are required to enlarge 

this application into large scale production of in vitro models in biomedical labs and companies 

[81][71]. 
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Figure 1.5: Tissue engineering applications of 3D bioprinting. 
 a) A typical process for bioprinting of 3D tissues. Imaging of tissue can be used to guide the 
design of bioprinted tissues. The choice of materials and cell source is essential and depends on 
the specific tissue and function. Common materials include synthetic or natural polymers and 
decellularized ECM. Cell sources are also fundamental and depend on the application. These 
components have to integrate with bioprinting system. b) Schematic of a mixing nozzle that can be 
used to print materials at the microscale. A 3D architecture that includes multiple cells embedded 
in polycaprolactone (PCL) polymer. c) The summary of current fabrication bioprinting techniques 
to generate blood vessel from arteries to capillaries. Reproduced with permission from a) [67] 
b)[82], [72] c)[77]. 
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Organoids 

Organoids are 3D self-organizing organotypic structures that resemble organs in vivo, and 

generally contain ECM materials, such as laminin-rich Matrigel [83]. Organoid cultures are 

established by self-assembled aggregation into low attachment cultures and grown embedded in 

hydrogel (Matrigel). Cells for organoids are derived from normal, pre-malignant or malignant 

tissues, and have shown to retain hierarchical organization and genomic features of their 

originating organs [81] [82]. Organoids can be maintained in culture for extended periods of time, 

on the order of months, and can be classified not only based on their tissue of origin, but also on 

the type of cells used for their generation such as: adult tissues (also called patient-derived 

organoids), pluripotent embryonic stem cells (ESCs), induced pluripotent stem cells (iPSCs) and 

adult stem cells [86]. Moreover, organoids are further distinguished into distinct classes 

corresponding to the diverse culture techniques, which can be used to generate organoids: i) 

submerged culture and ii) air-liquid interphase culture.  

Submerged culture organoids consist of cells grown within a large drop of solid ECM gel 

submerged beneath tissue culture medium. Organoids might be grown in ultra-low attachment 

dishes in suspension before being immersed into a solid gel (Fig. 1.6a). In the air-liquid interphase 

system, cells are cultured into a type I collagen matrix, on the top of an inner transwell insert (Fig. 

1.6b), with culture medium provided through a permeable membrane, thereby facilitating oxygen 

diffusion [84] [85] [89]. In cancer research, organoid culture involves either normal or malignant 

epithelial stem cells isolated from patients [90]. For brain research, organoids are mostly derived 

using ESCs or iPS cells that spontaneously differentiate to precisely recapitulate neurogenesis of 

the central nervous system [41]. Organoid systems recapitulate the normal developmental 

processes of an organ, as well as homeostasis and pathophysiology of the original tissues. 

However, organoids are commonly closed structures, which precludes direct experimental access 

to the epithelial lumen, and lack the tissue–tissue interfaces between epithelial tumor cells and 

surrounding vasculature and stroma, that are important contributors to cancer control and 

progression [90]. Furthermore, they do not retain the normal mechanical stimuli, which cells 

experience within whole organs (for example, breathing motions in lungs or cyclic peristaltic 

deformations in intestine), that also can contribute to tumor behavior [88] [89]. Recently, many 

research groups explored the use of CRISPR-Cas9 genome-editing system to introduce multiple 

mutations into cells that become organoids derived from normal human intestinal epithelium or 
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from stem cells. Recently, organoids have emerged as a new in vitro tool for drug discovery and 

personalized medicine, as an ex vivo high-throughput screening platform for testing efficacy and 

toxicity of drug compounds. 

Although some limitations, such as risk of contamination from high handling level and low-to-

medium throughput screening, organoids still represent an attractive model to recapitulate human 

tumor biology. However, though organoids enable interactions between neoplastic cells, they 

exclude most of the cells of the tumor microenvironment, lacking the native immune system and 

stromal/vascular component.  

 
Figure 1.6: Preclinical organoids culture systems. 
Organoid methodologies are a) submerged culture and b) air–liquid interface (ALI) culture which 
is combined with Transwell systems. Reproduced with permission from [89]. 
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Microfluidic technology and ‘microphysiological systems’ 

The advent of microfabrication and biotechnology has given rise to the design and fabrication of 

new “microfluidic technology” systems, able to process small volumes of fluids (microliters to 

nanoliters) through microchannels. The first applications were in many scientific fields, ranging 

from molecular biology, such as high-throughput laboratory analysis of molecules (DNA, proteins 

etc.), to chemical analysis and silicon microelectronics, such as microelectromechanical systems 

(MEMS)[93]. Cell biology is a research area into which microfluidic technology has brought a 

new capability for culturing living cells in continuously perfused, micrometer-sized chambers in 

order to model physiological functions of tissues and organs. For these purposes, microfluidic 

devices for culturing cells in 3D systems are based on easy-to-fabricate microchannels, that can 

range from hundreds of micrometers up to millimeters in size, in a transparent biocompatible soft 

elastomer support. A wide range of possible designs are constructed by engineers through CAD-

based systems and transferred into a device by lithography and molding systems [94]. Custom 

systems for particular applications, including microchannels or layer-by-layer deposition, can be 

made using different biocompatible materials [95][96], such as polydimethysiloxane (PDMS), and 

different nanofabrication techniques [95]. PDMS is a soft silicon-based polymer with desirable 

properties, such as thermo-electric insulation, biocompatibility, high chemical inertness and 

impermeability. It has excellent optical transparency, low toxicity and high permeability to oxygen 

and carbon dioxide, allowing the fabrication of microchambers in which to grow and observe cells. 

These devices can be fabricated in microfabrication facilities to satisfy specific design 

requirements. It is also becoming common to purchase standardized commercially available chips, 

fabricated with simplified design, for a broader range of applications [90] [94][96]. 

Such microchannels are filled with hydrogels (typically collagen, Matrigel, fibrin) able to 

polymerize at 37 °C, embedding several type of cells [100]. Cells with 10-100 µm sizes are well 

suited for microfluidic devices. These systems contain living cells and tissues that have been 

organized into compartmentalized channels or self-assembled tissues. The goal is not to build a 

whole living organ but rather to reproduce a few functional units that recapitulate tissue- and 

organ-level functions. These systems are called “Organs-on-chip” or “microphysiological 

systems”. Microphysiological systems using microfluidic technology may recapitulate 3D tumor 

microenvironment (TME) [39][38][101][102], study metastasis and immune-tumor interactions, 

and model complex TME and ECM [103] [101] [102].  
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Figure 1.7: Advanced 3D microphysiological systems. 
 Schematic representation of microphysiological system: cells, extra-cellular matrix (ECM) 
growth factors and microfluidic technology. Schematics created with BioRender.com 
 

3D cancer cell spheroids have also been developed to recapitulate cell–cell and cell–ECM 

interactions between tumor cells. Microphysiological systems could include cell line spheroids, as 

well as patients’ or mouse-derived organotypic tumor spheroids (PDOTS, MDOTS) for a 

personalized medicine approach [83]. Such dynamic multicellular co-culture could reproduce 

paracrine and contact interactions and account for 3D cell growth, mimicking the local in vivo 

organization. One of the advantages is the possibility of medium-term culture (1-2 weeks) [108]. 

Given their scalable size, microfluidic devices make use of a low number of cells and use low 

quantities of culture medium and other needed reagents, which results in a low cost technology 

[109]. Ultimately, they can be produced in large quantities and in a sufficiently robust manner, 

thereby making them reliable and amenable to large-scale manufacture. In microfluidic devices, it 

might be possible to integrate more sophisticated technologies, such as sensors to monitor cell 

parameters [110], [111]. The main advantage of microphysiological systems compared to 

traditional culture is the potential to mimic more complex anatomic structures and cell-cell 
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interactions for several days. Below, Table 1 shows the advantages and limitations of preclinical 

models. 

 

Table 1: Advantages and limitations of in vitro and in vivo preclinical models.  

Type of 
culture 

Preclinical model Characteristics Advantages Limitations 

in vitro 
 

3D 
Microphysiological 

systems  
(microfluidic 

device) 
 

 

Use of patient-derived 
specimens, stem cells or cell 
lines 
 
Dynamic multicellular  
co-culture 
 
Mimics local in vivo 
organization and structure  
 
Medium-term culture 
 
Microfluidic devices are 
scalable 
(size, number of cells) 
 
Imaging in real-time 

Ideal to study immune–tumor 
and vascular interaction in 3D 
microenvironment 
 
Requires low number of cells 
 
Ability to modulate 
cytokine/gradients and reduces 
reagents 
 
Possibility to include fluid 
flow stimuli with pump 
 
Reproduces paracrine and 
contact interactions 
 
Model 3D ECM 
 

Inability to recapitulate 
biological interactions in 
vivo within an entire animal 
 
Maintain long-term culture 
(months) 
 
Risk of contamination during 
handling 
 
Difficulty in providing 
correct cell culture Medium 
for all cell types  
 

in vitro 
 

3D  
Organoids 

 

 

Use of patient-derived 
specimens, stem cells or cell 
lines 
 
Ideal to recapitulate the 
pathophysiology of the 
original tissue 
 
Single/multicellular co-
culture 
 
Mimic organization in vivo  
 
Medium- to long-term 
culture 
 
Imaging in real-time 
 
Low to medium costs 
 

Ideal to recapitulate the 
pathophysiology of the 
original tumor 
 
Reproduces paracrine and 
contact interactions 
 
Model 3D ECM 

Lack native immune and 
stromal elements 
 
Require time to propagate 
sufficient material for drug 
screening/testing 
 
Difficult to provide correct 
protocols/cell culture 
medium 
 
Risk of contamination for 
high handling level 
 

in vitro 
 

3D  
Bioprinting 

 

 

Use of stem cells or cell 
lines 
 
High costs for equipment 
with high resolution and 
wide range of processing 
possibilities 
 
 
Low to Medium-term 
culture 

living cells are precisely 
positioned 
 
reproducing tissue-specific 
architectures derived from 
patients’ bioimages (custom 
design) 

Printing with high resolution  
(µm) and speed (depending 
on printing technology) 
 
Biocompatibility of bioink 
and printing process 
parameters (e.g. shear stress) 
might affect cell viability 
 
Require time for printing 3D 
structure with high thickness 
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Multicellular co-culture 
 
Mimics local in vivo 
organization and structure  
 

 
Risk of contamination for 
high handling Level 

in vitro 
 

Transwell  
culture 

 

 
 

Use of patient-derived 
specimens, stem cells or cell 
lines 
 
Single/multicellular co-
culture 
 
Modulate cytokine gradients 
 
Low cost  
 
 

Study paracrine signaling, 
chemotaxis (immune cells) 
and vascular permeability  
 
Simple technical culture 

Inability to recapitulate 
biological in vivo 
Interaction 
 
Gravity force (g) may affect 
results  
 
Difficulty in imaging 
(depends on membrane 
transparency) 
 
Lack of biomimetic 
microenvironment  
 

in vitro 
 

2D cell  
culture 

 

 

Ideal to study single cancer 
cell autonomous processes 
 
Use of patient-derived, stem 
cells or cell line 
 
Low to medium culture time 
 
Low costs 
 

Reproducible experiments 
in a single cell component  
 
Simple technical culture 
 
 

Inability to recapitulate 
biological in vivo 
interactions 
 
Potential genetic changes of 
cancer cells over time 
 
Lack of the ECM and 
microenvironment  
 
Fails to account for 3-
dimensional cell growth 
 
Require cells, cell culture 
medium and culture dishes 
 
Lack of immune cells 
 
No multicellular co-culture 
 

in vivo Immuno-competent 
mouse  

(Autograft) 
 

 
 

Ideal to study biological in 
vivo interaction within the 
entire animal  
 
Syngeneic cell lines with the 
same mouse background  
 
Biological interaction in 
vivo within the entire animal 
  
Long-term culture (over 
months) 
 
High costs 
 

Include immune cells 
interactions (mouse) 
 
Reproduce in vivo 
organization  
 
 
Mouse-derived organotypic 
tumor spheroids (MDOTS) 
derived from this model can be 
cultured in 3D microfluidic 
device or as organoids 

Challenging imaging in real-
time 
 
Lack of human immune cells 
interactions 
 

in vivo Immuno 
compromised  

mouse  
(Patient derived 

xenograft) 

Ideal to study biological in 
vivo interaction within the 
entire animal  
 
Culture system using 
patient-derived specimens 

Reproduce in vivo 
organization  
 
(PDXs) derived from this 
model can be cultured in 
3Dmicrofluidic 

Challenging imaging in real-
time 
 
Lack of immune cells 
compartment  
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High costs 
 
Require animal facility 
 
Long-term culture (over 
months) 
 

device or as organoids 
 

Genetic differences between 
species 
 
Lack of human vasculature 
after several passages 
 

in vivo Genetically 
engineered mouse 

models 
 
 

Ideal to study biological in 
vivo interaction within the 
entire animal  
 
High costs 
 
Require animal facility 
 
Long-term culture (over 
months) 
 

Include immune cells 
interactions (mouse) 
 
Inducible (On/off) systems of 
oncogenes and tumor 
suppressor genes 

Challenging imaging in real-
time 
 
Genetic differences between 
species 
 
Inducible systems is limited 
to few oncogenes 
 
Not recapitulate tumor 
mutation burden 
 

in vivo Humanized mouse 
model 

  

 

Ideal to study biological in 
vivo interaction within the 
entire animal  
 
High costs 
 
Require animal facility 
 
Long-term culture (over 
months) 
 

Include immune cells 
interactions (humanized 
version) 
 

Challenging imaging in real-
time 
 
Close/identical similarity to 
human genes  
 
Not fully recapitulate a 
robust human immune 
system 
 
Limited incomplete human 
function 
 

 

  



 41 

Chapter 2 - Design principles, microfabrication and 
therapeutic testing applications of bio-inspired human 
microphysiological systems using microfluidic 
technology  
 

Abstract  
 
Microphysiological systems are 3-dimensional microengineered and bioinspired platforms created 

with the use of microfluidic technology, which contain living human primary cells, stem cells and 

induced pluripotent stem cells (iPS) embedded in extracellular matrix (ECM)-like biomimetic 

hydrogel organized to represent key functional units of living human organs and reconstitute 

human pathophysiology. These microdevices replicate the 3-dimensional microarchitecture 

defined spatial distribution of multiple cells to emulate in vivo tissue-specific microenvironment. 

Microphysiological systems could be employed as specialized in vitro models that permit 

simulation of complex biological processes and predict pharmacological efficacy of drugs and 

nanocarriers. Thus, these microsystems potentially represent low-cost alternatives to 2D culture 

systems and conventional animal models in agreement with the 3Rs principle (reduction, 

refinement, replacement), to improve preclinical testing of innovative pharmaceutical therapies, 

and expand our understanding of several currently incurable diseases.  

In chapter 2,  the design and the micro-engineered tools for microfabrication of bio-inspired human 

micro-physiological living systems and their potential uses are discussed with a focus on 

microfluidic technology for modelling microvasculature and multicellular-vascular interactions. 

Finally, some potential applications of the microfluidic technology for therapeutic testing are 

illustrated, particularly focusing on testing nanoparticles (NPs) as delivery systems.  

 



 42 

 
 

Graphical abstract 3: Preclinical microphysiological systems for biomedical research.  

 
Schematic created with biorender.com 
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Bio-inspired Microphysiological systems   

As described in the previous Chapter, microphysiological systems contain living cells that have 

been organized into compartmentalized single or multiple channels. The main goal of 

microphysiological system modelling is to reproduce minimal functional units that recapitulate 

tissue- and organ-level functions in a more physiologically-relevant model. “Bio-inspired 

microphysiological systems” refers to design principles that involve a deep understanding of the 

morphogenetic biology and tissue structures, for faithful reproduction of functional tissues. 

Fundamental aspects of the technology are: (i) the selection of appropriate cell types, able to 

undergo self-organization into complex architectures; (ii) the design of proper ECM composition 

to enable cell polarization and development through complex morphogenic steps, converging into 

precise anatomical structures. Hence, microengineering techniques should guide the process of 

cell self-organization into 3D multicellular structures [112]. Both ESCs and iPSCs have the 

capacity of spontaneous self-organization, when cultured in 3D hydrogels, reproducing pluripotent 

stem cell arrangement during embryogenesis [113]. Indeed, in microphysiological systems, ESCs 

and iPSCs undergo differentiation with higher genetic expression of tissue-specific markers, 

suggesting a more physiological behavior of pluripotent stem cells. In this thesis, iPSCs self-

organization will be exploited for blood-vessel formation in microphysiological systems.  

The dynamic reciprocal interactions between cells involve exogenous stimuli, given by the growth 

factors contained in the culture medium, paracrine stimulation and direct cell interactions, 

improving self-organization into structures of increasing complexity that recapitulate the main 

stages of tissue development in vivo.  

Microengineered devices, by providing spatial boundary conditions and control over these 

parameters, have proved capable of directing these processes, and therefore appear well suited to 

guide complex tissue self-organization. Important advancements in this field are self-assembled 

structures as a part of living systems. In addition, microphysiological systems could potentially 

expedite drug discovery and provide important new insights into fundamental disease processes. 
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Microfluidic technology and microfabrication processes of micro and macro 
systems 

Microfluidic systems are fabricated using high-precision soft lithographic methods using 

polydimethylsiloxane (PDMS), that is a transparent, inert and biocompatible polymeric substrate. 

The protocol that is related to microfabrication process of the microfluidic device can be divided 

in three phases: design of the device pattern (mask design) master fabrication (photolithography) 

and mold fabrication (soft lithography)[94][99]. 

Mask preparation are opaque plates (glass or quartz) or film (polyester base) with transparent 

areas to allow ultraviolet (UV) light to shine through in a defined pattern. The pattern is realized 

by following the instruction from a computer-aided design (CAD) file. [95], [99].  

Photolithography is a microfabrication process used to pattern elements of a thin film 

(photoresist) in a substrate (silicon wafer). It makes use of UV light passing through a mask to 

transfer a geometric pattern onto a photoresist, a light sensitive material, coating the substrate. 

Usually, the resolution of the transparency (20 μm) is enough for microfluidic application. Two 

types of photoresist exist: positive and negative. In positive photoresist the portion that is exposed 

to UV light becomes soluble to the photoresist developer. The portion of the photoresist that is 

unexposed remains insoluble. Instead, a negative photoresist is a type of photoresist in which the 

portion that is exposed to UV light becomes insoluble to the developer, instead unexposed portion 

of the photoresist is dissolved by the photoresist developer (Fig. 1.8a). SU-8 (negative photoresist) 

is a viscous liquid epoxy-based photoresist solution designed for micromachining and 

microelectronic applications is used in this application. Due to exposition to UV-light (350-400 

nm) and subsequent crosslinking portions of the film become insoluble to liquid photoresist 

developers. 

Subsequently, a series of chemical treatments and baking at 65 and 95 °C allows to finalize the 

pattern or to potentially embed more layer by deposition of a new material in the desired pattern 

upon the material already present. In summary, photolithography for thin film deposition is 

realized through the following steps: mask preparation, application of photoresist, exposure, 

development. The master is the final patterned structure produced by photolithography (Fig. 1.8b).  

After master fabrication, soft-lithography process is used to prepare PDMS mold [94]. Briefly, 

PDMS is supplied in two components, a silicon elastomeric base and curing agent mixed 10:1 

weight ratio (base : curing agent) mixed and degassed to remove bubbles. 
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The PDMS solution is then poured onto the master and baked into an oven at 80 °C. After punching 

holes to make gel inlet and reservoirs, devices are sterilized and then plasma treated to a bonded 

to a glass cover slip[94] (Fig. 1.8c). 

 
Figure 1.8: Microfabrication of microfluidic device by photolithography and soft lithography. 

a) Schematics of the photolithography including positive and negative photoresist and soft 
lithography b) Photolithography procedures in a microfluidic device. SU-8 is spin-coated and 
prebaked on a bare wafer. UV light is exposed on the SU-8 covered by a transparency photomask 
(black). Exposed SU-8 is then baked after exposure and developed to define channel patterns. c) 
PDMS mixed solution is poured on the wafer and cured. Cured PDMS is then peeled from the 
wafer. The device is trimmed, punched and autoclaved ready for assembly. Reproduced with 
permission from a) [99]. b) and c) Schematics created with BioRender.com. 
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In this thesis, microphysiological systems described in Chapter 4 - Section II were prepared based 

on PDMS chips, while those in Chapters 6 and 7 - Section III were made use of the commercial 

‘3-D cell culture chip’ (DAX-1, AIM Biotech, Singapore) which is fabricated using a cyclic olefin 

polymer (COP). The design and fabrication of the microfluidic devices will be illustrated in detail 

in the experimental parts of the relative Chapters. 

 

Microphysiological systems for vessel formation in vitro: modelling 
microvasculature and multicellular-vascular interactions 

The formation and maintenance of vasculature is of crucial importance for tissue engineering. 

During early embryogenesis, blood vessels are formed by mesoderm-derived endothelial 

progenitors (angioblast cell) coalescence followed by the formation of hollow lumens. Capillary-

like networks contain angioblasts that then differentiate into ECs, a process known as 

vasculogenesis [114]. Vasculogenesis also occurs during adulthood through recruitment of 

endothelial progenitor cells from bone marrow. During development, and following the formation 

of a primary network, expansion and sprouting occurs from existing vessels, by a process known 

as angiogenesis [115][116] (Fig. 1.9a, b).   

In vitro modelling exploits similar physiological mechanisms for blood vessel formation. 

Modelling vascularization and multicellular-vascular interactions is of key importance for a variety 

of reasons: 1) replication of the angiocrine functions of organ-specific ECs [117], which deploy 

sets of growth factors that actively participate in the maintenance of homeostasis; 2) mimicry of 

organ-specific barriers, such as the blood–brain barrier, that limits the transport of therapeutics 

into brain tissue, or the tumor-vasculature barrier impairing immune cells infiltration into solid 

tumor microenvironments. 

Lastly, the tissue construct can be maintained in culture for longer by vascularization and diffusion 

of oxygen and appropriate nutrient delivery and waste elimination, thus improving the relevance 

and long-term stability of the in vitro models. From a tissue engineering prospective, the 

combination of microfluidic modelling and pre-vascularization for in vivo implantation is one 

promising strategy toward the bioengineering of functional tissues. 
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Angiocrine cues participate actively in the induction, patterning and guidance of organ formation, 

regeneration, as well as in the maintenance of homeostasis and metabolism [115][117]. ECs 

regulate complex tasks by supplying stimulatory or inhibitory growth factors, produce ECM 

components and collectively release cytokines that consequently affect the tissue-specific 

microenvironment, such as in the brain [121], lung tumor microenvironment [122] and anaplastic-

large cell lymphoma niche[123]. Notably, cancers are not composed merely of cancer cells alone; 

instead, they are complex ‘ecosystems’ comprising many different cell types and noncellular 

factors. It has been demonstrated that the complexity and diversity of the tumor microenvironment 

(TME) influences the patient response to immunotherapy. The tumor stroma, including ECs, 

pericytes, fibroblasts, is a critical component of the TME, and it has crucial roles in tumor 

initiation, progression, metastasis and therapy resistance [124][125] (Fig. 1.9c, d) 

Figure 1.9: Vascular network formation in vivo. 
a) Vascular progenitor cells merge into endothelial cells islands, which subsequently form 
together a microvasculature b) Schematic of a vascular systems of connected arterioles and 
venules after vasculogenesis vessels mature and remodel, directed by a variety of angiogenic 
factors and cytokines. c) Section of a blood vessels showing mechanical factors such as wall shear 
stress and axial strain also direct angiogenesis. d) EC-secreted factors recruit mural cells during 
angiogenic remodeling pro-angiogenic factors are released from stromal cells such as fibroblast 
directing migration and sprouting of ECs. Reproduced with permission from [127].  
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In many tumors, the vasculature is abnormal, and dysfunctional imbalance between the levels of 

pro-angiogenic and antiangiogenic factors promotes rapid but aberrant vascular formation. 

Morphologically, tumor blood vessels are tortuous, dilated and unevenly distributed with unpaired 

perfusion. Fibroblasts also have multiple functions: (i) they shape the ECM, which in turn provides 

structure and support to cells, and (ii) they contribute to paracrine cellular signaling with cytokine 

productions [126]. The vasculature is also essential for immune response: immune cells circulate 

within the bloodstream and the production of cytokines or adhesion molecules by tissues are  

critical for the recruitment of immune cells. This process is especially relevant in tissue- immune 

cell interactions and during tumor cell transmigration.  

In vitro vascular networks are generated by two distinct approaches: via endothelial-lined 

patterned channels, or by self-assembled networks [127][128]. Both systems are developed using 

microfluidic technology. In this context, microfluidic systems allow the possibility to include 

microvasculature [129], which has many advantages such as: provide oxygen and nutrient 

exchange to extend the days of culture, to study extravasation of metastatic cancer cells [130] 

[131][132], to reach a more physiologically-relevant mimicking the tissue-specific 

microenvironment. The engineering of 3D macro-vessels by patterned microchannels is described 

in the following paragraph. 

 

Patterned microchannel: 3D macro-vessels  
The patterned microchannel method consists of the 3D culture of cells on the walls of 

micropatterned chips. Using this method, the designed channels determine the size and architecture 

of the newly-formed vessels. To develop hollow-lumen 3D macro-vessels, ECs are made to adhere 

on microfluidic channel walls, pre-coated with cell adhesive materials, such as fibronectin, 

Matrigel or collagen. The microfluidic channel will act as a mold of the blood vessel, giving the 

final shape to adherent ECs. After microchannel coating, solutions containing ECs will be injected 

in the fluidic channel and the device will be rotated twice to allow cell attachment onto all channel 

wall surfaces. Adherent ECs will form a confluent monolayer. (Fig. 1.10b). Depending on the 

design of the microfluidic device, the 3D macro-vessel has one or multiple sides with shared 

borders with the gel channels. The gel channels contain cell-hydrogel or hydrogel only (depending 

on the application) and are filled at the beginning of the culture process. During hydrogel injection, 

capillary effect, surface tension and post structures will prevent their spread into the entire 
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microfluidic chip. The size of the 3D macro-vessel depends on the size of the fluidic channels, 

typically raging between 100-2000 µm [94]. The 3D macro-vessel is suitable for mimicking large 

blood vessel circulation, permeability and cell extravasation, and cell-cell interactions [133].  

Using the macro-vessels is possible to model angiogenesis process. Angiogenesis is the expansion 

and remodeling of a blood vessel via the sprouting of ECs from pre-existing vessels. It results from 

a sequence of events influenced by cell-cell and cell-ECM interactions. Angiogenesis sprouting in 

vitro is led by ANG-1 and VEGF gradients stimulations, created within the device. Recombinant 

cytokines are added to the culture medium, or may be produced by stromal cells loaded in flanked 

gel channel [131] [132], which constantly releases pro-angiogenic factors [136][137]. 

 

Self-assembled microvessels: vasculogenesis 

In vitro formation of microvascular network relies on careful mixing of ECs such as HUVECs or 

combination of HUVECs and stromal cells (fibroblasts or pericytes) in fibrin gel by self-assembled 

vasculogenesis- like process [135]–[137]. This approach does not require an extra structure to 

guide vasculatures: vascular cells are seeded within hydrogels in the chip device, where the cells 

reconstitute 3-D vascular networks by self-assembly as to generate a more physiological 

vasculature than the ones in other methods. Coalescence of cells form intussusceptions and 

vacuoles, and organize themselves into endothelial tubes into well-formed blood vessels. This 

process usually takes place into 3-5 days up to 7 days. Vascular networks quickly regress in the 

absence of stromal cells, demonstrating the usefulness of their paracrine signaling. Variants 

include culture of fibroblasts in the parallel gel channel [140] (Fig. 1.10a). 

Perfusability is an important function and is confirmed by flow of fluorescent fluorophores 

(fluorescent dextran) or beads [127]. Self-assembled micro-vessels can reach 100 µm capillary 

diameter (even down to <20 µm). The ability to generate perfusable microvascular network in a 

relatively short period of time has allowed the observation of physiologically relevant events in 

real-time, such as trans- endothelial extravasation of tumor cells [141][142][143], as well as the 

modelling of vascularized microtumors [144]. 
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Figure 1.10: Engineering vascular formation in microphysiological systems. 
a) Schematic patterned microchannel: macro-vessel formation in the microfluidic device using 
endothelial cells (ECs) in 2-3 days. Confocal image of F-actin (red, ECs) and DAPI (blue, nuclei) 
at day 3 b) Self-assembled microvessels by vasculogenesis. Schematic of the microvascular 
network formation after 7 days. Cells (ECs and stromal cells) self-organized into 
microvasculature. Confocal image of F-actin (red, ECs) and DAPI (blue, nuclei) at day 7. 
Schematics created with BioRender.com. 
 

Preclinical modeling of drug efficacy and nanoparticle transport with 
Microphysiological systems 

As the biotechnology industry continues to develop new classes of biopharmaceuticals, improved 

fundamental understanding of how drug delivery affects safety and efficacy, along with new 

delivery technologies seems to be necessary. However, it remains difficult to accurately predict 

patient drug response and organs interactions in standard systems. Consequently, innovative 

testing platforms are needed to evaluate and predict pharmaceutical delivery in more 

physiologically-relevant settings. In addition/alternative to traditional and animal preclinical 

models, which have the limitation discussed in previous chapters, microphysiological models have 

been widely studied recently as a novel in vitro model of organs. Since it is possible to create a 

more reliable mimic of the tissue-specific microenvironment by using microfluidic device 

technology, these devices could provide the basis for more cost-effective preclinical drug 
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screening with greater predictive power. By improving the effectiveness of preclinical predictions 

of human drug responses is critical to reducing costly failures in clinical trials. Several studies 

have demonstrated the potential of microphysiological systems on studying efficacy, toxicity, 

pharmacokinetics, transport and distribution properties across biological barriers of novel drugs 

therapeutics, including nanomaterials used as nanocarriers, such a nanoparticles (NPs), leading to 

the discovery of new targets and drug candidates. 

 
Nanoparticles as drug delivery systems  

The delivery of pharmaceutical agents to a specific tissue/organs or cells is critical for patient’s 

diagnosis and treatments. There are several biological barriers that limit drugs reaching the 

therapeutic target site, while interacting with different molecules, cells, tissues and organs as they 

are transported through the body. functional delivery is determined by large-scale issues such as 

biodistribution, stability and clearance to smaller-scale barriers such as intracellular trafficking, 

uptake pathways through cell-specific targeting and molecular transport to specific 

organelles[145] (Fig. 1.11a). At the systemic level, circulation in the bloodstream is an important 

factor which affect drug stability. Clearance from the circulation due to enzymatic digestions or 

phagocytosis from monocytes and dendritic cells is an important factor that affects clearance of 

drug delivery systems[146]–[148] as well as the heterogeneity of tissue-specific microenvironment 

and its conditions with altered pH[148]. Moreover, drugs lose their pharmacological activity due 

to changes in environmental factors such as moisture, temperature, and pH, which can occur in the 

tissue microenvironment or during storage. The tissue microenvironment affects drug delivery, 

and could be overcome using delivery systems tunable with pH variations. Moreover, cellular 

delivery is challenging in terms of discriminating the correct target cells by targeting specific 

receptors on the cells by surface coating/functionalization of delivery systems containing a proper 

functionalization targeting specific ligands. This also helps with the uptake of the delivery system 

and the payload release. In this regard, nanomedicine, a branch of nanotechnology, and precision 

medicine,  an emerging field could enable to overcome the limitations of conventional free-drug 

delivery treatment with customizable in a manner that depends on patient-specific characteristics 

[149].  Among nanomedicine tools, engineered nanomaterials can be tuned to display different 

physical and chemical properties that influence their interactions with their biological 

environments and delivery destinations[146]. 
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Figure 1.11: Biological barriers and precision medicine. 
 a) Schematic overview of the biological barriers that nanoparticles (NPs) can potentially 
overcome (inner ring), including crossing endothelial barriers, intracellular delivery with targeted 
functionalization, overcome the immune system clearance. The outer ring of the schematic 
expresses the precision medicine applications that may benefit from NPs design. Reproduced with 
permission from[148]. 
 

Nanomaterial-based delivery systems significant promise to improve treatment specificity, 

stability and solubility of encapsulated cargos. Delivery can vary depending on the size, shape, 

surface chemistry, stiffness, and chemical composition of the delivery vehicles to define the 

optimal design to reach a specific biological target. Drug delivery affects numerous factors that 

contribute to therapeutic efficacy, including pharmacokinetics, distribution, cellular uptake and 

metabolism, excretion and clearance, as well as toxicity[150].  
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Among all drug delivery systems, nanoparticles (NPs) constitute a significant portion of research. 

NPs indicate solid colloidal particles with a size range of 1 – 1000 nm, have been developed to 

overcome the limitations of free therapeutics and facilitate crossing through all the physical 

biological barriers: systemic, microenvironmental and cellular, that are heterogeneous across 

patient populations and diseases[148]. Early studies on NP biological iterations were unable to 

overcome these biological barriers to delivery, but more recent NP designs have utilized 

advancements in controlled synthesis strategies to incorporate complex architectures, bio-

responsive moieties and targeting agents to enhance delivery[148]–[150].  Indeed, the NPs size is 

also an important design parameter that defines NP delivery across biological barriers such as 

tumor vasculature or the BBB [147]. NPs have the potential to revolutionize the diagnosis and 

treatment allowing targeted delivery of drugs, contrast agents, immunotherapies, and gene editor 

systems, by improving the stability and solubility of encapsulated cargos, promote transport across 

membranes and prolong circulation times to increase safety and efficacy.  

NPs offers many advantages in their design, such as non-invasiveness, low cost, good 

biodegradability and long-term stability, ease of synthesis, high targeting efficiency, and high 

controllability on encapsulation and release of the payload NPs can therefore be utilized as more 

complex systems, including combination therapies, imaging or theranostic applications[148], 

[151], [152]. NPs improve the protection and release of poorly water soluble drugs and allow a 

controlled-spatio-temporal and sustained release, eventually trigged on demand such as enzyme-, 

pH-, temperature and redox- responsive delivery systems. 

There are several NPs classes including polymeric, inorganic and lipid-based NPs. Each class of 

NPs has several advantages and disadvantages that are showed in figure (Figs. 1.12a, b, c).  

Lipid-based NPs are structures comprising one or two self-assembled lipid bilayers, such as 

liposomes composed of phospholipids. Lipid-based NPs are able to deliver hydrophilic, 

hydrophobic and lipophilic drugs[153][146].  

Polymer-based NPs are synthetized from synthetic or natural polymers synthesized by using 

various techniques such as emulsification (solvent displacement or diffusion), nanoprecipitation, 

ionic gelation and microfluidics[154]–[156][157]. 

Inorganic materials such as gold, iron oxide and silica have been used to synthesize nanostructured 

systems with a variety of sizes, structures and geometries (nanospheres, nanorods, nanostars, 

nanoshells, NPs), inorganic NPs have unique physical, electrical, magnetic and optical properties, 
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which have been used for different drug delivery, diagnosis, photothermal and imaging 

applications (contrast agents). Most NPs have good biocompatibility and stability, however, due 

to their low solubility and toxicity at high doses, are limited in their clinical application.  

To date, a large number of delivery systems have been developed to treat diseases, including lipid-

based, polymer-based, inorganic, which have already been FDA-approved or are under clinical 

trials[148][158]. To allow an enhanced delivery, surface properties of NPs are commonly 

engineered and tailored for a specific target tissue. NPs can be functionalized with proteins, 

antibodies, carbohydrates and other ligands on the NP surface, (Fig. 1.12d), characterized by high 

specificity towards selected receptors overexpressed by the membrane of cancer cells or towards 

selected components of the tissue-specific microenvironment, can induce a more specific and 

efficient NP uptake[159]. In certain cases, to avoid rapid excretion based on surface properties and 

increase long-term circulations, NPs are covered with FDA-approved Polyethylene glycol (PEG) 

which improves the circulation time by altering the NP size and solubility while shielding the NP 

surface from enzymes and antibodies that may induce degradation, secretion and clearance, but 

does not completely prevent recognition by macrophages or other cells of the immune 

system[148]. NPs might also be designed to overcome many limitations regarding traditional 

therapies towards more personalized and precision medicine[96], and NPs development has 

expanded into a broad range of clinical applications, such as cancer therapy, immunotherapy, 

neurological disease genome editing including release of oligonucleotides[152], [159]–[164].  
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Figure 1.12: Classes of NPs and surface property for enhanced delivery. 
Classes of nanoparticle (NPs) a) polymeric b) inorganic c) lipid, with some of their common 
subclasses. Several advantages and disadvantages are listed below: d) Surface and material 
properties, architecture, targeting moieties and responsiveness for NPs that can be altered in 
combination for intelligent designs to tailor the delivery systems to a specific application. 
Reproduced with permission from [148]. 
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Aim of the work 
 
The aim of this thesis is to design and develop microengineered microphysiological systems to 

study multicellular-vascular interactions in a microfluidic device and testing of drugs and 

nanoparticle transport. In particular, this thesis focuses on three different bio-inspired 3D 

microphysiological models of multicellular-vascular interactions in a microfluidic device:  

• human blood-brain barrier (BBB) model 

• KRAS/LKB1 lung carcinoma  

• ALK-positive anaplastic large cell lymphoma (ALCL) models 

These three models have in common an advanced perfusable microvasculature created by self-

assembled vasculogenesis and patterned microchannel. The application of BBB 

microphysiological model systems as preclinical testing platforms for drugs and nanocarriers is 

described.  

The vascularized KRAS/LKB1 lung carcinoma was used to determine that extracellular export of 

2’,3’-cGAMP by cancer cells plays an important role in activating STING signaling in endothelial 

cells. Similarly, the ALK-positive ALCL model was used to study tumor-vascular interactions. 

 In the final section of the thesis, bioartificial nanoparticles were engineered by nanoprecipitation 

containing chitosan (CS) and poly(lactic-co-glycolic acid) (PLGA) and miRNAs or siRNAs, and 

their physicochemical characterization are discussed.  

Overall, these microengineered microphysiological and drug delivery have the capability to more 

reliably predict therapeutic vulnerabilities and study drug transport across biological barriers, 

thereby expediting drug discovery, and providing important new insights into fundamental 

biological processes to expand our understanding of several currently incurable diseases. 
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Chapter 3 – Current advances and challenges in the 
modelling of human Blood-Brain Barrier  
 

Abstract 
 
The blood-brain barrier (BBB) is the first interface between blood circulation and brain tissues and 

represent the tightest barrier in the human body. The BBB consists of endothelial cells which form 

tight and adherens junctions, surrounded by brain pericytes and overlapped by astrocytes. Despite 

BBB main role in maintaining brain homeostasis by controlling solute transit, its protective barrier 

constitutes a nearly-impenetrable obstacle against therapeutic drug delivery into the brain 

parenchyma from blood. To date, efficient drug delivery to the brain is restricted and, 

consequently, treatment strategies and neuro-pharmaceutical development are limited for many 

brain pathological processes, including neurodegenerative diseases. The lack of reliable preclinical 

models, able of reproducing human anatomical complexity and predicting molecular mechanisms 

of drug transport through the BBB, partially contributes to the misleading results in clinical trials. 

Understanding the different traffic routes adopted by drugs is, therefore, critical in the development 

of pre-clinical models to test targeted therapies.   

In this chapter 3, fundamentals about the structure, components and cellular functions of the BBB 

are provided, focusing on the main mechanisms of molecule transport through the BBB. Then, 

innovative drug delivery systems, such as nanoparticles, are presented. Finally, current advances 

in preclinical BBB design model in vitro are discussed focusing on literature examples of BBB 

models, including organoids, 3D printing and the emerging 3D microphysiological systems using 

microfluidic technology. Potential opportunities, current challenges and future perspectives on 

modelling the BBB through in vitro preclinical models are further discussed. 
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Graphical abstract 4: Modelling the BBB microvasculature.  
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Introduction 
 
Structures and components of the Blood-Brain Barrier 

The blood-brain-barrier (BBB) is a highly selective and semipermeable barrier that separates the 

bloodstream circulation from the neural cells of the central nervous system (CNS), maintains the 

homeostasis of the brain microenvironment protecting it from pathogens and harmful 

compounds[1]. BBB is a fundamental anatomic structure present in organisms with a well-

developed CNS that regulates ion exchanges and allows the transport of nutrients and oxygen to 

the brain[2]. In early 1900s, the Nobel Prize Paul Ehrlich firstly reported the discovery of a sort of 

brain barrier while performing an intravenous injection of a aniline blue, and surprisingly found 

no staining in the CNS[3]. At that time, this lack of staining was simply attributed to the inability 

of the brain to absorb the dye. The experiment was repeated by one of his students, Edwin 

Goldmann, demonstrating a compartmentalization existing between cerebral fluid and vasculature, 

suggesting the presence of a barrier [4]. A few years later, due to the invention of the electron 

microscope in the 1960s, the anatomical structure of the BBB was observed and described, 

followed by increased understanding of its structure and functions [5]. 

Structurally, BBB is formed by endothelial cells (ECs), pericytes (PCs) and astrocytes (ACs) 

strongly connected with the main role of conceiving a physical and functional protection regulating 

the selective active and passive transport that restricts the passage of solutes (Figs. 2.1a, 2.1b).  

 

Cellular components of the human Blood-Brain Barrier 

Endothelial cells (ECs) establish the formation of brain capillaries and are the first interface of 

biotransport exchanges between the bloodstream and the brain[6]. Brain ECs differ from peripheral 

ECs in several characteristics, such as higher mitochondrial density, higher tight junctions (TJs) 

proteins and reduced pinocytotic activity[7]. ECs adhesion is characterized by the overlapping of 

TJs and adherens junctions (AJs) maintaining structural support [8] by a complex system that cover 

the space between ECs. The TJs are regulated via the intracellular/membrane proteins zonula 

occludens (ZO) ZO-1, ZO-2 and ZO-3, Claudin 3 and 5, and Occludin. AJs are mediated by VE-

cadherin, PECAM-1 and Nectin [7][9]. Therefore, junction efficiency in reducing ion passage 
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increases exponentially with the number of strands, which is formed by a collection of 

transmembrane proteins with extracellular domains. Alterations in intra and extra-cellular calcium 

concentration modulate junction assembly[10]. Junctions provide structural integrity and adhesion 

between cells and regulate transport mechanisms[11]. Both TJs and AJs are responsible for 

restriction of the paracellular diffusional pathway to ions and other polar solutes, and effectively 

block diffusion of macromolecules[12]. ECs also allow a rapid diffusion of oxygen and carbon 

dioxide[13]. The resistance to ions exchanges is due to high trans-endothelial electrical resistance 

and low paracellular conductance [14]. Moreover, neuronal cells release vasoactive agents and 

cytokines, modifying barrier permeability, the expression and formation of junctional processes 

[15][16]. It has been demonstrated that TJ expression might be induced by the use in culture of 

conditioned medium from pericytes and astrocytes[17][18] . On the other hand, disruption of TJs 

is generally correlated to BBB breakdown [19] and associated with brain disorders which may 

cause alterations in the expression or loss of TJs and AJs [20].  

Pericytes (PCs) are vascular mural cells and embedded in the basement membrane of the blood 

vessels enveloping brain microvessels [21]. PCs play an important role in the formation of a 

permeable interface between the circulatory system and CNS [19]. PCs coordinate and process 

signals from their neighboring cells, regulate vascular permeability, BBB integrity, and are 

involved in BBB formation during embryogenesis[22]. PCs express several contractile and 

cytoskeletal proteins (for example, α-smooth muscle actin, vimentin, desmin, myosin) and cell 

surface antigens (Platelet-derived growth factor receptor beta (PDGFRB)), cluster of 

differentiation 145, (CD146))[23] in the cytoplasmic membrane[21][24]. They inhibit vascular 

permeability and coordinate signaling in cooperation with ACs[25]. PCs contribute to the 

formation and alignment of TJs, play an active role in regulating angiogenesis and controlling the 

flow within blood capillaries and the brain [6][15], and also mediate leukocyte adhesion and 

transmigration into the CNS[26][27]. Furthermore, PCs effectively lead clearance of tissues debris 

and proteins released by neighboring cells, as well as neurotoxins[28][33]. However, their 

degeneration might causes BBB breakdown and accumulations of neurotoxins[15], causing 

synaptic disfunction and neuronal injury [45]. Moreover, a PCs dysfunction also contributes to 

neurodegenerative diseases such as Alzheimer's and Parkinson's diseases through the breakdown 

of the BBB, or related to contractile issues of brain microvessels[29] [30] [31]. 
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Astrocytes (ACs), also known as glial cells, are star-shaped cells localized in close contact with 

the abluminal surface of BBB vessels [32]. The ACs endfeet provide biochemical support for those 

cells that form the neurovasculature through the production of cytokines, neutrophic factors and 

angiopoietin-1 that helps maintain the TJs[17], and contribute into modulate the expression of  

transport receptors and transcytosis in the ECs [16][33]. ACs endfeet envelop neuron synapses 

modulating the synaptic transmission, vasoconstriction and dilatation of brain capillaries[34], and 

maintaining BBB integrity[35], as well produce isoforms of laminin found into parenchymal basal 

membrane[36]. Activated ACs are important regulators of brain inflammation, involved in the 

pathogenesis of many neurodegenerative diseases[37] [35], [38], but seems not to be involved in 

BBB vascular permeability regulation[39]. Around brain capillaries, there is some space between 

ECs and neurons forming the perivascular space[40], also called Virchow-Robin space, fluid-filled 

in which perivascular immune cells such as macrophages engage the immune surveillance of the 

CNS[41].The BBB includes two different basement membranes layers [25][42]. Separately, ECs 

secrete the endothelial basal membrane that incorporates ECs and PCs, and ACs secrete the 

parenchymal basement membrane that separates ACs from blood vessels[43]. In close contact with 

the BBB, in the brain microenviroment, there are proteins of the extracellular matrix (ECM). Key 

ECM components are: several isoform of laminins glycoproteins, collagen type IV, nidogen, 

fibronectin, and heparin sulfate proteoglycans [42] (Fig. 2.1c). The ECM forms a matrix network 

of proteins that support and mediate cellular activities and signaling [44]. ECM proteins possess 

natural ligands for cell surface receptors, such as integrins [45]. Receptor-ligand binding induces 

cell signaling pathways on vascular endothelium and mediates mechano-transduction to the 

cytoskeleton[46], and represent a target for numerous diseases [47]. Hereupon, ECM molecules 

are relevant in healthy and diseased human tissue modelling to mimic and reproduce 

physiologically-relevant microenvironment in vitro [48].  

 

Functions and regulation of the Blood-Brain Barrier 

The physiological function of BBB is coordinated by a series of physical, transport and metabolic 

properties. This anatomic structure preserves brain homeostasis, regulates influx and efflux 

transport, exchanges molecules and ions, and protects from exogenous harmful compounds[42]. 

BBB also regulates cell trafficking and supplies nutrients to the brain, which is the most 

metabolically active organ in the body. In addition to providing a stable environment for brain 
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functions, BBB also maintains molecules exchange and optimal ionic composition for synaptic 

signaling by a sequence of specific ionic channels and transporters [38]. BBB provides a regulated 

impermeable interface and it has low passive permeability to many essential water-soluble 

nutrients and metabolites required by nervous tissue[2] [58]. 

The main BBB function is to act as a barrier to prevent inflammatory insults and pathogens from 

one of the most immunologically susceptible organs[30][49], as well monitoring alterations of the 

inflammatory processes due to the local microenvironment changes (immunosurveillance)[50]. 

Indeed, infections in the brain are very rare. However, when the brain is affected by an infection, 

the treatment is very difficult: only few antibiotics are able to pass through the BBB, while most 

of them cannot reach the brain due to their relatively high molecular weight. In some cases, 

antibiotics need to be administered into CNS directly into the cerebrospinal fluid (CSF), where 

they can enter the brain by crossing the blood-cerebrospinal barrier and the BBB [51] (Fig. 2.1d). 

BBB also plays an essential role in molecules transport and ion regulation. It contributes to 

preserve the brain from neurotoxins and prevents plasmatic macromolecules, such as albumin, 

prothrombin and plasminogen [1], from easily entering into the brain [52]. These macromolecules 

may damage nervous tissue causing cellular activation and leading to apoptosis[53], in addition to  

contributing to greater vascular permeability[54]. BBB permeability is also affected during 

inflammation, when it becomes more permeable, allowing some antibiotics and immune cells to 

move through the BBB to the brain; as an outcome it can also allow unwanted viruses and bacteria 

to penetrate the brain. 
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Figure 2.1: Structure, functions and transport mechanisms of the Blood-Brain Barrier.  
a) Schematic of the human BBB composed of brain Endothelial cells (ECs), capillary overlapped 
by brain pericytes (PCs, green) and astrocytes (ACs, violet) endfeet and b) Schematic of BBB 
vascular cross-section. c) Schematic of the brain microenvironment and cross-talk between cells. 
Reproduced with permission from [55]  d) Functions of the BBB during health and disease states. 
Reproduced with permission from [19]. Schematics created with BioRender.com 
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Transport mechanisms across the Blood-Brain Barrier 

In order to design innovative drug delivery strategies to cross the BBB and enter the brain, it is 

fundamental to unveil the different types of ECs membrane transporters and their 

classifications[56]. The brain is a delicate organ which BBB protects from harmful compounds 

and precisely controls its microenvironment. However, the same mechanisms represent a stringent 

hurdle in the development of efficient therapeutics treating the brain. Design of drugs targeting the 

cellular pathways across an intact BBB is an unsolved medical need for many neurological 

disorders and an improved understanding of the blood-brain interfaces may provide novel and 

more effective strategies to treat CNS pathologies [56]–[58]. 

The main factors that restrict the passage of drugs through the BBB are its molecular weight and 

composition. Compounds with a high polar surface area that can form more than 6 hydrogen bonds 

need high free energy to cross the cell lipid membrane from the aqueous phase[59]. Computational 

in silico predictions of BBB permeability have demonstrated that an increase number of rotatable 

bonds is associated with reduced BBB permeability[60]. Rotatable bonds are defined as any single 

bond, not in a ring bound to a non-terminal heavy (i.e., non-hydrogen) atom[61]. Compounds with 

many rotatable bonds might have a more complex structure and undergo potential conformational 

changes in molecular shapes that would reduce their BBB permeability. Moreover, compounds 

with affinity for plasma proteins present in the blood are not able to penetrate through the BBB 

[62][63]. In silico and in vitro predictions suggest that lipophilic and cationic molecules may cross 

BBB more easily than anionic molecules due to their ability to interact with the negatively charged 

phospholipid heads of cells [59][64].  As the brain is shielded from many essential nutrients, the 

BBB endothelium contains several specific solute carriers (transporters) to supply glucose and 

amino acids to the brain compartment [59].  

The knowledge of physiological mechanisms on transmembrane passage of substances across the 

BBB allows the design of efficient drug carriers [65]–[67]. Most brain cells are located far less 

than 25 μm from capillaries, so once the BBB has been crossed, the diffusion of drugs or 

nanocarriers to neurons and glial cell bodies is fully accessible [68]. In general, diffusion and 

transcellular bidirectional transport across the BBB can be classified into five main categories: 

passive diffusion, active efflux transport, carrier-mediated transport, ion transport and receptor-

mediated transport (Fig. 2.2a). 
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Passive diffusion is an energy-independent process triggered by concentration gradients that 

allows blood gasses, such as oxygen and carbon dioxide, to cross the BBB [60]. Furthermore, 

many lipid-soluble molecules and non-polar molecules can diffuse through the BBB cell 

membrane, cross the endothelium and passively enter the brain. There is a positive correlation 

between the lipid solubility of the solute and the rate at which it enters to the CNS [13].  

Active efflux transport may intercept some of the penetrating lipids that enter the brain by passive 

diffusion and pump them out of the ECs. Many substances are actively pumped out of the brain 

capillaries forming the BBB by efflux pumps called ABC transporters (ATP-binding cassette 

family), that actively (by consuming ATP) transport a diverse range of lipid-soluble molecules out 

of the CNS. ABC transporters carry out a vital neuroprotective and detoxifying function by 

removing potentially neurotoxic endogenous or xenobiotic molecules [69]. There are several ABC 

transporters in human brain (they are a family of 48 proteins), some of which have been found 

throughout the body. The MDR1-encoded multidrug resistance transporter P-glycoprotein (P-GP) 

is an ATP-dependent efflux pump that intercepts many solutes and mediates rapid removal of toxic 

lipophilic metabolites that have been ingested, like many amphipathic cationic drugs, ultimately 

associated with drug resistance. In addition to PG-P, several multidrug resistance-associated 

proteins (MRPs) are expressed in brain capillaries. MRPs regulate the efflux of anionic compounds 

and include a breast cancer resistance protein (BCRP), the organic anion transporting polypeptide 

(OATP) family and the organic anion transporter (OAT) family. P-GP and BCRP are strategically 

placed in the luminal membrane of the BBB [4]. These transporters have also been found in PCs 

and ACs and work together to reduce the transport of many drugs and increase their efflux from 

the brain[70][71]. MRPs are inserted in either luminal or abluminal membranes, with some species 

differences between humans and animals, in both the polarity and the isoforms of MRPs expressed 

at the BBB. The ABC family is important for the development of innovative strategies for release 

of therapeutics to the brain, because many of the current drugs are substrates for these ABC efflux 

transporters and their brain penetration is significantly reduced by this transport activity. P-GP is 

fundamental in the transmission to the brain of drugs and compounds, it also affects the 

permeability of BBB. 

Carrier-mediated transport of solute is mediated by transport proteins expressed by ECs 

specialized to supply a range of essential solutes and nutrients, such as glucose, galactose; neutral, 

basic, and acidic amino acids and monocarboxylic acids (ketone bodies); nucleotides, vitamins, 
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fatty acids and hormones. Specifically, carrier-mediated transport systems are regulated by brain 

metabolic needs, to facilitate the transport of nutrients. Some solute carriers are: GLUT1 (glucose), 

MCT1 (ketone bodies, such as R-beta-hydroxybutyrate and acetoacetate, which are energy sources 

for the brain), LAT1 and EAAT1 (amino-acids and sodium dependent systems)[1][4][6][72]. In 

most cases, vitamins, such as B1, B3, B5, or E are transported through the BBB or choroid plexus 

by facilitated diffusion. Instead, the sodium-dependent multivitamin transporter facilitate transport 

of biotin, pantothenic acid, and lipoic acid[73].  

Ion transport mechanism plays critical roles in regulating the intracellular pH of blood vessels. 

ECs and TJs form a continuous hurdle that restricts diffusion of molecules between blood and 

brain interstitial fluid and vice versa. To allow the transport of ions, the BBB has two main ion 

transporters: the sodium/potassium pump and the sodium-potassium-two chloride transporter. The 

sodium pump is located on the abluminal membrane, regulating the sodium influx into the brain 

ISF in exchange for potassium. Na+,K+-ATPase maintains the high concentration gradient for 

Na+ at the BBB (extracellular > > intracellular), so that Na+ dependent transport can occur. The 

high energy demands for active ATP-dependent transporters is due to the high BBB mitochondrial 

density. The sodium-potassium-two chloride (Na+-K+-2Cl) co-transporter resides predominantly 

in the luminal BBB, transports sodium, potassium, and chloride from blood to the brain blood 

vessels. Sodium-hydrogen exchanger is presented on the luminal membrane, whereas chloride-

bicarbonate exchanger is showed at each side. The chloride-bicarbonate exchanger also regulates 

active secretion of bicarbonate through the BBB[74]. 

Receptor-mediated and adsorptive-mediated transcytosis of high molecular weight molecules 

across the BBB via endocytosis mechanisms provides the main route by which proteins and 

peptides can enter into the CNS. Although the majority of large and high molecular weight 

molecules are physically prevented from entering the brain by the presence of the TJs, specific and 

some non-specific transcytosis mechanisms exist to transport a variety of large molecules and 

compounds across the BBB. These vesicular mechanisms contain both receptor-mediated 

transcytosis (RMT) or adsorptive-mediated transcytosis (AMT). In RMT, macromolecular ligands 

bind to specific receptors on the cell surface triggering uptake events. Both the ligand and receptor 

form a caveolae that is internalized as a vesicle and transported across the cytoplasm through the 

opposite pole of the cell and released. Dissociation of the ligand and receptor presumably occurs 

during cellular transit or during the exocytotic event[75]. The adsorptive-mediated transcytosis 
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(AMT) requires an excess of positive charge and cationic molecules to activate the endocytic 

pathway. Then, interaction with cell surface binding sites induces endocytosis and subsequent 

transcytosis [63]. Large proteins such as transferrin, lactoferrin, insulin, low density lipoproteins 

(LDL), immunoglobulin (IgG) are RMT dependent [64]. RMT transport systems have been 

adopted as targets for drug delivery to the brain via “Trojan horse” strategy: different agents that 

normally do not cross the BBB can be conjugated to monoclonal antibodies against one of the 

BBB receptors (e.g., transferrin or insulin receptors). The monoclonal antibodies therefore act as 

surrogate ligands and can be used to carry conjugated neurotherapeutics across the BBB [51][76].  

 
 
Figure 2.2: Transport mechanisms of the Blood-Brain Barrier. 
 a) Overview of BBB transport mechanisms. Reproduced with permission from [77]. 
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Blood-Brain Barrier in the pathology of neurological disease 

BBB disruption, dysfunction and inflammation are associated with the pathogenesis of most CNS 

disorders and neurodegenerative diseases. The barrier dysfunction is primarily caused by loss of 

integrity and enlargement of tight junction and consequently changes in transport systems and 

accumulation of blood-derived neurotoxic molecules[19]. Indeed, BBB breakdown allows influx 

of neurotoxic blood‑derived contents, cells and microbial pathogens into the brain and is associated 

with inflammation and immunogenicity, which can initiate multiple pathways of 

neurodegeneration[78]. Also, abnormal vascular architecture caused by a pathological PCs 

deficiency[15] [79] might lead to onset forms of neurodegeneration, with a more permeable 

vasculature with increased leukocyte trafficking, loss of immune privilege and contributing to the 

disease pathogenesis. Disfunction in the EC membrane transporters is also correlated with BBB 

breakdown. Some evidence has shown that ABC transporters are involved in the pathogenesis and 

treatment of different brain disorders. For example, one-third of patients with epilepsy have drug-

resistant epilepsy which is associated with polymorphism in the MDR1 gene [6][4].  

Cerebrovascular dysfunction and pathology might contribute to cognitive decline and neuronal 

damage in Alzheimer’s disease, in addition to beta amyloid pathology[29][80], pathogenesis of 

Parkinson’s Disease [81], and traumatic brain injury [82]. Brain cancer and metastasis to the brain 

are also associated with BBB disruption[83], loss of integrity, abnormal function and dysfunctional 

blood flow [84]–[86]. The strategies for crossing the BBB to delivery pharmaceutical compounds 

are totally different in a healthy BBB compared to pathological conditions. In a healthy BBB, drug 

transport mainly relies on receptor and carrier mediated transport, or combination of advanced 

nanocarriers with transient opening techniques of the BBB, such as using focused ultrasound. 

Under pathological conditions, the BBB breakdown enables the accumulation of toxic compounds 

in the perivascular spaces. These accumulations prevent the normal biodistribution of molecules 

through the CNS by concentration and gradient‑driven diffusion through the extracellular spaces 

of the brain and interrupt the regional formation of interstitial fluid flow, which prevents 

therapeutic antibodies, proteins, peptides, gene therapies and other drugs from efficiently reaching 

their targets. 
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Nanoparticle as a delivery system across the Blood-Brain Barrier  

The design of innovative strategies to deliver therapeutic agents across the BBB has become a 

major research topic in neuroscience. BBB represents a nearly impenetrable barrier against 

efficient therapeutics delivery to the CNS, limiting treatment options and drug development 

against many brain pathologies, including neurodegenerative diseases.  

Only few lipophilic small molecules, such as alcohol, caffeine or opioids (morphine, heroin), few 

analgesics, antibiotics or antipsychotics, typically with a molecular weight below 400-500 Da, 

have the ability to cross the BBB reaching the CNS by passive or carrier-mediated mechanisms. 

Some of these molecules are reported here [87]. 

For example, in Parkinson’s disease (PD), a prodrug for dopamine replacement, L-DOPA, is a 

small molecule that crosses the BBB via neutral amino acid transporter. However, in Alzheimer 

disease (AD), 98% of small molecule drugs and ~100% of biologic drugs do not cross the BBB, 

requiring further studies and development [88]. Since the passage of the drugs through the BBB is 

primarily restricted, several approaches have been applied to allow drugs passage across the BBB, 

including osmotic disruption of the BBB [87], chemical modification of drugs [89] and 

nanoparticles-mediated delivery[90].  

Nanoparticle (NP) delivery platforms are solid colloidal particles with a size range of 1 – 1000 

nm. NPs have also been studied in brain scenario [91], whereby NPs with an effective 

hydrodynamic diameter of approximately 100 nm are often associated with favorable delivery 

capabilities [91]–[95]. In fact, the size of NPs is also an important design parameter that defines 

NP delivery across the BBB. NPs offer many advantages, such as non-invasiveness, low cost, good 

biodegradability and long-term stability, ease of synthesis, high targeting efficiency and high 

controllability to load and release drugs throughout the BBB [96]. NPs, due to their small size, 

tunable properties and ease of surface functionalization, have emerged as solutions to reach 

relatively inaccessible brain tissue [97]. In terms of drug species, the first drug delivered by NPs 

to the brain was the hexapeptide dalargin (Tyr-D-Ala-Gly-Phe-Leu-Arg)[98].  

To date, drugs delivered with NP carriers have covered peptides [99], proteins[100], nucleic acids 

[101], antibodies[102] , and anticancer drugs[103] [104]. Several types of NPs have been 

developed for drug delivery though the BBB [97], including polymeric, lipidic [105] and inorganic 

materials such as gold, silver and zinc oxide NPs [106]–[108]. 
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Polymeric NPs can be prepared both from natural and synthetic materials[109]. One example is 

the synthetic polymer poly(butyl cyanoacrylate) (PBCA)[102], which was the first material used 

for drug delivery to the CNS. Polyesters, such as poly(lactic acid) (PLA), poly(glycolic acid) 

(PGA), and their copolymer poly(lactic-co-glycolic acid) (PLGA)[110], have been explored for 

delivering several payloads, such as diagnostic agents [103], nucleotides [111][112], proteins 

[113] and traditional small molecules to the brain [114]. Therefore, PLGA, PLA or PGA NPs have 

been classified as biodegradable and have been approved by the U.S. Food and Administration 

(FDA) and European Medicines Agency (EMA) as effective carriers for drug delivery in humans 

[109]. Polymeric NPs offer peculiar versatility thanks to their stability, drug encapsulation 

capabilities and easy production [109], [115], [116]. Several types of polymer NPs with high 

density of positive charges have been reported to cross the BBB, such as NPs based on Chitosan, 

a biodegradable and biocompatible polysaccharide [117][118]. Additionally Chitosan NPs have 

also been applied for delivery of drugs (e.g. dopamine) to the CNS across the BBB, as high dose 

of dopamine where found in rat striatum [119].  

Similar to chitosan, poly(ethylenimines) (PEIs) are a family of cationic polymers that are well-

suited for nucleic acid delivery. Recently, PEI nanoparticles surface functionalized with rabies 

virus glycoprotein (RVG) have been shown to deliver microRNAs to the CNS pre-treated with 

mannitol to disrupt the BBB for improved delivery[120], [121]. 

Lipid-based NPs include a large subset of lipidic structures, usually spherical platforms of lipid 

bilayers[122]. They offer many advantages in terms of simplicity of formulation, biocompatibility 

and ability to carry large payloads, representing the most common class of FDA approved 

nanomedicines[123].Lipid-based NPs, such as liposomes are composed of phospholipids, forming 

self-assembled mono or multi layered vesicular structures, capable of carrying hydrophilic and 

hydrophobic drugs[124]. 

Inorganic materials such as gold, silver and zinc oxide have been also used to prepare NPs with 

10-100 nm size. They have unique electrical, magnetic and optical properties that have been 

applied for in vivo diagnostics and therapeutic applications or their combination called 

“theranostic” [97][124].  

The mechanisms of BBB penetration can be divided into active and passive transport. The passive 

transport does not require energy to move substances through the BBB, as in passive diffusion, 

which allows the diffusion of small NPs or lipophilic molecules through ECs[87]. On the other 
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hand, active transport includes receptor- and adsorption-mediated endocytosis and carrier-

mediated transport, which require hydrolysis of adenosine triphosphate (ATP)[125] (Fig. 2.3a).  

Different ligands, proteins and antibodies have been conjugated to NPs in order to decorate its 

surface and facilitate BBB penetration through active transport mechanisms [116][126]–[130].  

 
Figure 2.3: Transport mechanisms of the Nanoparticle delivery across the Blood-Brain Barrier.  
a) Overview of drug-delivery strategies to the brain that exploit endogenous pathways across the 
BBB, including adsorptive- mediated transcytosis (AMT), receptor-mediated transcytosis (RMT), 
and cell-mediated transport. Drug molecules and NPs can be specifically functionalized to exploit 
these mechanisms of transport across the BBB. Reproduced with permission from[55]. 
 

Most common substrates for BBB receptors include transferrin (Tf) and lactoferrin (Lf) for their 

specific receptors; low-density lipoproteins, such as ApoE, ApoB and Angiopep-2 for lipoprotein  

receptors; folic acid for folate receptors (FR); insulin for insulin receptors[55] [131][132]. 

Moreover, transporters such as Glucose transporter protein (GLUT), LAT1 and P-GP have also 

been exploited to aid drug delivery to brain [55][133]–[135].  
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Surface-functionalized NPs act as “Trojan horses” though the use of specific ligands targeting 

BBB ECs receptors: ligands are bound to drugs or used to decorate NPs [136][137], [138]. 

However, several neuroactive peptides are already active at low concentrations in the brain. Thus, 

slow transport rates from blood to the brain may limit the accumulation in the brain interstitial 

fluid. Among these ligands, Tf has been one of the most widely studied for NP functionalization 

[139]. The Tf receptor (TfR) regulates iron transport into the brain for iron homeostasis which is 

important for metabolism, neural conductivity and other general brain functions [140]. The TfR 

has been one of the primary targets studied for BBB delivery because of its abundant and high 

expression by the brain endothelium [141], [142]. Numerous research groups have demonstrated 

the capability of TfR-targeting NPs to improve drug delivery into brain tissue [143]–[149]. Indeed, 

Tf has proven to be an unique ligand for grafting onto NPs for delivery across BBB [138], [150]–

[152]. 

 

In vitro and in vivo modelling of the Blood-Brain Barrier for testing nanocarrier 
transport efficacy 

Modelling the human BBB is fundamental to study the physiopathology and biological 

mechanisms of the brain, the transport of neurological drugs to the brain and its altered 

permeability during pathological states. Modelling is also important to unveil cellular pathways 

and drug targets during diseases. From a pharmaceutical perspective, BBB models are tools for 

the discovery of new drug compounds that are capable of effectively penetrate into the brain. There 

are two main types of experimental models: in vitro and in vivo models. Among in vitro models, 

there are two major classes of BBB experimental models: 2D and 3D models[153]. 

In vitro 2D models, such as 2D petri dish culture, have been used for high-throughput screening 

to assess toxicology or cytotoxicity and cellular uptake of thousands of novel compounds [154], 

either to replicate basic features of BBB cells environments to deeply understand cellular 

mechanisms. Usually, this step does not require a BBB mimic and permeability assay [155][156]. 

Conventional approaches to assess drug transport studies through the BBB are 3D culture assays 

called Transwell systems. This system consists of a cylindrical lower compartment, usually a 

standard well plate of any size between 6-24 wells, where a porous semipermeable membrane (or 

filter membrane) of different materials is embedded in an insert, which separates the upper 
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compartment from the lower compartment [36],[103][157]. Transwell has been employed in BBB 

research to study the permeability of brain ECs monolayer co-cultured with ACs and PCs, both 

during static or recirculating flow condition [158]. The insert is usually coated with collagen, 

laminin or hydrogel matrix to mimic the ECM of the microenvironment. At the top of the transwell 

insert, ECs are grown to create a confluent monolayer. Other cellular components can be cultured 

in contact with ECs, at the opposite site of the membrane, or in non-contact on the bottom of the 

well [159]. Several cell sources have been used for transwell cultures, such as primary human 

cells[160] and other species, such as mice or porcine [156], [161], [162], or stem cells and induced 

pluripotent stem cells (iPSCs)[163][164][165] (Fig. 2.4a, b).  

Advances in the culture system have been made in order to ensure models that are very easy to 

produce and widely used to evaluate drug transport across the BBB model. Although, these 

cultures are often too simple and fail to replicate key characteristics of BBB, such as genetic 

expressions of the brain, shear stress resulting from blood flow and the BBB microenvironment, 

which makes their predictive value questionable for human responses. While this system is 

reproducible and easy to use, limitations have occurred in mimicking fundamental BBB features 

and complexities, such as cell-cell or cell-matrix interactions, compromising its ability to 

accurately model brain blood vessels in terms of their genetic expression of junctional proteins 

and membrane transporters. The lack of reproducible alternatives makes transwell systems widely 

used for target validation and screening of several compounds that will finally be tested in animal 

models [164].  

In vivo animal models, such as mice models, including genetically engineered mice models 

(GEMM), have traditionally been considered as reliable platforms for evaluating NP delivery and 

are still considered the gold standard [157]. Even though the in vivo model recapitulates the 

complexity of BBB microenvironment, however, crucial genetic, cellular, immunologic and 

molecular variations between mice and humans, restraining their ability to reproduce human 

pathophysiology and their capability to effectively screen for human CNS therapeutics [166]–

[168] finally affecting the translational clinical potential. 

Mouse models are generally used at the end of the drug discovery pipeline to test and approve 2-

5 candidates to be included in a clinical trial. However, despite successful preclinical tests in mice, 

more than 80% fail in phase I and II clinical trials [155], [169], and only 50% that eventually reach 
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phase III are approved for clinical use [170]. This emphasizes the lack of tools to test drugs before 

the clinical trials [171]. Furthermore, costs and ethical constraints also limit their use [172]. 

 
Figure 2.4: In vitro models of the Blood-Brain Barrier.  
Schematic overview of a) transwell systems b) 2D culture systems c) BBB spheroids or organoids 
and d) 3D culture based microphysiological systems. Reproduced with permission from[153]. 
 

Other in vitro Blood-Brain Barrier models 

As an alternative to in vivo testing and 2D in vitro models, 3D in vitro models, such as organoids 

and 3D printing BBB models, have been designed and improved.  

Organoids and spheroids have been used to develop self-organized BBB cells under low adhesion 

dishes[173]–[175] to screen brain penetrating agents using matrix-assisted laser 

desorption/ionization mass spectrometry imaging (MALDI MSI). Brain organoids contain 

neurons, PCs, ACs and the outer layer of BBB organoids are usually ECs, but still lacking 

capillary-like blood vessels inside the organoid[173], [175]. To mimic the brain vasculature, 

organoids were transplanted into the cortex of the mouse brain to induce the outgrowth of murine 

vessels into the human tissue, increasing cell survival and maturation[176] (Fig. 2.4c).  

Additional examples of BBB models derived from 3D bioprinting. This technology potentially 

mimics essential physiological and pathological features and has been applied to BBB modelling. 

3D-bioprinted constructs enable the investigation of cellular and ECM interactions in a potential 
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high-throughput and reproducible manner[177]. A biohybrid system containing microporous 

tubular structures of 10 µm diameter and 1µm pores mimicking capillaries fabricated with the two-

photon lithography technology. Mouse brain ECs (bEnd.3 cells) were seeded directly on top of the 

capillaries to recreate an endothelial barrier. Human glioblastoma cells (U87) were loaded closely 

to microvessels[178]. Recently, same biohybrid system included human brain ECs hCMEC/d3, 

primary ACs and glioblastoma cells was designed to mimic the brain tumor microenvironment 

including the BBB[179]. Numerical simulations demonstrated uniform and physiologically 

relevant flow rates in the microcapillaries. Another BBB model contained microvessels was 

generated by extrusion-printed frame, combining bEnd.3 ECs in hollow channel to form 

microvessels embedded in a collagen matrix. 3D printing was used to fabricate the main frame of 

the BBB design, containing a dissolvable and non-dissolvable resin[180][177]. Another research 

group has recently developed a 3D printed BBB vasculature. A sacrificial template, constituted by 

gelatin and alginate was printed and subsequently coated with porous poly-caprolactone/poly (DL-

lactide-co-glycolide) (PCL/PLGA) was used to create the “skeleton” of the vessels. The bEnd.3 

cells were perfused within the channels, while other primary rat cells, including PCs, ACs and 

neurons, were co-cultured in a collagen matrix wrapping the 3D vasculature[181]. 

 

Microphysiological models of the Blood-brain Barrier  

In addition to organoids or spheroids, 3D printing BBB model and advanced microfluidic models 

have been designed and improved. These models consist of cell culture devices created using 

microchips, usually produced in polydimethylsiloxane (PDMS)[182], [183]. PDMS microchips 

are gas-permeable and optically transparent devices that generally contain continuously perfused 

chambers containing living cells that are arranged in way to simulate tissue and organ level 

physiology[48]. Fabricated with lithography and soft lithography, the design is adapted according 

to specific applications. Microphysiological models may closely replicate brain 

microenvironment, showing physiological-like cell behavior and predictive outputs of human 

tissue in response to treatments, reducing animal experimentation and research costs[184]. It can 

also show the replication of organ-level functions and physiological responses to stimuli that are 

not possible with conventional 2D or 3D culture systems[185]. Such systems are relatively robust, 

reproducible, suitable for any cell type amenable to culture, enabling the use of patient derived 
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cells for drug transport studies [186], with the potential ability to accelerate the in vitro pre-clinical 

evaluation and screening of nanocarriers for effective therapeutic strategies  (Fig. 2.4d).  

 

New examples of microphysiological models are rapidly emerging. The most recently published 

advanced 3-Dimensional BBB models were proposed by: 

• Both et al. [187], who developed a platform with two perpendicular flow channels. Rat 

endothelial cells were cultured as a 2D monolayer in contact with a polycarbonate 

membrane that divided the rat astrocytes channels. 

• Herland et al.[188], who fabricated a PDMS-collagen device by viscous 

fingerprinting[189] to obtain a hollow tube channel. Human brain endothelial cells were 

introduced by recirculating fluid flow forming a macrovessel of 200 to 600 μm in diameter. 

Pericytes or astrocytes were co-cultured in the same device in the surrounding collagen 

region. From same group, a similar BBB model was further engineered by Park et al. [190] 

to evaluate shuttling of drugs and antibodies. Cells were differentiated under hypoxia 

condition which increased barrier functionality and enhanced BBB mimic of transport. 

• Bang et al. [191] who defined a BBB model culturing HUVECs and normal human lung 

fibroblasts in contact interactions with rat cortical neurons loaded in the side channel. 

• Adriani et al. [192], developed a single layer PDMS microfluidic device with two gel 

channels regions and two fluidic channels. In one fluidic channel, 3-Dimensional human 

HCMEC/D3 monolayer was obtained. In the other two channels, mouse ACs and neurons 

were cultured. 

• Shin et al. [193], developed a single layer PDMS microfluidic device with a similar pattern 

compared to Adriani et al. [192]. In this case, all cells used, human cerebral microvascular 

endothelial cells (hCMEC/D3) and neural progenitor cells (ReN cells), were derived from 

humans. A 3-Dimensional human HCMEC/D3 monolayer was formed in the fluidic 

channel. A gel channel was loaded with human neural progenitor cell line, with the ability 

to differentiate into neurons and glial cells. This model was used to study the effect of 

Alzheimer’s Disease on the BBB.  

• Ahn et al. [194], developed a double layer BBB chip system with the upper layer containing 

a monolayer of human brain microvascular endothelial cells (HBMEC) on one side, human 
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brain vascular PCs on the other side, and ACs in the lower layer. This device was used to 

screen nanoparticles biodistribution. 

• Maoz et al. [190], developed a linked organ on a chip model of neurovascular unit 

(including BBB and neuronal cells) to study the effect of intravascular administration of 

psychoactive drugs. 

• Vatine et al. [195] realized a human iPSC-derived BBB model for disease modeling and 

personalized medicine applications, where whole blood was perfused in the capillary to 

test the ability of the monolayer to protect neural cells from plasma-induced toxicity. 

• Lee et al. [196] defined a CNS-like angiogenesis model. HBMEC were cultured on one 

side of the device, and sprouted into a gel region containing human PCs and ACs. 

Fibroblasts were cultured on the other side of the device to promote angiogenesis. 

• Chung et al. [197] compared HUVECs, hMVEC and hCMEC/D3 that formed a 3D 

monolayer as models of BBB. Cell penetrating peptides permeability was evaluated.  

 

These models have been developed with various cell sources and design concepts for a range of 

applications. The multicellular complexity was reproduced by compartmentalized culture of each 

cell type of the BBB in separate microfluidic channels, where the size and anatomic features of 

brain capillaries were not fully recapitulated. Several combinations of cells including cross-species 

composition were used. Only in one case [191] the model showed similar capillary structures to 

the BBB, with more accurate in vitro reproduction of physiological characteristics, but contained 

a combination of cells (HUVECs, lung fibroblasts and rat cortical neurons) which is far from 

identical to the human BBB. In the table below (Table 2), a compelling list of the BBB 

microphysiological models is listed and their features including device fabrication, cell 

components, permeability and physiological function mimicked in their systems and 

consenquently results are described. 
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Table 2. BBB microphysiological model. 

Table modified with permission from [228] 
 

Ref. Devices 
Fabrication 

Endothelial 
cells 

Co-culture 
cells 

Physiological 
function 

Results Permeability 
measurements 

 
Adriani et 
al. 2017 
[192] 

3D Single layer 
PDMS-device with 
4 channels 

HUVEC or 
hCMEC/D3 
 

Primary brain 
astrocytes 
 
Rats cortical 
neurons E18 
 

N.A. N.A. 6.58 x 10-5 to  
3.3 x 10-6 cm2/s 
 
10 70 kDa dextran, 
4 and 7 days culture 

Herland et 
al. 2016 
[188] 

3D PDMS device-
Viscous 
fingerprinting 
procedure 

Human brain 
microvascular 
endothelial cells 
(hBMVEC) 
 

human brain 
pericytes  
 
Human brain 
astrocytes 

TNF-α mediated 
inflammation 
 
 

G-CSF and IL-
6. IL 8 release 
increased 
compare to 
static transwell 
culture and 
between co-
cultures 
 

2 – 5 x  10-6 cm2/s  
3 kDa dextran  
Different co-culture 
systems 

Wang et al. 
2016 
[198] 

3D Printed 
microfluidic 
chamber 
Polycarbonate insert 

hiPS-derived 
BMEC 

Primary rat 
astrocytes 

Exposure to small 
drugs molecules 
(caffeine, 
cimetidine, 
doxorubicin)  
 

Permeable to 
molecules 

4, 20, 70 kDa 
dextran  
10-7 to 10-8  cm2/s 
 

Cho, H. et 
al. 2015 
[199] 
 
 

3D PDMS 
Composite 
assembly of 
horizontal parallel 
micro channel 
beside one macro-
channel 

Rat brain 
endothelial cells 
(RBE4) 
 

Human 
neutrophils 
 
 

Neutrophils 
transmigration 
 
 
TNF-α mediated 
inflammation 
 
oxygen-glucose 
deprivation- 
Antioxidant 
treatment 
 

Inhibition of 
neutrophilis 
transmigration 
 
Neuroinflammat
ion response 
 
ROS and ROCK 
activation. Cell 
death. Limited 
antioxidant 
effect  

40 kDa, visual 
diffusion 
comparison  

Deosarkar et 
al. 2015 
[200] 

PDMS circular 
device Independent 
vascular channel  
 

Rat brain 
endothelial cells 
(RBEC) 

Neonatal rat 
astrocytes 
 

N.A. N.A. 40 kDa under flow 
condition:  
41-1.1 x 10-6 cm2/s 
for co-culture 
condition 
 

J.D. Wang et 
al. 2016 
[201] 

two layered 
microfluidic 
channels-porous 
membrane  

Mouse brain 
endothelial cells 
(b.End3) 
 

Mouse astrocyte 
(C8D1A) 
 
Immortalized 
mouse pericytes 
 
 

P-gp efflux pump 
functional 
expression by 
Dexamethasone  
 

Increased by 
cultures days, P-
GP  
expression in 
mono e co-
cultures 

Urea 1.1 x 10-6 

 Mannitol 0.3-0.6 
x10-6 cm2/s 
Dexamethasone 
2.9x10-6 
permeability 

Brown et al. 
2015 
[202] 

3 PDMS layers  
 
1polycarbonate 
filter membrane 

Human brain 
microvascular 
endothelial cells 
(hBMVEC) 
 

Primary Human 
brain pericytes 
 
Primary 
astrocytes 
 
humancortical 
glutamatergic 

 Exposition to 
glutamate 
ascorbate  
-Cold shock 
 
 

Increased 
permeability to 
ascorbate 
 
Disruption of 
TJs 
 
 

24h fluid flow of 
10, 70 kDa dextran - 
Compare diffusion 
across the 
membrane 
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neurons from 
hiPSCs 

Kim et al.  
2015 
[180] 

3D printed collagen 
gel and channels 

Immortalized 
mouse brain 
endothelial cells 
(b.end3) 
 

N.A. BBB disruption by 
hyperosmotic D-
mannitol exposure 

Increase of 
permeability  
And recovery 
after treatment 

40 kDa dextran 
2.27 x 10-7 cm2/s 

6.5 x 10-10 cm2/s 
Mannitol 3.9 x 10-6 
cm2/s 
 

Booth et al. 
2012 
[187] 
 
 

PDMS subLayer 
Polycarbonate 
membrane  
 

Immortalized 
mouse brain 
endothelial cells 
(b.end3) 
 
 

C8D1A 
astrocytes 

Histamine 
exposition  

Response 
after histamine, 
initial value in 
6-15 min 

4, 20,70 kDa 
Propidium iodide 

Partyka et 
al. 2016 

1 hydrogel reservoir 
up on 2 
microchannels 
 

HCMEC/D3 Human astrocytes TNF-α mediated 
inflammation with 
without shear 
stress 

Permeability 
increase in 
cocultures 

4 kDa -dextran  
-Flow 0.6-1.2 x 10-6 
cm/s 
-TNF-α  4-9 x 10-6 

cm/s 
Achyuta et 
al. 

2 PDMS chamber 
and polycarbonate 
membrane 

Rat brain EC 
RBE4 

E18 neural cells 
Differentiate in 
neurons, 
astrocytes, 
microglia 

TNF-α mediated 
Inflammation 
 

Hyperpermeabilt
y  
 
TNF- α induced 
ICAM-1 and 
glial activation 
 

3 kDa dextran 
Relative 
comparisons 

Walter et al. 
2015 

PDMS-
PETmembrane-
glass- device 
assembly 

hCMEC/D3 or 
primary rat brain 
endothelial cells 

Primary brain 
pericytes 
Primary brain 
astrocytes 

N.A. N.A. Sodium fluorescein 
376 Da  
dextran 4,4 kDa  
Evans blue-labeled 
albumin  67 kDa  
 
0.4 -1.57 × 10-6 
cm/s 
 

Sellgren et 
al. 2015 
[203] 

 Two-compartment 
PDMS device and 
PTFE membrane 
 
 

murine brain 
endothelial 
(b.end3) 

Astrocytes 
(C8D1A, ATTC) 

N.A. N.A. dextran 70 kDa   
6 x 10-7 cm/s 

Merkel et al. 
2016 
[204] 
 

Cell culture insert 
PET membrane 0.3 
um 

hBMVEC isolated 
from temporal of 
hippocampal tissue 

Human primary 
astrocytes 

Comparison of 
Adeno-associated 
virus vectors 
AAV9 AAV2 
Trafficking the 
BBB 
 

-AAV9 more 
efficiently cross 
the barrier 
 
- TJs expression 

3 kDa  dextran 
16000 RU 
40 kDa dextran 
 800 RU 
 

Bang. et al. 
2017 
[191] 

3D Single layer 
PDMS-device with 
4 channels  
 
  

HUVEC Normal lung 
fibroblast 
 
 
Rat cortical 
neurons E17 

Conditioned 
medium effect on 
neural culture and 
permeability  

 20 kDa FITC-
dextran, 0.45 ± 0.11 
× 10−6 cm/s; 70 kDa 
FITC-dextran, 
0.36 ± 0.05 × 10−6 
cm/s 
 

Shin et al. 
2019 
[193] 
 

3D Single layer 
PDMS-device with 
5 channels  
 

HcMEC/D3 Neural progenitor 
cells (ReN):  
wild Type and 
producing  
Aβ amyloid 
(ReN-AD) 
 
 

Effect of 
Alzheimer disease 
on BBB 
breackdown 

increased BBB 
permeability in 
AD  
 
decreased 
expression of 
tight junctions 
 

AD model (1.4 × 
10−5 cm s−1 for 3 
kDa, and 6.45 × 
10−6 cm s−1 for 40 
kDa) 
 
WT model (7.46 × 
10−6 cm s−1 for 3 
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 kDa, and 1.96 × 
10−6 cm s−1 
for 40 kDa) 
 

Park. et al. 
2019 
[205] 
 
 
 
 
 
 

3D double layer 
PDMS-device with 
2 bonded channels  
separated by PET 
membrane  

Human iPS 
IMR90-4 
differentiated into 
hBMVEC 

Human pericytes   
 
Human astrocytes  

Verapamil, 
Rhodamine 123 
DiOC2 
Citalopram 
Doxorubicin, 
Angiopep-2-coated 
Qdots under 
normoxia or 
hypoxia  
 

Increased barrier 
functionality 
under hypoxic 
condition 

Ratio of Papp  

Maoz et al. 
2018 
[190] 

Polycarbonate 
microfluidic device 
containing two 
parallel channels 
PDMS- separated 
by polycarbonate 
membrane  
 
 
 

hBMVEC Human 
hippocampal 
neural stem 
cells HIP-009 
 
human astrocytes 
 
human pericytes 
 
 

metabolic coupling 
of endothelial and 
neuronal cells 
 
 
Methamphetamine 
effect on BBB 

Dynamic 
interaction 
between neural 
and endothelial 
cells 
 
 
Methamphetami
ne transiently 
open the BBB  

CB; 530 Da; Papp = 
11.2 ± 0.8 × 10−6 
cm/s 
 
 
BSA-555; ~67 kDa; 
Papp = 2.7 ± 0.2 × 
10−7 cm/ 

Ahn et al. 
2020 
[194] 

3D double layer 
PDMS-device with 
2 bonded channels  
separated by 
polycarbonate 
membrane 
 

HBMEC 
 
 

Human brain 
vascular pericytes 
 
Human astrocytes 
 
 

High density 
lipoprotein (HDL) 
Nanoparticles 
transport 

Nanoparticles 
cross the BBB 
via scavenger 
receptor class B 
type (SR-B1) 
mediated 
transcytosis 

4 kDa dextran 
1 × 10−6 cm/s 
 
40 kDa dextran 
1 × 10−6 cm/s 
 

Lee et al.  
2020 
[196] 
 
 
 
 

3D Single layer 
PDMS-device with 
4 channels  
 

HBMEC 
 
HUVEC 

Primary human 
pericytes 
 
Primary normal 
human astrocytes 
 
Normal lung 
fibroblasts 
 

Reconstituting the 
functional efflux 
transporter system, 
 (P-GP) 

Calcein 
accumulation in  
P-GP inhibitor 
treated cells  

10 kDa dextran 
0.86 × 10−6 cm/s 
 
70 KDa dextran 
0.31 × 10−6 cm/s 
 
 

Vatine et al. 
2019 
[195] 
 
 
 
 

3D double layer 
PDMS-device with 
2 bonded channels  
separated by PDMS 
membrane 

iPSCs differentiated 
into iBMECs 

Primary human 
brain astrocytes  
 
 human primary 
brain vascular 
pericytes 
 
IPS-derived 
neural progenitor 
cells  
 

Patient derived 
model 
 
Perfusion with 
whole blood 

BBB Protect 
neural cells from 
plasma-induced 
toxicity 
 
 
 

3 KDa dextran 
1 × 10−7 m s−1 
 

Chung et al.  
2020 
[196] 
 
 

3D Single layer 
PDMS-device with 
5 channels  
 

HUVEC 
 
hMVEC  
 
hCMEC/D3 

N.A. Evaluate cell 
penetrating 
peptides (ApoE 
and angiopep-2) 
targeting 
lipoptrotein  
receptor protein 1 
(LRP1) 
 

ApoE showed 
higher 
penetration than 
angiopep-2  

0.36 × 10−6 m s−1 
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Discussion 
BBB, present in the CNS, is the most impenetrable barrier of the human body: it restricts the 

transport of several molecules, including the efficient delivery of therapeutics to the brain[42]. 

Over several years, preclinical in vivo and in vitro systems have been developed to mimic the BBB. 

Traditional systems, such as Transwell assays, are well-suited for high-throughput screening but 

oversimplify the physiological reproduction of human BBB[206]. Likewise, in vivo animal models 

have been widely used for small molecules screening and have proven to insufficiently reproduce 

human BBB pathophysiology for more advanced therapies targeting specific transport 

mechanisms, due to significant cross-species differences (genetic, cellular, protein 

expressions)[207].  

The lack of reliable preclinical models able to reproduce the human anatomical complexity and 

predicting molecular mechanisms of drug transport across the BBB, partially contributed to the 

misleading results of novel therapeutics in clinical trials[13]. For these reasons, therapeutic options 

for CNS disorders remain currently limited. As conventional models failed, enormous research 

efforts were spent to develop innovative in vitro 3D models, such organoids, bio-printed systems 

for BBB modelling and, lastly, micro-physiological models using microfluidic technology[208]. 

For instance, organoid platforms have become increasingly relevant, but still lack an accurate 

reproduction of the vasculature. This technology system can advance in synergy with 3D printing 

and microfluidic-based technologies[174][209].  

Furthermore, advances in 3D bioprinting facilitate the generation of models using several 

strategies that accurately recapitulate ECM and cell interaction using natural and synthetic 

biomaterials. Although in its early stage, this technology has great potential to revolutionize this 

field. Future implementation including precise control, reproducibility and versatile printing 

resolution is necessary to enable a broader application of bioprinting to recap the size and 

anatomical features of brain capillaries and their surrounding microenvironment [210].  

An additional modelling design, which may overcome the above limitations in mimicking the 

microvasculature, is represented by 3D micro-physiological systems based on microfluidic 

technology[211]. Although its development is still at early stage, recent progress in BBB-chips 

has allowed the reproduction of the essential biological functions of BBB and also the capability 

to screen targeted therapeutic approaches with an unprecedented level of physiological relevance 
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in vitro. The microfabrication techniques used in BBB-chips can help address some of the 

challenges of organoid generation, such as nutrient supply and spatiotemporal control of 

morphogenetic signaling pathway activation[206]. These techniques can be combined with 3D 

printing for optimization and standardization of barrier functions. However, more efforts are still 

needed to define completely reliable models that will become the current standards in preclinical 

applications. In order to support their implementations, it might be essential to realize a systematic 

and compelling comparison of in vitro systems with in vivo studies and correlation with patients 

responses to therapies. 

 

Conclusion 
In this chapter the essential concepts of BBB biology, including a compelling list of cellular 

components and transport mechanisms were introduced, emphasizing their characteristics and 

functions. Alterations in brain homeostasis, which causes BBB disruption in neurological disease 

was also examined. Then, innovative strategies for delivering therapeutic agents across the BBB 

nanoparticles as delivery systems were introduced, followed by an overall outline of traditional in 

vitro and in vivo modelling of the BBB to test the nanocarrier transport efficacy. Finally, different 

designs of in vitro models were described, including organoids, 3D printing and emerging micro-

physiological models using microfluidic devices. 

Remaining challenges for the current BBB models include a faithful reproduction of all BBB 

components on the same platform with more physiologically-relevant gene and protein expression. 

Also, faithful reproduction of brain vessels in terms of anatomical structure would be beneficial to 

mimic the bio-transport and fluid dynamic typical of brain capillaries, which consequently might 

produce better prediction of drug transport across the BBB. Recent advances in microengineering 

and nanotechnologies will help address these technical difficulties by combining technologies such 

as organoids, bioprinting and microphysiological models. Their combination will be crucial to 

further advance reliability and significance of BBB models, and their application as test platforms 

for innovative therapeutics, including nanomaterials-based nanocarriers, such a NPs.  

Further studies will be performed to improve its physiological relevance for translational 

application in drug screening and development. 
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Chapter 4 - Modelling nanoparticle transport using a 
3D microphysiological model of the human Blood-Brain 
Barrier microvasculature 
 

Abstract 
 
In this chapter, an engineered 3-dimensional Microphysiological BBB human model on a 

microfluidic chip was developed, consisting of self-organized microvascular networks derived via 

vasculogenesis, to accurately replicate the anatomical neurovascular organization observed in vivo. 

Specifically, this in vitro model includes human iPS cell-derived endothelial cells, primary 

pericytes and astrocytes embedded in the same 3D ECM-like microenvironment. Confocal 

microscopy imaging showed that iPS cells self-organized into microvasculature with the size of 

capillaries, overlapped by pericytes and in physical contact-interaction with astrocytes as occurs 

in vivo. Computational analysis was used to evaluate geometrical microvascular parameters, such 

as diameter and capillary branching, and confirm the improved morphological relevance of the 

model. Gene expression of membrane transporters, tight junctions and extracellular matrix proteins 

from cells on the microfluidic chip indicated BBB-like maturation and differentiation. Then, the 

established 3D microphysiological BBB model was exploited to develop a method to predict the 

transport of functionalized polymeric NPs across human BBB. Specifically, the effect of 

functionalizing the surface of polystyrene (PS)- and polyurethane (PU)-NPs with holo-transferrin 

(Tf) on NP transport efficacy was investigated. Fluorescently-labelled NPs were perfused through 

the BBB microvasculature and confocal images were acquired. Spatial distribution and 

permeability of NPs in the 3D model were quantified by computational analysis. The system 

showed similar permeability of PS and PU NPs, which increases after surface-functionalization 

with Tf. In comparison with conventional Transwell systems, this microphysiological models of 

the BBB enables rapid analysis of NP permeability in a physiologically relevant setting. Therefore, 

Chapter 4 presents the design of a new microphysiological BBB model and proof-of-principle 

insight of a methodology approach to predict transport of NPs in a reliable model of the human 

BBB.  
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Graphical abstract 5: Preclinical 3D microphysiological BBB model and testing of 
nanoparticles (NPs) transport across the model. 

 
Schematic created with biorender.com, adapted with permission from [226].   
 

 

 



 94 

This work was performed at the Roger Dale Kamm Laboratory, “Mechanobiology Lab” at the 

Massachusetts Institute of Technology (MIT) as part of the collaboration between MIT and the 

Politecnico di Torino, during an exchange period at MIT for the doctoral candidate. 

 

 

Part of the work described in this chapter has been previously published in: 

https://doi.org/10.1016/j.biomaterials.2018.07.014 
“3D Self-Organized Microvascular Model of the Human Blood-Brain Barrier with Endothelial 
Cells, Pericytes and Astrocytes”. 
Biomaterials. Jul. 2018 
Campisi M., Shin Y., Osaki T., Hajal C., Chiono V. and Kamm R.D 
 
 
https://doi.org/10.1002/adhm.201901486 
“Modeling Nanocarrier Transport Across a 3D In Vitro Human Blood-Brain-Barrier 
Microvasculature”., Advanced Healthcare Materials, Feb. 2020. 
W.L. Lee S.*, Campisi M.*, Osaki T., Possenti L., Mattu C., Adriani G., Kamm R.D., Chiono V. 
* shared first-authorship 
 
 
https://doi.org/10.4081/bse.2019.105 
“In vitro microfluidic modelling of the human blood-brain-barrier microvasculature and testing 
of nanocarrier transport”. 
Biomedical Science and Engineering, 2020. 
Campisi M., W. L. Lee S., Osaki T., Possenti L., Mattu C., Adriani G., Chiono V., Kamm R.D. 
 
 
https://doi.org/10.1007/978-1-0716-1174-6_14 
“3D self-organized human Blood-Brain Barrier in a microfluidic chip” 
Programmed morphogenesis: Methods and Protocols. Methods in Molecular Biology, Book 
Chapter. 2021. 
Campisi M.*, Lim S.H.*, Chiono V., Kamm R.D. 
* shared first-authorship 
 
  

https://doi.org/10.1016/j.biomaterials.2018.07.014
https://doi.org/10.1002/adhm.201901486
https://doi.org/10.4081/bse.2019.105
https://doi.org/10.1007/978-1-0716-1174-6_14


 95 

Introduction 

The blood-brain-barrier (BBB) regulates molecular trafficking to maintain a dynamic balance 

between the brain and blood circulation and protects against harmful compounds and pathogens 

[14]. BBB is formed by brain endothelial cells (ECs), which are specialized cells connected by 

tight junctions (TJs) and adherens junctions (AJs), with specific transport mechanisms that are able 

to restrict the passage of substances from bloodstream compared to other body locations [14]. The 

endothelium is surrounded by pericytes (PCs) which are equally distributed in vessel surfaces, 

enveloping ECs [15], present at 1:3 ratio (PCs : ECs ratio) [22] [28]. In close proximity to the 

vessels, the astrocytes (ACs) provide biochemical support to other BBB cells, forming an 

additional continuous layer that isolates blood vessels from brain tissue [212].  

BBB function is also coordinated by neuronal interactions, whose projections are in contact with 

both ACs and vessels directly, to transmit vasoactive signaling and generates a well-known 

structure called the neurovascular unit[10], [213], [214]. The BBB restricts the diffusion of most 

molecules by various transport mechanisms, it also prevents neurotoxins compounds from entering 

the brain by an active transport mechanism mediated by P-glycoprotein (P-GP) while allowing the 

diffusion of water and lipid-soluble molecules or hydrophobic molecules like oxygen and carbon 

dioxide [215][216][14][4].  

TJs hinder paracellular permeability of brain capillaries, suggesting that hydrophilic molecules 

must cross the endothelium by transcellular pathway to reach their neuronal targets or leave the 

brain [215]. Some exceptions are represented by small molecules with a molecular weight below 

400-500 Daltons or lipophilic compounds with less than 8 hydrogen bonds that typically cross the 

brain endothelium [13]. In addition, BBB creates a pharmacokinetic obstacle against 100% of high 

molecular weight molecules and 98% of small molecules[59], and constitutes a nearly 

impenetrable obstacle against therapeutic delivery to the CNS. Consequently, it limits treatment 

strategies and neuro-pharmaceutical development in many brain pathological processes, including 

neurodegenerative diseases. Several pre-clinical BBB models have been developed to understand 

their role in brain pathogenesis and to screen drug efficacy[211]. 2D culture cell monolayers have 

traditionally been used to evaluate drug transport; however, in particular for the brain, these models 

exhibit non-physiological permeability and lack the anatomical architecture of the human in vivo 
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brain structure, limiting the ability to mimic the brain barrier [36]. In contrast, animal models more 

accurately replicate the complexity of a biological microenvironment.  

According to a recent European Union (EU) report from 2017 about the use of experimental 

animals, a large portion of animal studies involves research on the nervous system. Every year 

(2015-2017) about 900,000 mice and 1,3 million animals were used in basic, translational and 

applied research on the CNS and mental disorders[217][218]. Although considered the gold 

standard, 80% of candidates for successful neurotherapeutic in mouse models subsequently failed 

in clinical trials[13]. These data underline that the development of a more advanced human BBB 

model in vitro, validated to test drug transport in vivo, may be the key to reduce animal testing 

and, thus, solve a critical unmet medical need. To optimize the design of innovative therapies and 

drug carriers, a robust, reliable, and cost-effective in vitro BBB model that adequately reflects 

human in vivo conditions is needed. As an alternative to in vivo testing and 2D in vitro models, 

BBB organoids were developed to study transport of brain penetrating agents[173], [175]. 

Additional examples of BBB models derived from 3D bioprinting, mimicking capillaries 

fabricated with the two-photon lithography technology, where mouse brain ECs (bEnd.3 cells) 

were seeded directly on top. Although these systems are cost-effective, they are limited in their 

ability to recreate a realistic BBB morphology and microenvironment. 

As an alternative, microfluidic technology offers a promising tool to reconstitute the BBB with 

several advantages: 1) precise control of the 3D cellular and ECM microenvironment, 2) provide 

a platform for the study of cellular and structural responses to various stimuli, 3) mimic the 

complex cellular interactions and structures found in many tissues or organs in vivo. These 

platforms are referred as Microphysiological systems or Organ on chip. The systems so far have 

relatively large diameters (~600-800 mm) [188],[190], [205] compared to the dimension of human 

BBB vasculature in vivo (arterioles and venules 10-90 µm; capillaries 7-10 µm)[96][68]. While 

they are able to recapitulate the BBB microvasculature morphology and the development in terms 

of mature cell-cell interactions via natural biological processes, they fail to incorporate relevant 

cell models, combining human umbilical vein endothelial cells (HUVECs), human or rat ECs with 

rat neurons and ACs. However, cross-species compatibility remains a concern regarding the 

relevance of these results to human physiology[15]. Moreover, HUVECs offer a poor model for 

cerebral vasculature, while PCs, recognized to be a key component of the BBB [15], have not been 

considered in these models [32,34]. 
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To overcome these limitations, advanced microphysiological models or using microfluidic 

technology have demonstrated the potential to accelerate the in vitro pre-clinical evaluation and 

screening of novel drugs for effective therapeutic strategies, as shown in the previous chapter 

(Chapter 3).  

In addition, polymer nanoparticles (NPs) have been explored for their tunable properties to release 

therapeutics across the BBB. Additionally, it has been demonstrated that surface modification of 

NPs, such as using ligands for specific binding to BBB cells enhances NP accumulation in the 

brain through receptor-mediated endocytosis[55]. Several models have been used to evaluate NPs 

efficacy toxicity, pharmacokinetics, transport and distribution properties across biological barriers 

of novel drugs therapeutics, as shown in previous chapter (section I  - Chapter 1 and 2, section II 

- Chapter 3). Traditional in vitro systems failed to mimic the BBB complexity, and in vivo models 

have crucial genetic differences to finally have realistic predication of human response to drugs 

targeting the brain. In Alternative, microphysiological systems will broaden the possibility of 

testing the effectiveness of NPs in a more relevant BBB reproduction in vitro, Despite the fact that 

only a few examples are now present in the literature[194], more efficient platforms are needed. 

Accordingly, this chapter reports on the development, characterization and testing of a 

microphysiological BBB model realized by combining human induced pluripotent stem cell-

derived endothelial cells (iPSC-ECs), primary brain vascular pericytes (PCs) and astrocytes (ACs) 

forming microcapillaries by self-assembled vasculogenesis-like processes, with vascular 

permeability similar to in vivo measurements in rat brain. After characterizing the model in terms 

of genetic and protein expression, vascular formation and permeability, the microphysiological 

BBB model was used to test the transport of polymer-based nanoparticles (NPs), (polystyrene NPs 

and synthesized polyurethane NPs), which emerged as a potential solution to deliver therapeutics 

through the BBB due to its small size and surface functionalization. Since transport across the 

BBB represents a fundamental indication of the NP delivery capabilities, the development of an in 

vitro BBB model and the design of a reliable method to quantify the NP transport behavior 

represent fundamental tools for assessing NP efficacy. Here, the NP permeability across the 

developed microphysiological BBB model was compared to the Transwell 2D models. Differences 

in 3D NP permeability and transport were observed between commercially available polystyrene 

NPs and synthesized polyurethane NPs. The method was also capable of quantifying the effect of 

surface-functionalizing NPs with human holo-transferrin (Tf), an attractive brain-associated 
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ligand, on their permeability across the BBB. Importantly, the work presents initial findings on the 

use of a self-assembled 3D microphysiological BBB model to assess polymer NP transport and 

provides proof-of-principle insight on a new methodology for pre-clinically screen nanocarrier 

candidates that optimally cross the human BBB. 

 

Material and Methods 
 
Material and reagents  
For microfluidic technology: Polydimethylsiloxane (PDMS) (Sylgard 184 silicone elastomer kit, 

Dow Corning). Fibronectin (C010), Fibrinogen (F8630), poly-L-lysine (P4707) and thrombin (cat. 

no. T9549) (Sigma-Aldrich, USA).  

For PU synthesis and preparation: Poly(ε-caprolactone)-diol (PCL-diol (2,000 g/mol), 

Poly(ethylenglicole) (PEG 2000 g/mol), n-BOC Serinol, Dibutyl Dilaurate (DBTL), and 1,6 

Hexamethylene diisocyanate (HDI) were purchased from Sigma Aldrich. L-α-

phosphatidylglycerol (EGG-PG), 1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-

[carboxyl(polyethylene glycol)-2000] (DSPE-PEG-COOH) and L-α-phosphatidylethanolamine-

N-(lissamine-rhodamine B-sulfonyl) (Egg-Liss-Rhod PE) were purchased from Avanti Polar 

Lipids (Alabaster, AL, USA). Holo-Tf Human (T4132), N-(3-Dimethylaminopropyl)-N'-

ethylcarbodiimide hydrochloride (EDC), N-Hydroxysuccinimide (NHS), 2-(N-

morpholino)ethanesulfonic acid (MES) hemisodium salt were purchased from Sigma Aldrich. 

For commercially-available nanoparticles: Fluorescent carboxylate PS-NPs (F8801, F8810, 

FluoSpheres) was purchased from Life Technologies and Spherotech (CFP-0562-2, USA).  

 

Fabrication of the microfluidic device: Photolithography and Soft lithography 

Microfluidic systems (micro-device) are fabricated using high-precision soft lithographic 

methods[183] using polydimethylsiloxane (PDMS) that is an optically transparent polymeric 

substrate, impermeable, inert and biocompatible [182]. The fabrication process of a microfluidic 

device is divided into two steps: master fabrication (photolithography) and copy mold fabrication 

(soft lithography) [219]. The design of microfluidic devices was generated with AutoCAD 

(Autodesk) which contains a gel region flanked by two fluidic channels. Pillar-like posts delimitate 

fluidic channel from the gel region. (height: 150 µm, width of the fluidic channel: 1340 µm, width 
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of the gel channel: 2200 µm, post distance: 150 µm (Fig. 2.5a). After the design of the microfluidic 

pattern, the CAD file was sent out for mask preparation (CAD/Art Services, Inc.) and then, the 

master was fabricated with photolithography. Briefly, SU-8, a negative photoresist based on epoxy 

resin, was used. Negative photoresist is a photoresist which parts exposed to UV are cross-linked, 

while the remaining parts are soluble and may be removed during development. SU-8 was applied 

on silicon wafer surface through spin coating. The wafer with SU-8 on top was exposed to UV 

light (350-400 nm), using a mask aligner. The parts that were not exposed to UV were developed 

and removed from the surface using methanol bath under agitation. Then, the master was ready 

for fabrication of the devices and could be stored and reused. Soft lithography method was used to 

fabricate devices as described previously[220]. Briefly, silicone elastomer and curing agent 

(Sylgard 184 elastomer kit, Dow Corning) were mixed at a 10:1 ratio, the mixture was degassed 

in a desiccator, poured into a petri dish that contained the silicon wafer mold and placed in an oven 

at 70 °C for 2 h. Devices were cut from the PDMS replica, punched for inlet/outlet ports using 1 

and 2 mm diameter biopsy punches to create gel and media ports, before sterilization by dry cycle 

autoclave for 20 min. After drying at 80 °C overnight, PDMS layers were treated with oxygen 

plasma that allows simple oxidation of the surface of both PDMS and glass substrates to create 

strong siloxane bonds (Si-O-Si) for reliable bonding of PDMS to glass. Devices were then bonded 

to 25 × 25 mm2 glass cover slips and left at 80 °C for at least 24 h for hydrophobicity to be restored. 

 

Fabrication of the macro device (Laser cutting)  

Macro-devices contain a gel region flanked by two fluidic channels were designed using AutoCAD 

and master molds were cut from 0.5 mm cast Clarex (polymethylmethacrylate) sheet  (Astra 

Products) using an Epilogue laser cutter (height: 1000 µm, width of the fluidic channels: 3000 µm, 

width of the gel channel: 3000 µm). Two semi-walls alongside the gel channel delimitate the 

border with fluidic channels in order to guide gel insertion (as opposed to typical posts) (Fig. 2.5b). 

Thin molds were bonded by acetone to a larger acrylic sheet surrounded by the same height lip in 

order to generate a device with reproducible thickness size. PDMS device fabrication was 

performed by soft-lithography as described above. Poly‐D‐lysine (Sigma‐Aldrich) was injected 

into the devices at 1 mg/mL concentration, left within the device for 2-3 hours and then rinsed 

with sterile cell culture water (Lonza) and finally incubated at 80 °C for drying. 
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Figure 2.5: Design of microfluidic devices. 
 microfluidic devices (micro-device, macro-device) were designed using Autocad (Autodesk) and 
were comprised of a central gel region, two fluidic channels and four reservoirs. a) Micro-device 
dimensions are: 150 µm (height), 1000 µm (width of fluidic channel) and 1300 µm (gel channel). 
200 µm is the distance between posts, which delimitate the gel region from the fluidic channel b) 
Macro-device dimensions were: 1000 µm (height), 3000 µm (width of fluidic channel) and 3000 
µm (width of gel channel), with semi-walls that delimitate gel region from fluidic channels of 300-
400 µm to separate the gel from the media channel. Devices were bonded to glass coverslips (25 
mm x 25 mm (a), 45 mm x 50 mm (b)). Reproduced with permission from [221]. 
 
Preparation of nanoparticles 

Commercially available PS-NPs of different sizes (100, 200, 400 nm) were exploited for surface 

grafting with human holo-Tf following a method that was previously described[222]. Briefly, bare 

carboxylic-modified 100 nm PS-NPs (2.2 mg/ml) were incubated with Tf (2.2 mg/mL) in 50 mM 

2-(N-morpholino)ethanesulfonic acid (MES) buffer at room temperature (RT) for 2 hours. 
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Nanoprecipitation method was used to prepare PU-NPs which as previously described [223]. 

Briefly, synthesized PU was dissolved in acetonitrile and dropped into a solution of water and 

lipids, containing 200 μg of L-α-phosphatidylglycerol (Egg-PG), 240 μg of 1,2-distearoyl-sn-

glycero-3-phosphoethanolamine-N-[carboxy(polyethylene glycol) (Mw 2000 Da) (DSPE-PEG-

COOH) and 5 µl of L-α-phosphatidylethanolamine-N-(lissamine-rhodamine B-sulfonyl) (Egg-

Liss-Rhod PE). The NPs suspension was spun down at 3200 rpm. For Tf functionalization, NPs 

were obtained, resuspended in MES buffer, containing EDC and NHS (1:2.5 molar ratio) and 

incubated at RT for 30 min for the activation of the carboxyl groups on the surface. Activated NPs 

were quickly collected by centrifugation, mixed in PBS containing Tf (1:16 molar ratio to COOH), 

and incubated at 4 °C overnight. Tf-conjugated NPs were obtained and stored at 4 °C for further 

use.  

 

Characterization of Nanoparticles  

The hydrodynamic diameter, polydispersity index and zeta potential of NPs were measured using 

Malvern ZS90 zeta-sizer (Nano ZS, Malvern, UK). NPs were analyzed by 3 technical replicate 

measurements repeated on 3 different batches of NPs. Data shown as mean values, error bars ± 

SD. Cryo TEM and TEM was performed by dropping a PU-NP solution (7 µl, 0.5 mg/ml) onto a 

carbon-coated copper mesh grid. 

 

3D Microphysiological BBB model  
Human iPSC-ECs (Cellular Dynamics International, CDI) were cultured on flasks coated with 30 

µg/mL human fibronectin (Millipore) in vascular medium (VascuLife VEGF Medium Complete 

Kit, Lifeline with iCell media supplement, CDI). HBMECs (Sciencell) and HUVECs (Lonza) were 

cultured under manufacturer’s protocols with endothelial cell medium from their company 

respectively.  Human primary astrocytes and pericytes (ScienCell) were cultured on a poly-L-

lysine coated flask with culture medium (ScienCell) in a humidified incubator (37 ºC, 5% CO2). 

Culture medium was refreshed every 2 days (Fig. 2a).  

The 3D microphysiological BBB model containing iPSC-ECs + PCs + ACs was developed as 

indicated below[221]. Briefly, fibrinogen (6 mg/mL in phosphate-buffered saline (PBS)) and 

thrombin from bovine plasma (Sigma-Aldrich) (4 U/mL in VascuLife) were first prepared and 
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placed on ice. All cells were detached using TrypLE (Gibco), spun down at 1200 rpm for 5 min, 

counted, resuspended in medium with 4 U/mL thrombin at 6 × 106 cells/ml, iPSC-ECs, 2 × 106 

cell/ml PCs and 2 × 106 cells/ml ACs (final cell density), and left on ice. A volume of 20 µL of the 

tri-cellular suspension was mixed with 20 µL fibrinogen (final concentration 3 mg/mL), and the 

mixture was immediately injected into the gel channel using the filling port. Devices were rotated 

and collocated upside-down in a humidified chamber. After 15 min at RT for hydrogel 

polymerization, medium was injected into both fluidic channels via the inlet ports. Two growth 

factor-enriched media were used for 3D microphysiological BBB culture: 

 Medium A (day 0 to day 5): endothelial medium (Vasculife) enriched with 50 ng/mL 

vascular endothelial growth factor (VEGF) and 1% (v/v) Astrocyte growth factor 

supplement;  

 Medium B (day 6 and day 7): endothelial medium (Vasculife) enriched with 1% v/v 

Astrocyte growth factor supplement.  

After 2-3 days of culture, medium was aspirated from one fluidic channel, replaced with 30 µL of 

30 µg/mL fibronectin and left in the incubator for 30 min, before rinsing 2 times with DPBS. iPSC-

ECs were detached and resuspended at 2 × 106 cells/mL in tri-culture medium. 30 µL iPSC-EC 

suspension was injected to the coated fluidic channel and the device was tilted upside-down at a 

60º angle to allow cells to spread evenly over the gel interface by gravity. The device remained 

tilted for 15 min, before medium was gently added to fluidic channel. The following day, non-

adherent iPSC-ECs were removed by replacing with fresh medium and the above procedure was 

performed for the other fluidic channel. Other two conditions were made: iPSC-ECs mono-culture 

and iPSC-ECs + PCs co-culture to be compared to the 3D microphysiological BBB model tri-

culture of iPSC-ECs + PCs + ACs, maintaining the same final cell density. Devices were kept in 

the incubator for 7 days, with media refreshed daily. Due to the absence of brain astrocytes in 

iPSC-ECs mono-culture and iPSC-ECs + PCs co-culture, astrocyte growth factor supplement was 

not supplemented to medium A and B. 
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Immunostaining and confocal imaging  

To perform immunostaining inside of the microfluidic channel after 7 days of culture, the 

microphysiological models were rinsed with PBS and fixed in 4% paraformaldehyde (PFA, 

Electron Microscopy Sciences) at RT for 15 min. Cellular membrane was permeabilized using 

0.1% Triton X-100 (Sigma-Aldrich) for 5 min at RT followed by rinsing with PBS twice. Primary 

antibodies (1:100, volume ratio) against CD31, Glial Fibrillary Acidic Protein (GFAP), (Abcam), 

F-actin (Rhodamine Phalloidin, Molecular Probes), 4,6-Diamidino-2-Phenylindole (DAPI Thermo 

Fisher Scientific) were used to identify iPSC-ECs, ACs, PCs, and nuclei. F-actin is expressed by 

all cells, whereas only iPSC-ECs are CD31 positive and GFAP is only expressed by ACs. Double 

staining of CD31/F-actin and GFAP/F-actin was used to identify iPSC-ECs and ACs respectively, 

which enabled to identify PCs as those cells that only expressed F-actin. 

For the evaluation of TJs and ECM proteins expression by immunocytochemistry, primary 

antibodies against ZO-1 (Invitrogen), occludin, claudin-5, laminin and collagen IV (Abcam) were 

used. Secondary antibodies (1:200, volume ratio) were antirabbit or anti-mouse IgG conjugated 

with Alexa Fluor (488, 555, or 647) (Invitrogen). All antibodies are listed in Table 5. Devices were 

incubated with primary and secondary antibodies overnight at 4 ºC, in a shaker. Devices were 

washed with PBS and imaged using a confocal laser scanning microscope (FV-1000, Olympus, 

Japan; aspect ratio 1024×1024) by high resolution images at 10 ms/pixel scan velocity. 

Postprocessing and stitching of tiled confocal data were computed using Imaris (Bitplane, 

Switzerland) and Fluoview (Olympus, Japan). Fold change average immunofluorescence (IF) 

intensity for iPSC-ECs was normalized by the cell boundary length (ZO-1, occludin, and claudin-

5) or by microvascular area (laminin, collagen IV). Region of interests (ROIs) were chosen to 

contain only vessel portions to exclude gel regions from the computations. 

 

BBB microvascular parameters characterization 

To identify and describe microvascular parameters, confocal images were processed using ImageJ 

software (http://rsbweb.nih.gov/ij/) and plugins (Trainable Weka Segmentation 3D, 3D 

geometrical measure). Briefly, noise was removed from images and contrast was enhanced. To 

produce binarized images, an automatic threshold was defined. From 2D projections, lateral vessel 

area (Alateral), and total branch length (Lbranch) were analyzed by ImageJ. Percentage of area 



 104 

coverage was calculated dividing Alateral by the entire area of the region of interest. Taking 

advantage of the observation that most vessels are oriented in a plane parallel to the device, lateral 

sizes, parallel to the devices, were computed as the ratio of the projected lateral vessel area to the 

total branch length (Fig. 2.9d). Transverse diameters, perpendicular to the device, were computed 

using the 3D vessel volume (V) and the surface area of the vessels in 3D (Asurface). Average 

cross-section area and circularity were computed using lateral and transverse diameters. The 

equations used to compute both diameters, cross-section area, lateral and surface areas and 

circularity are reported below.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Quantitative RT-PCR  
To measure junctions, ECM and transporter proteins, total RNA isolation was performed using 

TRIzol reagent (Life Science) that also dissolved fibrin gel. Reverse transcription was performed 

using SuperScript VILO cDNA synthesis kit (Invitrogen). Quantitative Real-time RT-PCR (RT-

𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 2𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =
𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ
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PCR) using SYBR Premix Ex Taq (Takara) or Power SYBR Green PCR Master Mix, was 

performed with a 7900HT Fast Real-Time PCR System (Applied Biosystems). mRNA of 

endothelial cell adhesion molecule (PECAM also known as CD31, glyceraldehyde 3-phosphate 

dehydrogenase (GAPDH) and Ribosomal Protein S18 (RPS18) were used as housekeeping genes, 

set to 100% as the internal standard. RT-PCR experiments were repeated at least 3 times for cDNA 

prepared from 6 devices. Primer sequences (Integrated DNA technology) are listed in Table 4. A 

macro device was used for RT-PCR experiment in order to collect higher amount of total RNA. 

 

Transwell permeability assay 

iPSC-ECs were cultured on a transwell membrane (1 µm pore size; Corning) and grown to 

confluency. Monolayer formation including confluency and TJ formation, was assessed by 

evaluating trans-endothelial electrical resistance (TEER) using EVOM2 (World precision 

instrument) with silver/silver-chloride chopstick electrodes (STX2) between the transwell insert 

and bottom surface of the culture well plate where the TEER probe was fully submerged in culture 

medium during measurement. The confluent EC monolayer was incubated with 300 µl of 50 

µg/mL fluorescent NP suspensions in the transwell insert and 200 µL of culture medium in the 

well for 1 h and 3 h. At each timepoint, medium in the insert and well was separately collected. 

The total fluorescence signal of each medium sample was measured by a fluorescence plate reader 

(Molecular Devices). In some experiments, a solution of only 70 kDa FITC-dextran (1:100) or 

fluorescent NPs (50 µg/ml) was suspended in PBS. After formation of iPSC-EC monolayer, 

culture medium was removed and 200 µl of PBS was added to the bottom well. Then, 200 µl of 

FITC-dextran solution was added to the transwell insert. 3D z-stacks images of the region above 

and below the insert membrane (interspace: 500 µm) were captured using a confocal microscope 

(FV-1000, Olympus, Japan) (800 × 800 pixels, 20X magnification) at 0 min (t1) and 5 min (t2). 

2D monolayer permeability was calculated using Fiji software by considering the fluorescence 

intensities of both regions, bottom (b) and top (t) at 0 min (IT1 and IB1) and at 5 min (IT2 and IB2) 

for the green (dextran) and red (NPs) fluorescence channels, using the following equation: 

 

𝑃𝑃 =
(𝐼𝐼𝐵𝐵2 − 𝐼𝐼𝐵𝐵1)𝑉𝑉𝑔𝑔

𝐴𝐴𝑣𝑣∆t (𝐼𝐼𝑇𝑇2 − 𝐼𝐼𝑇𝑇1)
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where g and v referred to gel region and vascular region, I is the mean intensity of the signal within 

the region of interest (ROI), Vg is the volume of bottom solution in the observation area, Av is the 

lateral surface of the transwell membrane (3.2 mm × 3.2 mm) and ∆t = t2-t1 is the duration of the 

test (5 min). The total fluorescence was measured by VMax micro plate reader (Molecular 

Devices). 

 

3D permeability measurements and quantification 

10, 40 and 70 kDa FITC-dextrans were diluted 1:100 in culture medium for permeability tests.  

The microvascular permeability was evaluated as the flux of solute across microvasculature walls. 

Using mass conservation, the quantity of FITC-dextran crossing the microvasculature corresponds 

to the rate at which it accumulates outside the microvasculature in the gel region.  

To dilute NPs solution, a 70 kDa FITC-dextran was used. All NPs (50 µg/ml final concentration) 

were freshly prepared for each experiment and vortexed for 10 s before their use. To measure NP 

microvascular permeability, medium was first aspirated from both fluidic channels of each device. 

In one fluidic channel, 15 µl of NP-containing solution was added, while 15 µl of solution without 

NP was added simultaneously in the other fluidic channel. 3D z-stacks of the gel channel was 

imaged at intervals of 5 min by confocal microscopy (512 × 512 pixels, 20X magnification) 

(Olympus model FV1000) for at least 3 different ROIs. According to a previously described 

method [224], microvascular permeability and NP permeability were quantified by considering 

the increase in fluorescence intensity within the gel using eq. (1): 

 

𝑃𝑃 =
(𝐼𝐼𝑔𝑔,𝑡𝑡2 − 𝐼𝐼𝑔𝑔,𝑡𝑡1)

𝐴𝐴𝑣𝑣∆t 
𝑉𝑉𝑔𝑔

(𝐼𝐼𝑣𝑣,𝑡𝑡1 − 𝐼𝐼𝑔𝑔,𝑡𝑡1)
 

 

where the subscripts g and v stand for the gel region and vascular region, respectively, I is the 

mean intensity of the signal within the ROI, Vg is the volume of the gel, Av is the lateral surface 

of the microvascular network and ∆t = t2-t1 is the duration of the test (30 min to 1 h). Geometrical 

parameters such as Alateral and volume of the microvasculature were computed using Fiji software 

by segmenting the images using vascular borders obtained with the dextran signal using the 3D 
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Trainable Weka Segmentation plugin and an ad-hoc classifier. The above-described variable were 

derived by the 3D analysis of the confocal image stacks as described previously[225].  

To simplify the equation, following parameters can be used: Alateral, Lbranch, mean intensity of 

tissue IT at different time points and mean intensity of vessels Iv, 𝑡𝑡 (time between 2 images). Hence, 

permeability calculation can be made using the following simplified equation: 

 

𝑃𝑃𝑣𝑣 =
1

(𝐼𝐼𝑉𝑉𝑡𝑡1 − 𝐼𝐼𝑇𝑇𝑡𝑡1)
(𝐼𝐼𝑇𝑇𝑡𝑡2 − 𝐼𝐼𝑇𝑇𝑡𝑡1)

∆𝑡𝑡
𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ

 

 

Quantification of 2D cellular nanoparticle uptake 

iPSC-ECs were plated on 2D culture glass-bottom dishes (MatTek, cat#. P35G-0-14-C) and 

allowed to grow to confluency (~ 80%). In order to be visualized, cells were stained with Cell 

Tracker Green (CMFDA at 2 µM) following the manufacturer’s instructions. 50 µg/mL of NPs 

were added to the labelled cells before their incubation for up to 4 h. The, cells were rinsed with 

PBS twice to wash out the excess of NPs before fixation with 4% paraformaldehyde and 

counterstained with DAPI (1:1000). Cells were imaged using confocal microscopy (1024 × 1024 

pixels, 60X magnification) for at least 3 different ROIs.  

NP uptake was evaluated by quantifying the NP fluorescent intensity within two different 3D 

regions: (i) a region that is close to the nuclei (includes the nucleus and a 1 µm-thick layer 

surrounding the nucleus) and (ii) the cytoplasm. Regions were generated using Fiji software by 

selecting the Trainable Weka Segmentation plugin and previously trained classifiers. The NP 

channel image was filtered to remove noise and background with a rolling radius of 15 pixels. The 

amount of fluorescence signal (a.u.) was resolved in each region by multiplying the volume-

averaged value of the signal by the volume of the respective region. A ratio was obtained by 

normalizing data of the nuclei-associated region by the signal within the cytoplasmic region.  

 

3D intensity map of spatial-temporal NPs distribution 

3D maps were generated from the using the 3D confocal images to evaluate the spatial distribution 

of NPs within the microvasculature and ECM gel region of the BBB microphysiological model. 
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The 3D confocal stacks were converted to VTK files using a Matlab code 

(https://it.mathworks.com/matlabcentral/fileexchange/58819-write-2d-and-3d-arrays-into-vtk), 

before displaying the final 3D intensity maps using Paraview (https://www.paraview.org/) and 

NPs fluorescent intensity were plotted. Biodistribution analysis was defined using Fiji software 

(http://rsbweb.nih.gov/ij/). Briefly, sections of the confocal images of permeability measurements 

were sampled using line scan measurements at different time points. Then, the intensity profile 

histograms of the vascular cross-section were plotted. 

 

Cell viability assay 

The cell viability assay (MTS assay) was executed following the manufacturer’s instructions 

(CellTiter 96 AQueous One Solution Cell Proliferation Assay, Promega). iPSC-ECs were cultured 

in 96-well plates and grown to confluency (~ 80%). NPs were resuspended in culture medium 

using different concentrations (0 - 500 µg/mL), added to cells up to 4 hours incubation time. Then, 

cells were washed twice with PBS before adding the MTS reagent. Absorbance measurements 

were performed using the Vmax micro plate reader (Molecular Devices).  

 

Statistical analysis 

All data were plotted as the mean ± SD using Prism (GraphPad software). Statistical analysis was 

determined using a two-tailed Student’s t-test and where appropriate, one-way ANOVA with 

Holm-Sidak’s multiple comparisons test. P values and adjusted P values (ANOVA) of less than 

0.05 were taken as evidence of a statistically significant difference. For permeability 

measurements, data were analyzed using a two-tailed Student’s t-test and where appropriate, one-

way ANOVA with Holm–Sidak’s multiple comparisons or Kruskal–Wallis H test with Dunn’s 

multiple comparisons test. 

  

https://www.paraview.org/
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Results 
 

Characterization of the 3D Microphysiological BBB model  

The 3D Microphysiological BBB model was established by tri-culture of human induced 

pluripotent stem cell-derived endothelial cells (iPSC-ECs), human brain vascular pericytes (PCs) 

and human brain astrocytes (ACs) in 3D fibrin hydrogel (iPSC-ECs + PCs + ACs), to mimic the 

structural organization of the brain microcirculation and BBB interface found in in vivo human 

brain (Figs. 2.1a, b, Chapter 2), (Fig. 2.5a). After injection of cell-gel suspension on the inlet port, 

iPSC-ECs elongated and formed intracellular interconnections; vacuoles appeared after 24 hours 

followed by lumen organization and capillary structures after 2-3 days. Combinations of two 

different media enriched with growth factors (VEGF (50 ng/ml) and 1% v/v of Astrocyte Growth 

Supplement) were used (Fig. 2.6b). Then, iPSC-ECs spontaneously formed a microvascular 

network (µVN) with highly interconnected microvasculature by day 7 of the microfluidic culture 

(Fig. 2.6b). 

The 3D microphysiological BBB model formed by vasculogenesis-like process, consisted of 

perfusable and well-connected, self-organized µVN in a microfluidic system (Fig. 2.6c). iPSC-

ECs seeded in the side channels created an interconnected and perfusable macrovessel that reduced 

possible leakage through the side barrier of the microfluidic channel of the central gel region and 

promoted the connection of vessels to the media channels, facilitating flow into the 

microvasculature (Fig. 2.6d). Apart the complete BBB tri-culture condition iPSC-ECs + PCs + 

ACs, the other two conditions, iPSC-ECs mono-culture and iPSC-ECs + PCs co-culture were 

tested to unveil the single cell component contribution (Figs. 2.7a - c). A typical BBB characteristic 

is its stratified organization with cell layers around blood vessels under contact interactions. 

Through high-resolution confocal microscopy imaging, spontaneous self-organization into 

multicellular BBB-like structures was observed. PCs spontaneously overlapped with endothelial 

vasculature at multiple locations recapitulating BBB-like structures. Indeed, PCs (F-actin, red, Fig. 

2.6d) adhered to both sides of the EC surface, surrounding the vessel (CD31, green, Fig. 2.7d-f). 

For example, tracing the intensity profiles of EC and PC in confocal images (Fig. 2.7e), F-actin 

signal was detected outside the vessel, clearly outlining the presence of PCs ( Figs. 2.8f, 2.9a). 

These images displayed that PC partially overlapped the external surface of the EC walls 
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exhibiting a BBB-like organization. Compared to a culture of iPSC-ECs that formed large 

microvasculature, these results suggested that interactions with PCs effectively facilitated 

endothelial organization, by stabilizing a mature microvasculature with closer morphology to that 

of in vivo brain capillaries. 3D images of capillary bifurcations showed PCs in contact with the 

endothelium at multiple locations (Fig. 2.7f). Furthermore, direct contact of astrocytic end feet and 

abluminal vascular surface was also observed.  ACs addition further assisted in the evolution of 

complex cell-cell connections and branches similar to those present in the native microvasculature. 

Additionally, direct cell body contacts were observed between AC endfeet (Glial Fibrillary Acidic 

Protein, (GFAP), violet) and the abluminal surface of the brain vessels (CD31, green, Fig. 2.7g, 

2.9b, 2.9c). In all model conditions cells self-assembled into complex cell organization and 

recapitulated vascular brain morphogenesis. As geometrical parameters of the µVN, microvascular 

capillary diameters and branch length were quantified from confocal images of the µVN (Figs. 

2.7c, 2.8a-c). 

In each condition, iPSC-ECs mono-culture, iPSC-ECs + PCs co-culture and iPSC-ECs + PCs + 

ACs tri-culture, µVN were formed. However, in the iPSC-ECs mono-culture, microvessels fused 

and formed large vessel diameters (average lateral diameter 108 ± 14 µm, and transverse diameter 

29 ± 10 µm) expressed as mean ± SD, and slowly regressed at 7 days end-point (Fig. 2.8d, g). The 

diameters were significantly smaller in the case of iPSC-ECs + PCs co-cultures (average lateral 

diameter: 64 ± 13 µm, average and transverse diameter: 27 ± 7 µm) (Fig. 2.8 e, g). The model also 

exhibited higher tortuosity and random orientation in the 3D gel region. Finally, iPSC-ECs + PCs 

+ ACs tricultures allowed the formation of µVN with the following size features: 42 ± 13 µm 

(lateral size),: 25 ± 6 µm  (transverse size) expressed as mean ± SD, showing a cross-section, 

circularity and a diameter similar to those of in vivo human brain microcirculation (arterioles and 

venules have 10-90 µm size; capillaries have 7-10 µm size) (Fig. 2.8f, g).  

Moreover, µVN branch length average was reduced in the 3D microphysiological BBB model 

(136 ± 24 µm) compared to mono-culture of iPSC-ECs (226 ± 40 µm) and co-culture of iPSC-ECs 

+ PCs (179 ± 31 µm) (Fig. 2.8h), proving a more intertwined µVN. Therefore, the microvascular 

model conditions covered gradually less surface area in the projected confocal image (62% and 

42%, respectively) (Fig. 2.8i), reaching 28% covered area in the case of iPSC-ECs + PCs + ACs 

triculture. Indeed, the BBB model showed more physiological morphology, with decreased 

capillary diameters and branch length, probably due to the secretion of angiogenic factors from 
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PCs and ACs. These µVN also exhibited more random interconnections and tortuosity and a more 

similar structure to the in vivo cerebral microvessel morphology.  

 
 
Figure 2.6 : Blood-Brain Barrier (BBB) and 3D Microphysiological BBB model.  

a) Schematic explanation of BBB model and protocol, from 2D culture of induced pluripotent stem 
cells-derived endothelial cells (iPSC-ECs), brain pericytes (PCs) and brain astrocytes (ACs) to 
generate a 3D Microphysiological BBB model by self-assembled vasculature within a microfluidic 
device. The PDMS microfluidic platform was fabricated using soft lithography techniques and 
designed with inlet ports for injecting cell-gel suspensions, and large medium reservoirs and 
fluidic channels for culture medium. b) Experimental protocol and timeline with details on culture 
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medium procedure to realize the 3D Microphysiological BBB model. Schematic of dynamic culture 
of the Microphysiological BBB model over time in a section of 3D microfluidic system. 
Experimental steps and seeding configuration and of vasculogenesis process of 
Microphysiological BBB model including iPSC-ECs + PCs + ACs as self-assembled 
microvascular network that undergoes maturation within 7 days of culture. 3-dimensional ECs 
layer covering top, bottom and side surfaces of the fluidic channels. c) Confocal image of self-
assembled µVN of the Microphysiological BBB model including iPSC-ECs (CD31, green), PCs 
(F-actin, red) and ACs (GFAP, magenta), and nuclei (DAPI, blue). d) Confocal images of xy and 
xz (cross-section) planes of the 3D Microphysiological BBB model with iPSC-ECs + PCs + ACs, 
including EC layers in the side channels. Scale bars 200 µm. c, d) Reproduced with permission 
from [221]. All schematics were created with BioRender.com. 
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Figure 2.7: Microvascular conditions and iPSC-ECs - PCs/ACs contact interactions. 
 a) Schematic representation and b) confocal images of iPSC-ECs mono-culture (CD31, green), 
co-culture with PCs (F-actin, red), and tri-culture with PCs and ACs (GFAP, magenta), after 7 
days of culture in the microfluidic system. c) Confocal images of microvascular network conditions 
of the entire microfluidic system of iPSC-ECs, iPSC-ECs+PCs and iPSC-ECs+PCs+ACs at day 
7. d) Confocal images of blood microvessels and cross-sections showed hollow lumens. PCs 
adhered to and partially covered blood microvessel. Confocal images of cross-sectional blood 
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microvessels showed iPSC-ECs surrounded by PCs. The yellow line shows how a section was 
sampled using a line scan measurement producing generation of intensity profile histogram. e) 
Intensity profile analysis of CD31/F-actin in iPSC-ECs -PCs interaction corresponding to the 
yellow line scan. Contact interaction/overlapping between ECs and PCs are shown by distinct 
yellow arrow matching with the same peak at the intensity profile. CD31 expression (green) was 
low when F-actin expression (red) was highly expressed, further indicating that detected F-actin 
belonged only to brain PCs outside the vessels. Region of low green intensity corresponds to the 
vascular bed of the vessel. f) Contact interactions of PCs enveloping and adhering to a blood brain 
capillary. g) Confocal image of iPSC-ECs, PCs and ACs in the Microphysiological BBB system. 
Scale bars indicate 100 µm, (b), Scale bars 200 µm, (c). and 20 µm (d, f, g). 
Reproduced with permission from [221]. 
 
 
Protein and gene expressions of the Microphysiological BBB model 
 
In order to analyze whether the engineered 3D Microphysiological BBB model constituted a 

functional barrier interface and exhibited physiological features typical of the BBB present in vivo, 

quantitative real-time RT-PCR and immunocytochemistry analyses were performed.  

The endothelial-specific junction proteins ZO-1, occludin and claudin-5 (Fig. 2.10a-c, Fig. 2.11a), 

and ECM proteins such as laminin (Fig. 2.10d) and collagen IV (Fig. 2.10e) expressions were 

evaluated by confocal microscopy (Figs. 2.11b-f). Continuous ECs cell-cell junctions disposed as 

rhomboidal boundaries along lumens were observed in co-culture and tri-culture conditions, as 

demonstrated by the clear presence of ZO-1 along the cell-cell border. Interestingly, an increase 

of TJ protein expression between µVN models was observed. Therefore, the BBB 

microphysiological model obtained by iPSC-ECs + PCs + ACs tri-culture expressed relatively 

higher level of ZO-1 as well as occludin and claudin-5, in comparison to mono-culture and co-

culture control conditions. Another sign of microvascular maturation was the production of 

basement membrane proteins, such as laminin and collagen IV exhibiting a similar trend to 

junctional proteins. The immunofluorescence intensity of laminin and collagen approximately 

doubled in the case of the iPSC-ECs + PCs + ACs (Fig. 2.11d-f). To confirm 

immunocytochemistry results of protein expression, bulk RNA was extracted and purified from 

the entire cell population from the microfluidic systems (Fig. 2.12a). Three different conditions 

were compared at several time points (day 0, 4, and 7). RT-PCR analysis was conducted 

considering gene markers of junctional proteins, ECM deposition and several EC membrane 

transporters such as passive diffusion, active efflux, carrier-mediated, ion and receptor-mediated 

transport. Microvascular maturation was examined in terms of their gene expression and compared 
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to control conditions (iPSC-ECs). The mRNA was reported as relative to CD31 and GAPDH 

expression (fold change). TJ proteins such as ZO-1, occludin, and claudin-5 were highly 

upregulated in tri-culture conditions at day 7 compared to iPSC-ECs + PCs and iPSC-ECs 

conditions suggesting higher level of maturation. Indeed, ZO-1 expressions were well defined and 

clearly presented at the intersection between cells forming a rhomboidal grid, characteristic of 

mature and well-organized capillaries. Instead, mono-culture exhibited low expression of TJ 

proteins with no accumulation at cell-cell boundaries. Similar trend was shown by occludin (Fig. 

2.10b) and claudin-5 (Fig. 2.10c). Interestingly, the expression of TJ markers in the BBB 

microphysiological model increased as a function of the time of culture (Fig. 2.1-a-c, Figs. 2.11a-

e). As expected, GFAP was only expressed in the presence of ACs. PDGFR gene expression was 

slightly higher in the tri-culture condition while alpha-smooth muscle actin (aSMA) expression 

was reduced, possibly due to the increased proliferation of all cell components. Additionally, ECM 

proteins (collagen IV, laminin) were highly expressed over time in the triculture condition 

compared to the mono- and co-culture cases. In addition, compared to iPSC-ECs + PCs and iPSC-

ECs models, gene expression of transport mechanisms specific of the BBB, such as P-GP, MRP1, 

MRP4, TF-R, LRP1, LAT-1, GLUT-1, CAT1, MCT1, ABCA1, and BCRP was upregulated and 

increased over time in the tri-culture BBB model (iPSC-ECs + PCs + ACs). Overall, after 7 days, 

the triculture condition displayed a constantly increased maturation and up-regulation of all 

examined genes (Fig. 2.12b, Primer sequences in Table 4). Overall, the immunostaining results 

were in agreement with RT-qPCR data of BBB-related gene expression demonstrating that the tri-

culture of iPSC-ECs + PCs + ACs gave rise to a BBB microphysiological model with closer BBB-

like features and maturation. 
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Figure 2.8: Quantification of microvascular parameters of 3D BBB Microphysiological 
model. 
 Confocal images of 3D BBB µVN conditions showing laminin expression (red) and cell nuclei 
(DAPI, blue) a) monoculture of iPSC-ECs, b) co-culture of iPSC-ECs + PCs and (c) tri-culture of 
iPSC-ECs + PCs + ACs (scale bar: 100 µm). Distribution of lateral and transverse vessel diameter 
measurements of 3D Microphysiological BBB conditions formed by vasculogenesis, for d) mono-
culture of iPSC-ECs, e) co-culture with brain PCs, f) tri-culture with brain PCs and ACs. (g, h, i) 
Quantification of microvascular parameters: g) average lateral and transverse capillary 
diameters of each condition, h) average microvascular branch length and i) percentage ratio of 
microvascular network area coverage to the total area. *p < 0.05, **p < 0.01, ***p < 0.001, 
****p < 0.0001. Average values ± SD, n = 30. Reproduced with permission [221].  
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Figure 2.9: iPSC-ECs-PCs/ACs contact interactions and microvascular parameters. 
 a) images of a blood microvessel showing a hollow endothelial cells lumen, where PCs adhere 
and partially envelop brain microvessel. b-c) Cross-sectional images of a blood microvessel 
showing a lumen enclosed by ACs and PCs. d-e) Circularity is the ratio between transverse and 
lateral diameters. f) Average vascular cross-section area for iPSC-ECs, iPSC-ECs + PCs, and 
iPSC-ECs + PCs + ACs at day 7. 3D iPSC-ECs monolayer in the side channel. g) Maximum 
projection confocal images and h) cross section of 3D endothelial cells layer. Scale bar indicate 
25 µm (a, b, c), and 50 µm (e). Data shows * p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001. 
Day 7, Average values SD, n=20. Reproduced with permission from [221].   
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Figure 2.10: BBB junctions and ECM expression analysis by immunocytochemistry. 
 a) Confocal images showing the expression of tight junction ZO-1 protein, b) occludin (OCCL) 
and c) claudin-5 (CLDN 5); d) ECM production of laminin (LAM) and e) collagen IV (COLL IV)) 
in the case of (i) mono-culture of iPSC-ECs, (ii) co-culture with PCs and (iii) tri-culture with PCs 
and ACs. BBB microvascular model with PCs and ACs expressed higher intensities of junctional 
proteins, laminin and collagen IV compared to monoculture and co-culture, providing evidence, 
by qualitative ROI analysis of intensity, that PCs and ACs improved vascular function. f) 
Quantification of IF intensity (relative to iPSC-ECs) of protein expression from confocal images. 
Intensities were normalized by the ROI area. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 
0.0001. Average values ± SD, n = 8. Scale bar: 50 µm. Reproduced with permission from [221].  
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Figure 2.11: Immunocytochemistry analysis of tight junctions and ECM protein deposition.  
a) Typical rhomboidal tight junction boundaries (ZO-1) between cells forming microvasculature 
(i) with and (ii) without nuclei. b) Confocal images of tight junctions ZO-1, c) occludin (OCCL) 
and d) claudin-5 (CLDN 5)), e) expression of ECM proteins such as laminin (LAM) and f) collagen 
IV (COLL IV)), (i) mono-culture of iPSC-ECs, (ii) co-culture with PCs and (iii) tri-culture with 
PCs and ACs. Confocal images were acquired at day 7, 60X magnification. Scale bars are: (a) 50 
µm and (b-f) 20 µm. Reproduced with permission from [221]. 

Figure 2.12: Quantitative RT-PCR of 3D Microphysiological BBB model in microfluidic 
system. 
 a) Schematic RT-PCR experiments: extraction of cell and gel and purification of bulk RNA from 
a microfluidic culture. b) RT-PCR heatmap of iPSC-ECs mono-culture, co-culture with PCs, and 
tri-culture with PCs and ACs at several time points (0, 4, 7 days) of mRNA expression of BBB 
microvascular maturation and other typical BBB-specific features. RT-PCR analysis showed gene 
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expression of typical markers of 1) ECs, 2) PCs, 3) ACs, 4) ECM proteins, and 5) factors expressed 
predominantly by ECs, but also by the other two cell types in smaller amounts. Fold change was 
relative to control (iPSC-ECs mono-culture, day 0). The internal housekeeping gene was CD31. 
0.01 < p < 0.05, n = 3. Reproduced with permission from [221].  

 

Specific cell contributions to BBB microvascular permeability 

The distinct contribution of brain PCs and ACs to the vascular permeability and perfusability of 

the 3D Microphysiological BBB was investigated. The assessment of microvascular permeability 

is a fundamental feature for modelling drug transport and mimick the BBB as to assess the practical 

ability of the microfluidic culture platform to mimic molecular transport in vivo. Firstly, it was 

shown that all BBB conditions contained well-formed and completely perfusable capillaries by 

day 7 (Fig. 2.14d). Vascular permeability coefficients were evaluated by perfusing solutions 

containing FITC-dextran molecules in the microvasculature (10 and 40 kDa), and confocal images 

were captured every 5 min for 30 min, confirming a functional barrier with high selectivity and 

size-dependence related to the molecular weight of the fluorescent probe (Figs. 2.13a-d, Figs.  

2.14a-d). The contribution of the distinct cell to BBB permeability has been revealed. In the 

presence of the 3D iPSC-ECs monolayer on the side channels, permeability of 40 kDa FITC-

dextran across the microvasculature model progressively decreased from monoculture, to co-

culture and triculture: 6.6, 2.5, and 0.89 × 10-7 cm/s (Fig. 2.13e). A similar trend was observed for 

the permeability values of 10 kDa FITC-dextran which decreased from monoculture to co-culture 

and triculture: 12, 4.8 and 2.2 × 10-7 cm/s, respectively (Fig. 2.13f). The presence of EC monolayer 

on the fluidic channels was necessary to hinder the leakage of solutes through the sidewalls of the 

gel region, avoiding artifacts in the permeability measures. The ECs seeded in the side channels 

improved the coverage of the exposed vascular-gel region, filled gaps that can sometimes form at 

the gel-post borders, and increased the contacts between the microvasculature and the main 

channel, forming a structure similar to capillary ramification connected to a main blood vessel.  
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Figure 2.13: Microvascular permeability quantification in BBB model.  
a) Microvascular permeability measurement in the microfluidic system: dextran solution was 
injected in the medium channel after removing medium, and devices were imaged every 3-5 min 
for 30 min. The figure shows a schematic representation of the workflow for measurement of the 
permeability coefficient. b) Merged confocal- bright field images during dextran fluorescein flux 
along vasculature. c) Image thresholding and binarization after microvessel boundaries 
identification. d) 3D projection and cross-sections including xy, xz and yz planes at 4 timepoints. 
Vascular permeability coefficients of mono-culture of iPSC-ECs, co-culture of iPSC-ECs + PCs, 
and tri-culture of iPSC-ECs + PCs + ACs, (with or without ECs monolayer seeded in the side 
channels) using e) 40 kDa and f) 10 kDa FTIC-dextran. Data are shown as mean value, error bars 
± SD, n = 10, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001, scale bars 50 µm. Reproduced 
with permission from [221].  
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Figure 2.14: Perfusion ability and permeability assay in BBB microphysiological model. 
 Permeability measurements in different microvascular conditions and at different timepoints.  a) 
iPSC-ECs, b) co-culture of iPSC-ECs + PCs, and c) tri-culture of iPSC-ECs + PCs + ACs, Day 
7. d) Examples of perfusable microvascular networks with empty lumens. Scale bars are: 50 µm 
d), 50 µm (a-c). Reproduced with permission from [221]. 
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Testing of NPs transport in the 3D Microphysiological BBB model 

The 3D Microphysiological BBB model was then explored as a test platform for evaluating NP 

transport. To identify the right ligand for NPs functionalization, several types of ECs were used: 

iPSC-ECs, HBMECs and HUVECs (used a control). The cells were 2D-cultured and screened by 

RT-PCR (Fig. 2.15a). Comparison of HUVECs and iPSC-ECs showed that the transferrin receptor 

(TfR) was one of the most highly expressed amongst other BBB-specific transporters in iPSC-ECs 

(2.91 fold higher than HUVECs), but also LAT1 and MRP4 were upregulated (Fig. 2.15a). 

Although HBMECs highly express junction proteins and mediate several BBB and brain-related 

transport mechanisms (Fig. 2.15a), HBMECs have previously been observed to organize into 

irregular in vitro microvasculature with large diameters, while iPSC-ECs form well-organized and 

perfusable capillaries [221]. Based on these results and considerations, the TfR was considered an 

appropriate transporter model for evaluating NP transport. Additionally, an in vitro screening 

platform based on iPSC-ECs can facilitate the translation of basic research results for clinical 

application in the context of personalized treatment, also called patients’ specific studies. For these 

reasons, iPSC-ECs were used to design a functional 3D Microphysiological BBB model to test Tf-

functionalized NPs.  

 

Physical Characterization of Transferrin-functionalized PS and PU NPs  

Initially it was confirmed that PS- and PU-NPs displayed a narrow size distribution by dynamic 

light scattering (DLS) (Fig. 2.15b). all NPs were functionalized with Tf (PS NPs and synthesized 

PU NPs), following a previously established method, exploiting carbodiimide-mediated grafting 

(Figs. 2.15 b-e)[222]. PS and PU NPs showed narrow size distribution (Fig. 2.15f), however, their 

size and zeta potential increased after Tf-functionalization (Fig. 2.15f and Table 3), as shown in 

the literature [222], [223]. 

 

Cytocompatibility assay and Cell Uptake of PS and PU NPs 

Cell viability assays confirmed that NPs were not cytotoxic at several concentrations (0-500 

µg/mL), as shown by MTS cell viability assay. Particularly, iPSC-ECs treated with NPs showed 

81.7 ± 5.8% of viability compared to control (Fig. 2.15g).  
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Moreover, 3D confocal images of 2D cultures of iPSC-ECs treated with NPs (Fig. 2.15h) 

confirmed that NPs were internalized by the cells (Fig. 2.15i and 2.15k) and they were detected in 

the cell cytoplasm close to cell nuclei (Fig. 2.15j).  

 

Table 3. Physical characterization of size and zeta potential of NPs. 

NP type Size [nm] PDI ZP [mV] 

100 nm (PS) 109.0 ± 0.8 0.0377 ± 0.02 -43.7 ± 0.3 

200 nm (PS) 233.0 ± 0.6 0.0373 ± 0.03 -37.0 ± 2.4 

400 nm (PS) 457.0 ± 16.5 0.122 ± 0.07 -37.4 ± 2.0 

100 nm (PS-Tf) 203.0 ± 3.1 0.215 ± 0.04 -0.04 ± 0.2 

PU 112.0 ± 1.0 0.0940 ± 0.01 -44.9 ± 4.0 

PU-Tf 118.0 ± 1.4 0.157 ± 0.01 -32.2 ± 0.5 

 

2D Transwell BBB Model for NP Permeability  

To evaluate the permeability of NPs, a 2D BBB transwell model was also developed (Fig. 12l), 

and TEER was measured as a function of culture time, showing values from 130.0 ± 8.3 Ω cm2 

after 24 h, to 189.0 ± 3.4 Ω cm2 after 2-3 days (Fig. 2.15m). The PS NPs showed similar 

permeability and no size dependency after 1 hour (Fig. 2.15n), while PU NPs showed significantly 

increased permeability compared to PS NPs (Figs. 2.16f). 

Permeability of PS-Tf NPs showed a 2.06-fold higher level compared to non-functionalized PS 

NPs after 3 hours (Fig. 2.15n). In contrast, there were no significant differences in permeability 

values between functionalized PU-Tf NPs and PU NPs at 2 time point). Additionally, FITC-dextran 

and NPs permeability remained without changes while tested in combination (Fig. 2.16 d,e). 

Although the transwell model could recapitulate the theoretical effects of Tf-functionalization on 

NP permeability, at least 3 h was required for Tf-functionalized PS-NPs to display significant 

increased in permeability over non-functionalized PS-NPs. On the other hand, the Tf-induced 

increase in permeability at 1 h, was short-lived for PU-NPs, and differences in permeability was 

no longer observed at 3 h (Figure 2.16 d,e). Such findings suggest that 2D transwell assays may 
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not facilitate direct comparisons between NPs from different materials. The results also suggest 

that alternative platforms should be developed to reduce the time needed to evaluate the efficacy 

of NP delivery. 
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Figure 2.15: Polymer Nanoparticle Testing in 2D culture systems. 
 a) Gene expression of EC transporters and tight junctions of BBB maturation features by different 
2D culture of ECs over 7 days. RT-PCR is plotted as relatively expressed respect to HUVEC, and 
GAPDH as the internal housekeeping gene. b) Schematics of PU and PS NPs, c) BBB section and 
NPs circulating inside BBB blood vessel. d) Preparation of Tf-functionalized PU NPs and e) 
schematic of TfR-mediated endocytosis of Tf-functionalized NPs. f) Size distribution of NPs +/- Tf 
functionalization by DLS characterization. g) iPSC-EC viability for several NP concentrations 
compared to control. h) Method for NPs uptake quantification and localization of NPs in the 
cellular compartment or close to the nuclei. Confocal images of NPs cell uptake of i) PS NPs +/- 
Tf and k) PU NPs. j) Percentage of NPs localized at nuclei boundaries over the total NPs per cell. 
l) Transwell experimental setting for NP transport evaluation across an iPSC-EC monolayer. 
Permeability was assessed as ratio of fluorescence intensity measured from media collected from 
the bottom and top of a Transwell system. m) TEER measurement of iPSC-EC monolayer. Total 
amount of NPs movement across an iPSC-EC monolayer in the transwell system from 0 h for n) 
PS and o) PU NPs. Data are shown as the mean ± SD, n ≥ 3 independent experiments, with * p ≤ 
0.05. (n.s.: not significant). Reproduced with permission from [226].  
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Figure 2.16: Nanoparticle experiments in 2D transwell systems. 
 a, b) Morphology of PU (polyurethane nanoparticles (NPs) as observed by transmission electron 
cryomicroscopy (Cryo TEM) and TEM, respectively. PU NPs display a spherical shape c) 
Commercial PS NPs displayed a spherical shape. Reproduced with permission from [227]. In a 
transwell setting, to measure NP transport at each timepoint, medium in the insert and bottom well 
was separately collected. Net movement of NPs across the iPSC-EC monolayer was calculated by 
the ratio of measured fluorescence intensity of media collected from the bottom and top of the 
transwell insert. e) Relative permeability of 70 kDa FITC-dextran and 100 nm PS NPs across an 
iPSC-EC monolayer in a transwell setting. The x-axis shows the reagent being measured in the 
added solution which include (from left) only FITC-dextran, a mixture of FITC-dextran and PS 
NPs, and only PS NPs. Permeability was calculated by analyzing the fluorescence intensity of 
confocal images that were taken at 5 min intervals of the region above and below the transwell 
insert (interspace: 500 µm. f) PU NP transport across the 2D iPSC-EC monolayer is significantly 
enhanced compared to PS NPs. Data are presented as the fold change in net movement of NPs 
across an iPSC-EC monolayer at 0 h, and are shown as the mean ± SD, n = 3, with **** p ≤ 
0.0001. Reproduced with permission from [226]. 
 

NPs microvascular Permeability Across a 3D Microphysiological BBB model  

The 3D Microphysiological BBB model was used for vascular permeability measurements of 

polymer NPs. Briefly, solution of NPs and culture medium with dextran were injected in the 

medium reservoirs and let stabilize for few seconds. Then, merge confocal images were acquired 

every 5 minutes at each timepoint, for 30 min. Confocal images were split into single channels and 

3D volume generated. After network segmentation, vascular permeability to fluorescent tracers 

and NPs was calculated (Fig. 2.17 b, c). Firstly its capability to differentiate the microvascular 

permeability of 10, 40 and 70 kDa fluorescent FITC-dextran was characterized observing a 

decrease in permeability measurements (2.21 ± 1.96, 0.83 ± 0.86, 0.62 ± 0.39 × 10-7 cm s-1, 

respectively) (Figure 2.17c) that was consistent with previous characterization, which was 

decreased with an increase in dextran molecular weight (10 kDa: 2.21 ± 1.96 × 10-7 cm·s-1; 40 

kDa: 0.83 ± 0.86 × 10-7 cm·s-1; 70 kDa: 0.62 ± 0.39 × 10-7 cm·s-1) (Fig. 14c), as previously shown 

[221]. There was no significant difference in the microvascular permeability values of several PS 

NPs with different sizes (100 nm: 1.64 ± 1.36 × 10-7 cm s-1; 200 nm: 1.33 ± 0.87 × 10-7 cm s-1; 400 

nm: 1.42 ± 0.72 × 10-7 cm s-1) (Fig. 2.17d). This suggests that over a relatively short time frame, 

NP permeability did not depend on size, but possibly on other factors, such as material composition 

and surface functionalization. 
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Interestingly, Tf-functionalization resulted in a significant increase for PS-Tf NPs (3.09 ± 3.26 × 

10-7 cm s-1) over non-Tf-functionalized NPs (Fig. 2.17e). PU NPs displayed a comparable 

microvascular permeability (1.58 ± 1.16 × 10-7 cm s-1) as PS NPs, which was significantly higher 

for PU-Tf NPs (3.70 ± 2.72 × 10-7 cm s-1) (Fig. 2.17f). Vascular permeability to FITC-dextran was 

not altered in the co-presence of NPs. The same experiments were performed with synthesized 

PU-NPs which shown to be capable of delivering drug cargo to tumors in an in vivo mouse model.  

 

3D Biodistribution of NPs in the BBB Microphysiological model 

In an analysis of NP distribution in 3D space inside and outside the microvasculature 3D stack of 

confocal images acquired from BBB Microphysiological model were perfused with NPs. This 

analysis allowed evaluation of spatial and time-dependent biodistribution of NPs as 3D intensity 

measurements (Fig. 2.18a). A 2.5-fold increase was detected in fluorescence intensity in the ROI 

near the smallest blood vessels over two timepoints (Fig. 2.18b). Minor fluctuations in 

fluorescence intensity could be detected as far as 100 µm distance from the vessel border, 

demonstrating that the NPs might reach a cellular target about 100 µm away from the blood vessels 

(Figs. 2.18c and 2.18d). These results demonstrated the sensitivity of the algorithm to detect 

precise fluctuations in fluorescence signals that are associated with NPs. 
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Figure 2.17: Nanoparticles permeability testing in 3D Microphysiological BBB model.  
a) Schematic and methods of 3D microvascular permeability measurements. Confocal images of 
transport of NPs microvasculature (in red) are displayed. b) Schematic of intensity of image 
processing and evaluation of NPs transport across the microvasculature at different timepoints 
for 3D vascular permeability analysis. 3D microvascular permeability measurements of c) FITC-
dextran, d) PS NPs, e) PS NPs and PS-Tf NPs, and f) PU and PU-Tf NPs in 3D microfluidic 
system. Data are shown as the mean ± SD, n ≥ 3 independent replicates, with * p ≤ 0.05, *** p ≤ 
0.001, p ≤ 0.0001. (n.s.: not significant). Reproduced with permission from [226]. 
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Figure 2.18: Biodistribution of Nanoparticles in 3D Microphysiological BBB model. 
 a) 3D localization map of NPs density in the microvasculature and in the gel region over time. b) 
Ratio differences in signal intensity of fluorescent FITC-dextran and NPs at two timepoints. c) 
Confocal image of section of microvascular network examined using line scan measurements 
(yellow line) at different timepoints. d) Histogram of fluorescent intensity profile of NPs at two 
timepoints along the yellow line indicated in (c). Reproduced with permission from [226]. 
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Discussion 
 
In this chapter, an innovative in vitro microphysiological model of the human BBB 

microvasculature was designed. The model consists of a self-assembled microvascular network 

(µVN) of iPSC-ECs co-cultured with brain PCs and ACs. The iPSC-ECs were selected as 

unspecific and immature ECs, capable of organizing themselves in a complex and perfusable 

vascular network, representing a coherent and relevant replacement of “brain” ECs. Moreover, iPS 

cells may be potentially be derived from patients suffering from specific neurodegenerative 

diseases[228], thereby producing a pathological model for studying disease progression towards 

precision medicine applications to select optimal personalized therapies. The novelty of 

microphysiological BBB model arises from the simultaneous seeding of three human cell types 

into a single gel region, which self-organize into BBB-like structures and producing a perfusable 

µVN, comprising small lumens with circular cross-section comparable with in vivo human brain 

microcirculation (arterioles and venules 10-90 mm; capillaries 7-10 mm) [68] [229] [96] The 

model expressed both functional and morphological characteristics present in human BBB, 

characterized by lower transport selectivity and permeabilities than other published microfluidic 

models described in chapter 3. 

Consistent with previous findings, this morphological change in the final structure of the BBB 

microphysiological model was induced by the presence of PCs and ACs which secreting pro-

angiogenic and vasculogenic growth factors and ECM proteins, but also by juxtacrine signaling 

[15][17]. In fact, it has already been demonstrated that co-culture of ECs with PCs is required for 

BBB formation and the maintenance of homeostasis. In particular, PCs not only influence the 

creation of vascular networks, with significant reduction in lateral diameter, but also induce the 

differentiation of iPSC-ECs in more brain-specific endothelial cells, as determined by the RT-PCR 

results[19] (Fig. 2.12). In addition to the contribution of the PCs, the ACs also improved the 

formation and integrity of the BBB, along with the increase expression of TJ. iPSC-ECs self-

assembled into mature vascular networks forming complex structures when interacting with both 

cell types. The role of ACs was evidenced by an increase in the expression of BBB transporters 

and TJ proteins, such as ZO-1, occludin, claudin-5, ECM deposition and the corresponding 

decrease in permeability, similar to previous transwell and microfluidic-based models 

incorporating ACs[211]. In particular, the upregulation of typical BBB transporters, such GLUT-
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1, LAT-1, P-GP, TF-R, LRP1 and MRPs, is fundamental to obtain an in vitro BBB model for drug 

design and testing. Indeed, these specific transporters have been highlighted as potential targets 

for enhancing the penetration of drugs into the brain. In the model presented here, AC endfeet 

were in contact interactions with blood vessels, recapitulating a similar physiological arrangement 

present into the brain. ACs also provide mutual biochemical support through paracrine signaling, 

regulate influx/efflux, vasodilatation/vasoconstriction by inducing tightening of the endothelium, 

helping to maintain a BBB-like phenotype[17]. Further investigation is needed to ascertain the 

relative importance of different biological pathways and factors improving BBB integrity, by 

quantifying cytokines and chemokines secretions. 

As key features in assessing the value of BBB microvascular models for drug transport studies, 

vascular perfusability and permeability were measured using fluorescent probes. Consistent with 

the progressive increasing in the model’s complexity, corresponding increase in the tightness of 

junctional proteins, the µVN, showed decreased permeability. The microphysiological BBB model 

showed a low value of 8.9 x 10-8 cm/s and 2.2 x 10-7 cm/s for 40 kDa and 10 kDa FTIC-dextran, 

respectively, confirming barrier selectivity, comparable to those measured in vivo in rat cerebral 

microcirculation (3.1 ± 1.3 x 10 -7 cm/s and 1.32 ± 10 -7 cm/s for 40 and 10 kDa FITC-

dextran)[230]. As a side note, the inclusion of an iPSC-EC monolayer, as patterned channel 

technique in the adjacent fluidic channels, improved vascular perfusability and also reduced the 

diffusion artifacts associated with tracer leakage across the sidewalls of the gel region.  

It is important to note that the present model lacked neurons and microglia, and this might have 

further effects on barrier functionality. It is known that co-culture of iPSC-ECs with iPS derived 

neurons causes upregulation of BBB specific transporters and the differentiation of brain-specific 

ECs. This 3D self-organized BBB system has several advantages compared to the in vitro 2D 

membrane-based monolayer, including its more physiologically-relevant morphology. Certainly, 

beside model characterization, in this study a new method was proposed to characterize polymer 

NP transport across the microphysiological BBB model in comparison with the traditional models. 

Although the conventional transwell model could recapitulate the theoretical effects of Tf-

functionalization on NP permeability, at least 3 h were needed to exhibit significantly permeability 

variations of Tf-functionalized PS-NPs over non-functionalized NPs. In agreement with previous 

reports, such findings suggest that 2D transwell assays may not facilitate direct comparisons 
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between NPs made from different materials, also suggesting that alternative platforms should be 

developed to reduce the time required to assess NP delivery efficacy. 

In contrast, the 3D microphysiological BBB model allowed comparisons of vascular permeability 

coefficients between NPs prepared using different materials, or with Tf surface functionalization, 

in a shorter time frame (5 min). On the other hand, transcytosis possibly plays a more important 

role compared to paracellular transport in the microphysiological model. Conversely, in the 2D 

transwell set-up, transcytosis effects were possibly inferior and paracellular transport prevailed. In 

addition, transcytosis mechanisms may possibly differ between in vitro 2D monolayers and 3D 

environment. In the microphysiological BBB model, permeability values of non-functionalized PS 

NPs measured did not change as a function of NP size in the 100–400 nm range, and non-

functionalized PU and PS NPs showed similar permeability values. Interestingly, the Tf-

functionalization increased permeability values especially for PU-Tf NPs. Such results are 

particularly relevant for the future translation of PU NPs to the clinic, considering their 

demonstrated efficient delivery of drugs to tumors in murine models[223]. 

Beside toxicology and safety, the transport across the BBB represents an important evidence of 

NP delivery capabilities. For this reason, the development of a reliable method to quantify NP 

transport behavior provides an invaluable tool to assess efficacy of NP therapeutic and quantify 

the effect of surface-functionalizing NPs on their permeability across the BBB. 

The methodology presented here represents an opportunity for the design of effective NPs that are 

able to target damaged areas of the brain. In this scenario, it also contributes toward a better 

understanding of transport processes and molecular signaling pathways, potentially leading to the 

discovery of new targets and membrane transporters that are highly upregulated in a pathological 

BBB condition and improving the delivery of drugs. 

Also, although a monolayer may be added to the side channel of the microfluidic device to 

minimize diffusion artefacts, leakage from the side channels must be checked before measuring 

permeability values. Therefore, there are multiple experimental factors to consider when 

comparing data from different methodologies. However, the 3D model is reproducible, as long as 

the experimental parameters are maintained across multiple experiments. The present findings 

establish the foundation for future studies to characterization other types of fluorescently-labelled 

carriers or therapeutics. The methodology of permeability measurement presented could also be 

employed in combination with other techniques such as fluorescence resonance energy transfer 
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(FRET) or bimolecular fluorescence complementation (BiFC) to facilitate a more comprehensive 

comparison between different NPs that are conjugated with appropriate tracers. These comparisons 

include, but are not limited to, carriers of a wider size range, synthesized with other materials 

and/or functionalization(s) on their surface, which can also encapsulate cargo. In addition, the 3D 

microphysiological BBB model could be applied not only to evaluate nanocarriers targeting ECs, 

but all the cells of the model (PCs and ACs), exploiting the relevant surface functionalization of 

NPs with specific ligands for cell-specific receptors. Moreover, these studies could be advanced 

with multiplexed cytokine profiling techniques to analyze molecular mechanisms, thus 

contributing toward to the identification of genetic targets and drug discovery. Furthermore, the 

presented BBB model provides a physiologically complex brain microenvironment that can be 

grown using patient-derived cells and also introduced with specific gene mutations, thus guiding 

the design of delivery nanocarriers for CNS precision therapy.  

 

Conclusion 
 

In this chapter, the first 3D microphysiological BBB model produced by vasculogenesis was 

prepared, based on human iPSC-ECs, which self-organize in vascular networks, in contact 

interaction with human brain PCs and ACs, within a single fibrin gel region. This model exhibits 

physiologically relevant anatomical structures and provides an effective and reproducible platform 

compared to traditional models. The model features a perfusable and selective capillary-like 

microvasculature, formed by iPSC-ECs which differentiate into more BBB-like phenotypes, with 

lower microvascular permeability compared to conventional in vitro BBB models, and similar to 

in vivo measurements in rat brain, as measured by transport of fluorescent probes through 

capillaries.  

In addition, this study reports initial findings of the application of the microphysiological BBB 

model, to evaluate the transport and spatiotemporal distribution of different polymer NPs 

(Polyurethane and Polystyrene NPs). The proposed methodology used fluorescently tagged NPs 

and was able to capture the boost in transport of Tf-functionalized NPs in a few minutes. The 

results are highly relevant from the perspective of preclinical nanotherapeutic screening according 

to the 3Rs principle (reduction, refinement, replacement). This model represents a reliable and 
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valuable next-generation system that promotes understanding of neurovascular function, might 

enable preclinical development of effective CNS therapeutics. This system can be adapted for 

high-throughput preclinical screening of innovative therapies targeting specific BBB transporters, 

to perform drug delivery studies and to investigate the transport of microengineered nanocarriers 

able to cross the BBB. The model offers a more physiologically relevant BBB microvasculature, 

which could potentially enable patient-specific assessment of drug-loaded NP delivery to the brain, 

along with an effective and convenient methodology for quantifying the transport and distribution 

properties of NPs and potentially predicting neurotherapeutic transport efficacy across BBB. 
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Supplementary Methods 
1) Quantification of vascular permeability 

Acquire confocal images as a 3D stack. 

1- Open stack on ImageJ 

2- Analyze  Set measurements  Select measurements section and include Area, mean Intensity, 

Perimeters (Alateral, Intensity, Lbranch)  

3- Analyze  Set scale  Set measurements in µm (Make sure ImageJ is set to µm) 

4- Image  Stack  Z-project (image 2D projection) 

5- Image Duplicate (duplicate your file) 

6- Process  Enhance contrast (enhance contrast of duplicated file) 

7- Process  Binary Make binary (Binarize your 2D projection) 

8- Edit  Selection  Create selection (Border between vessel/tissue will be selected in the 

binarized image that equals the perimeter of the vasculature) 

9- Edit  Selection   Add to manager (this action shows selected perimeter Lbranch in first time 

point) 

10- In add manager select and add your selection on image that you wish to analyze. 

11- Analyze  Measure (new tab show parameters such as Area, lateral vessel area (Alateral), and 

branch length (Lbranch) as perimeter and mean intensity of vessels Iv, inside the vasculature) 

12- Edit  Selection  Make inverse (select outside part of the vessel) 

13- Analyze  Measure (consider only the mean intensity of tissue IT, the region outside of the 

vasculature) 

14- Open second time point and create image projection of your z-stack with Image  Stack  Z-

project 

15- Edit  Selection   Add to manager (this action shows the selected perimeter in first time point) 

16- Repeat points #12 and #13 to quantify the mean intensity of tissue (IT) at different time points. 

 

2) Characterization of BBB microvascular parameters 

1- Take confocal images as 3D stack. 

2- Open stack on ImageJ 

3- Analyze Set measurements  Select measurements (Area, Perimeter, Mean Intensity) section 

and include Area, Intensity, Perimeters 

4- Analyze Set scale   Set measurements in µm (Make sure ImageJ is set to µm) 

5- Image Duplicate (duplicate your file) 
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6- Image Adjust  Auto-threshold  

7- Open plugins from Plugins Segmentation   Trainable Weka Segmentation 3D 

8- Segment the stack using plugin 

9- Train your classifier by selecting regions outside the vasculature  

10-  Load your classifier in the trainable Weka Segmentation 3D system and click "create results" 

(this process takes some time) 

- When finished, image will look red and green.  

11-  Adjust it to 8-bit. It will turn dark grey and light grey 

12- Open plugins from Plugins 3D  3D geometrical measure 

13- This will give you vascularized area and volume for two numbers (85 and 155) which correspond 

to the dark grey color (85) and the light grey color (155). Usually vessels are light grey so you 

want the area and volume for the 155 row in the measurement box that imageJ outputs. 

14-  Attention! to see the volume and area in dimensional units and not pixels. If you are using proper 

micrometer units for your initial stack (x,y,z), it will give you the correct number. 

 
3) Compute cell boundary length and vascular area  

1- Acquire confocal images as 3D stack. 

2- Open stack in ImageJ 

3- Analyze Set measurements  Select measurements (Perimeter) section and include Area, 

Intensity, Perimeters 

4- Analyze Set scale   Set measurements in µm (make sure ImageJ is set to µm) 

5- Process  Enhance contrast  

6- Edit  Selection  Select a rectangular selection that contains few cells. 

7- Process  Binary Make binary (Binarize your 2D projection) 

8- Edit  Selection  Create selection (Border between vessel/tissue will be selected in the 

binarized image that is the perimeter of the vasculature) 

9- Edit  Selection   Add to manager (this action shows selected perimeter (P) in first time point) 

10- Analyze  Measure you can define Perimeter as the cell boundary length  

Attention! in some regions it might be necessary to draw manually by freehand line selection and then 

quantify. To compute vascular Area, follow instructions #1-11 and quantify the Area. 

 

Supplementary are reproduced with permission from [221]. Biomaterials. Copyright 2018, 

Elsevier. 
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Chapter 5 – Modelling cGAS-STING driven innate 
immunity and T-cell infiltration/exclusion in the non-
small cell lung tumor microenvironment 
 
Abstract 
 
Lung cancer is one of the leading causes of cancer-related deaths worldwide with an estimated 1.6 

million deaths each year. Even though important advances in treatments have been achieved, 

survival rates remain low. Treatments that activate the immune system to recognize and reject 

tumors have shown promises but fail to benefit the majority of patients. The field suffers from a 

lack of preclinical models to predict molecular mechanisms of drug resistance. Insights into the 

multi-cellular interactions in the tumor microenvironment will identify novel therapeutic strategies 

to help patients whose tumors are refractory or resistant to current immunotherapies. 

In this chapter 5, fundamentals of lung cancer biology and mechanisms of tumor progression and 

driver oncogene mutations are introduced, focusing on KRAS/LKB1 mutant non-small cell lung 

cancer. Activation of innate immune signaling via the cGAS-STING pathway is described, which 

shows early promise in combination with cancer immunotherapies such as inhibition the of PD-

1/PD-L1 immune checkpoint. Next, the cellular and non-cellular components of the lung and its 

tumor microenvironment are described. Finally, we discuss designs for in vitro preclinical models 

including utilizing transwells and cellular organoids, before proposing microphysiological cancer 

models using microfluidic devices. Potential opportunities, current challenges and future 

perspectives on modelling lung cancer through in vitro and ex vivo models are discussed.  
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Graphical abstract 6: cGAS-STING driven innate immunity in the non-small cell lung tumor 
microenvironment comprising tumor cells, fibroblasts, ECM, microvasculature and immune 
cells.  

Schematic created with biorender.com   
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Introduction 
 
Lung cancer biology  

Lung cancer is one of the most frequently diagnosed cancers and is the leading cause of cancer- 

related mortality worldwide[1]. Lung cancers are highly heterogenous, invasive, and rapidly 

metastasize to several tissues, most commonly the brain, bone and liver[2]. Lung carcinomas are 

histologically divided into non–small cell lung cancer (NSCLC), which includes adenocarcinoma, 

squamous cell carcinoma and large-cell carcinoma subtypes, representing approximately 85% of 

all case of lung cancer patients[1][3], and small cell lung cancer (SCLC), accounting for the 

remaining 15% [4][5][6][7]. Lung cancer is a molecularly heterogeneous disease and 

understanding its biology, in particular its genomic alterations including driver mutations in proto-

oncogenes and loss of tumor-suppressor genes has proven crucial for the development of new 

effective treatments [8][3]. Effective treatment must also address intra-tumoral genomic 

heterogeneity (recurrently mutated oncogenic pathways), tumor evolution during metastasis, and 

the development of resistance to molecularly targeted therapies [9], [10]. 

Comprehensive studies have profiled the genomic landscape of lung cancers[11][12]. The 

identification of driver oncogene mutations was pivotal in stratifying mechanisms of lung 

carcinoma-genesis and potential therapeutic targets. Acquired genetic mutations in kinases result 

in constitutive signaling and, in susceptible cells, this leads to oncogenic transformation. 

Oncogenes implicated in NSCLC include activating mutations in the epidermal growth factor 

receptor (EGFR) gene[13], and translocations of the anaplastic lymphoma kinase (ALK) 

gene[14][15]. EGFR and ALK driver abnormalities occur primarily in adenocarcinomas (10–

60%). Less common abnormalities have also been established as targets, including translocations 

of RET, ROS1 and receptor tyrosine kinases, mutations in BRAF, MET (encoding the hepatocyte 

growth factor (HGF) receptor) and HER2 [1], and amplifications of MET and fibroblast growth 

factor receptor 1 (FGFR1). The tumor suppressor genes, TP53 and RB1, are universally lost in all 

SCLCs and the former is frequently altered in NSCLCs. Activating mutations in the KRAS 

oncogene are common in lung adenocarcinomas, uncommon in squamous tumors and absent in 

SCLCs[15],[16]; also, recurring inactivating mutations in the tumor suppressor serine/threonine 

kinase 11 (STK11; also known as LKB1) are very common, although the therapeutic implications 

of mutations in this gene are unclear [12][11]. Dozens of other mutations have been identified in  
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Figure 3.1: The biology of lung cancer. 
a) and b) lung cancer classification in small cell and non-small cell lung cancer classification and 
frequency among all lung cancers. a) Schematic created with biorender.com  b) Reproduced with 
permission from[1]. 
 

genetic analyses, and include mutations in the AKT pathway, MAPK (MEK) pathway, cyclins and 

many others, and studies are underway to determine how to take therapeutic advantage of such 

mutations[18], [19]. In contrast with NSCLC, beside RB1 and TP53, SCLC is not associated with 

predominant somatic mutations in oncogenes[7][20]. SCLC have a relatively high tumor 
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mutational burden[21], with recurrent aberrations among the MYC family of genes (MYC, MYCL 

and MYCN) as proto-oncogene drivers[22], [23]. 

Although mutations in the tumor suppressor genes TP53 and RB1, as well as the KRAS oncogene 

frequently occur in several lung cancer subtypes, they are not yet therapeutically targetable, 

however studies are underway to determine how to take therapeutic advantage of such 

mutations[24]. 
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Figure 3.2: The biology of lung cancer. 
 a) lung cancer mutation distribution in Europe/US and Asia b) Oncogenic pathways in lung 
adenocarcinoma and downstream signaling. Reproduced with permission from a)[25] and b) [3]. 
 
KRAS/LKB1 mutant Non-Small Cell Lung Cancer  

Kirsten Rat Sarcoma virus (KRAS)- mutant is a proto-oncogene that was discovered by Werner H. 

Kirsten, a German-American cancer researcher[16], [18]. The RAS family of oncogenes was one 

of the first to be identified as mutated in human cancer. Somatic KRAS mutations are found at a 

high frequency in colorectal, pancreatic and lung cancers. In lung cancer, oncogenic KRAS and 

EGFR mutations are generally mutually exclusive. KRAS converts GTP into GDP, acting as on/off 

switch for signaling downstream of various growth factors, and also upregulates the glucose 

transporter GLUT1[13],[17][18]. Oncogenic mutations in KRAS are observed in approximately 

30% of lung adenocarcinoma, are strongly associated with smoking[16], [18], and confer poor 

prognosis and high risk of tumor recurrence.  Among all the KRAS mutations[26], the 

development of therapies targeting one of the most common mutation, the KRAS-G12C, has 

advanced rapidly and several agents have shown promising results in clinical trials[27], [28]. In 

addition, about half of NSCLCs with activating KRAS lesions also have deletions or inactivating 

mutations in the serine/threonine kinase 11 (STK11), also known as liver kinase B1 (LKB1) gene. 

LKB1 is a tumor suppressor kinase, and the loss of LKB1 in a KRAS-mutant background 

contributes to poor response to treatment, with an aggressive phenotype distinct from that of KRAS 

mutations alone[29]–[31]. Two distinct KRAS co-mutation patterns have been described: 

STK11/LKB1(KL) or TP53 (KP). KRAS mutant non-small cell lung cancers with concurrent 

inactivation of the STK11/LKB1 tumor suppressor (KL) have been one of the clearest genotypic 

categories associated with anti-PD-L1 treatment resistance and exhibit T cell exclusion. Patients 

with KL NSCLC show significantly shorter progression free and overall survival compared to 

patients with intact LKB1 after PD-1 blockade Indeed, as is recently demonstrated, mutations in 

STK11 (LKB1) are a major cause of primary resistance to immunotherapy in NSCLC [32].  

 

Innate immunity and cGAS-STING pathway 

The Stimulator of Interferon Genes (STING), an ER-resident protein encoded by TMEM173, is a 

central mediator of innate immunity via the recognition of nucleic acids from microbial agents and 

is an essential mechanism by which the immune system initiates host defense against 
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infections[33]. Cyclic GMP-AMP (cGAMP) synthase (cGAS) is a cytosolic DNA sensor that 

recognizes double-stranded DNA in the cytosol and binds it to produce 2’3’-cGAMP, a cyclic 

dinucleotide and soluble second messenger which binds to STING protein in the endoplasmic 

reticulum (ER) causing its cascade activation, which triggers TBK1 activation via phosphorylation 

(pTBK1) and its downstream substrate, the transcription factor IRF3[34]–[37], that controls the 

transcription of numerous genes, including type I interferons (IFNs) and pro-inflammatory 

cytokines, such as CXCL10, The cGAS-STING pathway plays an important role in tumor cells, 

antigen presenting cells, and potentially other cell types [38], establishing a link between the innate 

and adaptive immune responses[39], [40]. 

Furthermore, it is important to note that the STING sensor is present in virtually all types of cells, 

including cancer cells. As cancer cells are known to bypass cellular checkpoints to proliferate, they 

accumulate cytosolic DNA. Literature has shown that this accumulation of cytosolic DNA in 

cancer cells is capable of producing a STING-driven immune response as important mediator of 

the innate immune response in cancer. Indeed, the cGAS–STING pathway not only mediates 

protective immune defense against infection by a large variety of DNA-containing pathogens but 

also detects tumor-derived DNA and is capable of generating intrinsic antitumor 

immunity[41][42]. STING signaling is important in immunotherapy because of its ability to 

activate the immune cells recruitment[40]. Indeed, is has been demonstrated that multiple tumors 

silence STING to evade the immune response. On the other hand, STING agonists show promise 

in immunotherapy, where both the initiation of the adaptive immune response and T cell 

recruitment are critical for a robust response to immunotherapy. It is also known that mutations in 

STK11 (LKB1) are a major cause of primary resistance to immunotherapy in NSCLC[43]. The 

mechanism of this immune-resistant phenotype was dissected, demonstrating that LKB1 loss leads 

directly to suppression of stimulator of interferon genes (STING) and insensitivity to cytoplasmic 

double-strand DNA detection, and downstream anti-tumor immunity. Indeed, it has been shown 

that the expression of STING via IHC correlates with T-cell infiltration in patient tumor biopsies: 

LKB1-intact STING-high tumors are associated with higher T cell infiltration. When LKB1 is lost, 

STING-low tumors are associated with lower T cell infiltration[32][44].Therapies that reactivate 

LKB1 or the STING pathway may boost anticancer immune response in cancers with resistance 

to immune-checkpoint blockade.  Facilitating immune recognition of tumor cells in the tumor 

microenvironment (TME) requires that key effector T cells and other immune cell types adhere 
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and extravasate from the vasculature and migrate through the extracellular matrix (ECM) to 

recognize tumor antigens [45], [46]. Indeed, resistance to PD-1 immune checkpoint blockade 

(ICB) in a number of different tumor contexts has been linked to an “immune cell excluded” 

phenotype [47]. For example, KRAS mutant non-small cell lung cancers that inactivate the 

STK11/LKB1 tumor suppressor are strongly resistant to anti-PD-(L)1 therapy and exhibit T cell 

exclusion[44] [32]. Accordingly, many pharmaceutical companies are now developing STING 

agonists, and some of them are in clinical trials to treat lung carcinomas in combination with 

immunotherapies. 

 
Figure 3.3: The cGAS-STING pathway. 
 a) The accumulation of cytosolic DNA is recognized by the endogenous enzyme cGAS, which 
binds the DNA and converts it into the canonical ligand for STING, a cyclic dinucleotide known 
as 2’,3’-cGAMP. cGAMP then binds STING in the ER, which triggers (TBK1-IRF3)-dependent 
signaling process leading to the production of pro-inflammatory cytokines. Reproduced with 
permission from[48].  
  

Lung Tumor microenvironment  

The lung is a complex organ composed of many types of epithelial cells, immune cells, and stromal 

cells. It can be divided into the conducting zone (nasal passage, trachea, main bronchi) and the 

respiratory zone, which participate in gas exchange, namely, intra-pulmonary bronchi and 
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bronchioles. The respiratory zone consists of respiratory bronchioles, alveolar ducts and alveolar 

sacs, and is the site of gas exchange between the air within the lung and the blood within pulmonary 

capillaries. The human airway, from the nasal passage to the alveolar sacs, is covered with a 

continuous epithelial sheet that differs in morphology and cellular composition between the 

conducting and respiratory zones. The major cell types of the large airway epithelium are goblet 

cells that secrete mucus, ciliated cells that promote mucus motility. Alveolar epithelium contains 

type I and II alveolar epithelial cells (AECs).  

In this microenvironment, lung cancers typically start in the cells lining the airways of the 

bronchus, bronchioles or alveoli[49]. Lung cancers comprise more than cancer cells alone; they 

are complex ‘ecosystems’ comprising many different cell types and noncellular factors[50]. The 

tumor microenvironment (TME) usually contains stromal cells such as cancer associated 

fibroblasts (CAF) and endothelial cells, immune cells such as myeloid cells and infiltrating T-

lymphocytes[51]. Interplay between tumor cells and non-malignant cells plays a crucial role in 

shaping anti-tumor immune responses [51][52]. Vascular, and stromal components support tumor 

growth [52][50]. The tumor vasculature is highly abnormal and dysfunctional, consequently 

immune cells have impaired trafficking ability into tumors. The stroma, including specialized 

connective tissue cells such as pericytes and fibroblasts, has multiple functions that produce and 

shape the extracellular matrix (ECM) in which they reside, as well as generating cytokines. 

Stromal cells have been demonstrated to have crucial roles in tumorigenesis, cancer progression, 

metastasis, and therapy resistance[53]. Indeed, angiogenesis, the formation of new blood vessels 

from preexisting vasculature, is a hallmark of cancer [8] [54].  

Another essential constituent of the TME is the ECM, formed by collagens, proteoglycans and 

glycosaminoglycans. It mediates the interactions between cellular components[55], provides 

structure and support for cells and contributes to paracrine signaling[56].  

The density of the lung ECM has been correlated with less immunoinfiltration into the tumor in 

NSCLC, functioning as immune cell barrier[57].  

Over the past few decades, the importance of the TME in determining disease progression and 

treatment outcomes has become increasingly evident[58]. It has become possible to identify 

different subclasses of the immune microenvironment that influence tumor initiation and response 

to therapy [51][59]. It remains to be understood how tumor-produced cytokines and chemokines, 

tumor oncogenes and mutation landscapes determine the composition of the TME[51]. In 
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progressing lung cancers, the tumor and TME are not static, but dynamic reciprocal interactions 

occur between tumor and TME, which evolve and mutate as the tumor grows, thus allowing for 

modulation of both tumor cell- intrinsic and -extrinsic processes[56]. 

 
Figure 3.4: The lung microenvironment. 
a) A schematic representation of the normal lung showing anatomic regions encompassing the 
proximal and distal airways. The proximal airways are composed of ciliated cells, secretory club 
cells, undifferentiated basal cells, and neuroendocrine cells; the distal airways are composed of 
alveolar type I and type II cells. Other cell types in the lung microenvironment include smooth 
muscle cells, fibroblasts, endothelial cells and immune cells, including resident alveolar 
macrophages and dendritic cells. Reproduced with permission from [56]. 
 

In vitro Preclinical models of lung cancer  

Traditional two-dimensional (2D) cell culture models using cell lines derived from patients have 

had a profound impact on both basic and clinical research[60]. However, the inherent differences 

when compared with in vivo and clinical observations pose an impediment to answering research 

questions. Recent progress in microengineering and isolation of lung epithelial progenitor and 

stromal cells, as well as defining stem cell niche factors that are important for lung development, 

has led to the establishment of in vitro three-dimensional (3D) culture systems. Several specialized 

models, aimed to recapitulate the morphological and functional complexity of the human lung, 
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have been developed. 3D lung models fall broadly into three categories: Transwell systems, 

organoids[61] and microphysiological systems or so-called “Organs on a Chip”[62]. 

Transwell techniques were initially developed to recapitulate lung airways with air liquid-interface 

(ALI) culture. Stem and progenitor cells differentiate into a stratified bronchial epithelium 

containing ciliated, goblet and basal cells, which show mucus secretion, barrier properties, as well 

as remodeling and restoration properties similar to the native airway epithelium[63]–[65]. Cells 

are grown in submerged cultures on permeable inserts until they become fully confluent. Medium 

is removed from the apical surface, which allow full differentiation, with slow but constant 

turnover. Combination of exposure to air and specialized cell culture medium triggers 

differentiation of the monolayer culture to a pseudo-stratified epithelium that resembles the native 

human airway. This model has been utilized for many applications ranging from inhalation 

toxicology in the airway interface, to drug-screening, to basic research.  

Lung organoids are formed by epithelial stem and progenitor cells cultured in ECM-like (Matrigel) 

structures with a mixture of growth factors. The organoids then self-organize into complex 

spheroidal structures retaining clusters of multi-lineage epithelial cells. Individual cells are able to 

grow into clonal spheres called bronchospheres, bronchioalveolar spheres or alveolospheres, 

depending on the origin of the starting cells. Several groups demonstrated that lung organoids can 

be generated from human pluripotent stem cells following a stepwise-directed 

differentiation[66][67]. Recently, NSCLC organoids[68] and patient-derived organoids from 

human lung cancer biopsies have been established, enabling the analysis of resistance mechanisms 

for targeted therapies in individual patients[69][70]. Using a similar concept design, ex vivo culture 

called murine and patient-derived organotypic tumor spheroids (MDOTS/PDOTS) have been 

established. Samples are isolated from mouse and human tumors retain autologous lymphoid and 

myeloid cell populations and are cultured in 3D microfluidic culture systems.  

Lastly, Lung‑on‑chip microdevices that reconstitute the mechanically active alveolar–capillary 

barrier in the human lung have been developed [71]. This model is created in a compartmentalized 

3D microfluidic system (two PDMS layers separated by a 10 µm-thick PDMS membrane) in which 

human alveolar epithelial cells are cultured in close apposition with human pulmonary 

microvascular endothelial cells on a thin porous elastomeric membrane to form a barrier tissue that 

resembles the in vivo alveolar–capillary interface[72]. This microfluidic cell culture system is 

integrated with a biologically inspired mechanical actuation system that uses computer-controlled 
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negative pressure to cyclically stretch the alveolar–capillary barrier to mimic physiological 

breathing motions. The same system was further engineered to recapitulate a NSCLC model of 

microenvironment-specific cancer growth, tumor dormancy, and response to tyrosine kinase 

inhibitors (TKIs) [73]. A similar approach utilizes a physiological microfluidic device containing 

capillary-size vessels and tumor spheroids for studying tumor vascular interactions[74].  

Discussion 
Here, lung biology and its tumor microenvironment were described including recent cancer 

immunology principles involving the cGAS-STING pathway. Over the past few decades, to 

experimentally model lung cancer biology in a preclinical setting, many 2D and 3D in vitro 

platforms were developed. Traditional models, such as 2D culture transwell systems, when 

compared with in vivo and clinical observations, are too simple to answer complex research 

questions. The advantages of these models over in vivo animal studies include the use of human 

tissue and a relatively low cost of maintenance and ease of handling. The downside is the inability 

to improve the mimicry of the physiological human structure compared to 2D culture systems, 

which may finally influence experimental outcomes. On the other hand, organoid culture has the 

advantages of propagation ability, amenability for high throughput screening, and feasibility of 

establishing a long-term culture that mimics cellular interactions in the tissue microenvironment 

using a more physiologically-relevant culture system. The ability to rapidly generate organoids 

from individual patients also enables testing of chemotherapies for personalized medicine 

development and targeted therapies. Similarly, ex vivo systems using microfluidic technology, 

incorporate patient-derived samples, become features of the tumor microenvironment and model 

the dynamic response to immune checkpoint blockade may facilitate efforts in precision immuno-

oncology and the development of effective combination therapies. Unlike organoids, 

MDOTS/PDOTS retain the immune components and do not require several days of manipulation. 

Both ex vivo systems (MDOTS/PDOTS) and organoids still lack perfusable vasculature. 

Organoids instead, are unable to maintain an immune cell compartment, which complicates 

studying immunological signaling, such as the cGAS-STING pathway and its application in the 

context of cancer immunotherapies. These drawbacks make lung-on-a-chip culture and 

microphysiological systems or combination with PDOTS excellent platforms for a wide range of 
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applications including studying the interaction of tumor cells with the vasculature, and potentially 

all the components of the tumor microenvironment in both basic and translational contexts.  

 

Conclusion 

In this chapter, the fundamentals of lung cancer biology including driver oncogene mutations and 

mechanisms of tumor progression were introduced, focusing on KRAS/LKB1 mutant non-small 

cell lung cancer. Then, activation of innate immunity signaling via the cGAS-STING pathway was 

described, which has achieved potential relevance as a combination treatment with cancer 

immunotherapies. Subsequently, the cellular and non-cellular components of the lung tumor 

microenvironment were outlined. Tumor-produced cytokines and chemokines, cell elements, 

tumor oncogenes and mutation landscapes determine the composition of the TME. Studying the 

dynamic reciprocal interactions between tumor and TME, which evolves and mutate as the tumor 

grows, allows better prediction of clinical outcomes. Finally, different designs of in vitro 

preclinical models were outlined, including Transwell, organoids and emerging 

microphysiological cancer models using microfluidic devices. These advanced cultures allow 

investigation of the TME, including lung stem cells or patient-derived specimens residing in 

distinct regions of lung, while also monitoring their behavior in different micro-environments.  

Although 3D culture systems are still in their infancy, facing many challenges, their great potential 

supports their use in biomedical applications modelling many diseases, including cancer, and 

allows scientists and clinicians to begin to predict treatment efficacy. Recent progress in 

microengineering and isolation of cells are valid for all models. Generation of lung models from 

biopsies provides a powerful resource for a wide range of translational and medical approaches, 

such as drug toxicity and efficacy studies. Remaining challenges for the current lung preclinical 

models include culture conditions to better maintain genetic stability and physiological function 

over the long-term, and development of high-throughput screening platforms. Addressing these 

technical difficulties by combining technologies will rapidly advance their reliability and 

preclinical significance. 
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Chapter 6 – A microphysiological vascular-tumor model 
uncovers Tumor-derived cGAMP export to promote 
cGAS-STING driven microvascular inflammation in the 
tumor microenvironment 
 

Abstract  
The recruitment of immune cells following innate immune activation through the cGAS/STING 

pathway is critical for anti-tumor immunity in the tumor microenvironment (TME), and this axis 

has gained great relevance in the context of caner immunotherapy. Notably, certain tumor types 

that silence STING and are resistant to PD-1 blockade, such as KRAS-LKB1 (KL) mutant non-

small lung cancer, exhibit T cell exclusion that is partially related to impaired production of 

chemokines essential for T cell recruitment. T cells and other immune cells must also actively 

adhere and extravasate from the microvessels to enter in close contact with tumor cells. Since the 

tumor vasculature is crucial for immune cell infiltration in tumors, novel 3-D microphysiological 

systems using a microfluidic device which incorporates vascularized KL mutant tumor spheroids 

was developed to study tumor-vascular interactions.  

This more physiologic in vitro model revealed particularly strong cooperative production of 

STING-dependent cytokines, such as CXCL10, in the co-culture system of cancer cells and 

vasculature, independent of cancer cell-intrinsic STING status, suggesting that tumor-vascular 

interaction promotes paracrine signaling which triggers STING activation in the vasculature. 

Indeed, extracellular export of 2’3’ cGAMP by cancer cells was found to activate endothelial cells, 

which co-operate with type 1 interferon to increase vascular permeability and upregulate specific 

adhesion molecules such as E selectin, VCAM-1, and ICAM-1 that promote Jurkat T cell adhesion 

to the endothelium. Thus, developing these more complex 3D microphysiological models that 

incorporate the vasculature to study tumor-vascular interactions may elucidate important aspects 

of STING biology and may ultimately aid further development of effective immunotherapies 

targeting this signaling axis.  
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Graphical abstract 7: Preclinical models or KRAS/LKB1 tumor spheroids and microvasculature 
to model the tumor microenvironment. 

 
 Schematic created with biorender.com 
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Introduction  

The recruitment of T cells following intratumoral administration of Stimulation of Interferon 

Genes (STING) agonists in the tumor microenvironment (TME) is a critical event in the STING-

driven antitumor immune response, a pathway with great relevance in the context of cancer 

immunotherapy. Immune recognition of tumor cells requires migration and trans-endothelial 

extravasation of effector T cells to recognize tumor antigen. However, resistance to PD-1 immune 

checkpoint blockade (ICB) has been linked to immune exclusion in many tumors [45][46][47]. 

Consistent with this, immunohistochemical staining of patient samples showed poor infiltration of 

T cells into LKB1 negative (lost) versus LKB1 intact cancer epithelium, and instead, retention of 

T-cells in the stroma. To investigate the role of KRAS-LKB1 co-mutations and the tumor 

vasculature in influencing immune cell recruitment in a STING-dependent manner, a 3D 

microphysiological model using a microfluidic device was established to support 3-dimensional 

culture of perfusable microvascular networks (MVNs), comprised of human umbilical vein 

endothelial cells (HUVECs) and human lung fibroblasts (hLFBs), which self-organize into vessels 

after 7 days of co-culture. This microsystem facilitated investigation of interactions between 

vasculature and tumor spheroids derived from a KRAS/LKB1 mutated (KL) cell line with LKB1 

reconstitution +/- STING deletion. The same microfluidic devices also enable 3-D culture of 

cancer cells in an ECM-like gel (collagen and fibrin) using tumor cell aggregates previously 

formed in in ultra-low attachment plate for 24 hours (spheroids). Therefore, this microfluidic 

system enables more detailed study of the biological interactions between KRAS mutant cancer 

cells and three-dimensional tumor microvasculature. Thus, a microengineered model that could 

support culture and formation of vascularized cancer spheroids was designed, with the specific 

goal of studying changes in cGAS-STING mediated immune signaling that may occur in this more 

physiologically relevant milieu. 
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Materials and methods 
 
Materials and reagents 

H1355 (obtained from the Broad Institute), RPMI-1640 (Thermo Fisher Scientific, Cat.# 11875-

119), FBS, 1X penicillin–streptomycin, plasmocin prophylactic (InvivoGen, Cat.# ant-mpp),  

HUVECs (Lonza, C2519AS), (VascuLife® VEGF Endothelial Medium Complete Kit, #LL-

0003), NHLF- human Lung Fibroblasts (Lonza, CC-2512), (FibroLife® S2 Fibroblast Medium 

Complete Kit, # LL-0011),  

 

Cell culture 

Cells were maintained in culture following manufacturer protocols. Briefly, H1355 were cultured 

in RPMI-1640 (Thermo Fisher Scientific, Cat.# 11875-119) supplemented with 10% FBS, 1X 

penicillin–streptomycin, and 2.5 μg/mL plasmocin prophylactic (InvivoGen, Cat.# ant-mpp). 

Human umbilical vein endothelial cells, HUVECs were cultured in vascular medium (VascuLife® 

VEGF Endothelial Medium Complete Kit, #LL-0003). NHLF- human Lung Fibroblasts (Lonza, 

CC-2512) were cultured in fibroblast growth supportive medium (FibroLife® S2 Fibroblast 

Medium Complete Kit, # LL-0011). Culture medium was refreshed every 2 days, and all 

experiments were performed before reaching 10 passages.  

 

Immunohistochemical (IHC) Staining and analysis 

Brain tumor and brain metastasis tissue microarrays (GL2082, GL861) were purchased from US 

Biomax, Inc and IHC was performed on the Leica Bond III automated staining platform. The 

antibody for phospho-TBK1 (Cell Signaling Technology #5483, clone D52C2) was run at 1:50 

dilution using the Leica Biosystems Refine Detection Kit with EDTA antigen retrieval. The 

antibody for STING (Cell Signaling Technology #13647, clone D2P2F) was run at 1:50 dilution 

using the Leica Biosystems Refine Detection Kit with citrate antigen retrieval. Staining was 

visually scored in a binary manner (presence/absence) in endothelial cells identified using the 

hematoxylin counterstain marking a circumferential layer of nuclei surrounding red blood cell 
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fragments. These results were confirmed by a board-certified anatomic pathologist (NRM), who 

also quantified infiltrating lymphocytes by morphology on hematoxylin-counterstained 

per high power field (HPF = 40x objective), averaged across confidently identified endothelial 

lumens in 1–4 HPF per specimen. Average tumor infiltrating lymphocytes per HPF was compared 

for pTBK1+ and pTBK1- blood vessels in each tumor specimen. 

 

Genetic engineering and CRISPR/Cas9 systems  

Target sequences for CRISPR interference were designed using the single-guide RNA (sgRNA) 

designer (https://portals.broadinstitute.org/gpp/public/analysis-tools/sgrna-design). A 

nontargeting sgRNA from the Gecko library v2 was used as a scramble sgRNA. sgRNA target 

sequences are listed in Table 6. HEK293T cells (3 × 106) were plated onto a 60-mm dish and 

transected using X-tremeGENE HP DNA Transfection Reagent (Roche, Cat.# 06366236001) with 

1 μg of lentivirus-based expression vectors together with 1 μg of pCMV-dR8.91 and 1 μg of 

pCMV-VSV-G. After 48-hour incubation, the media containing lentivirus particles were collected, 

passed through a 0.45 μm filter, and concentrated using Lenti-X Concentrator (Clontech, Cat.# 

631231). For selection of virally infected cells, 1 μg/mL of puromycin (pCRISPR-v2 sgRNAs) or 

6 μg/mL of blasticidin (plx304-NanoLuc or plx304-hLKB1) was used 24 hours after infection. 

 

RT-PCR 

Total cellular RNA was extracted from 2D culture using the RNeasy Mini Kit (Qiagen, Cat.# 

74106) according to manufacturer’s instructions. RNA samples (1 μg) were reverse-transcribed 

using Super- Script III First-Strand Synthesis SuperMix (Thermo Fisher Scientific, Cat.# 

1683483). Quantitative real-time PCR was performed using Power SYBR Green PCR Master Mix 

(Thermo Fisher Scientific, Cat.# 4367659), and the Applied Biosystems 7300 Fast real-time PCR 

system and software. The relative expression was normalized with the expression of the 

housekeeping gene 36B4.The sequences of the primers used for qRT-PCR are listed in Table 6. 

The profile expression of 84 genes related to endothelial cell biology were performed using the 

RT2 Profiler PCR Array for human endothelial cell biology (Cat. # PAHS-015ZC, Qiagen), reverse 

https://portals.broadinstitute.org/gpp/public/analysis-tools/sgrna-design
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transcribed and quantitative real-time PCR was performed using RT2 First Strand Kit (Cat.# 

330404, Qiagen), QuantiTect Reverse Transcription Kit (Cat.# 205313, Quiagen), RT2 SYBR 

Green ROX qPCR Mastermix (Cat.# 330523, Quiagen) and Applied Biosystems 7300 Fast real-

time PCR system and software. Values represent the average of four technical replicates from at 

least two independent experiments (biological replicates). The profile expression of 84 genes 

related to endothelial cell biology were performed using the RT (2). Profiler PCR Array for human 

endothelial cell biology (Cat. # PAHS-015ZC, Qiagen), reverse transcribed and quantitative 

realtime PCR was performed using RT (2) First Strand Kit (Cat.# 330404, Qiagen), QuantiTect 

Reverse Transcription Kit (Cat.# 205313, Quiagen), RT (2) SYBR Green ROX qPCR Mastermix 

(Cat.# 330523, Quiagen) and Applied Biosystems 7300 Fast realtime PCR system and software. 

Immunoblotting 

Cells were lysed in RIPA buffer containing 1x protease inhibitors (Roche, Cat.# 11-836-145-001) 

and phosphatase inhibitors (50 mmol/L NaF and 100 mmol/L Na3VO4). Target proteins were 

isolated from cell lines and measured by BCA (Pierce Biotechnology). Protein extracts were 

subjected to polyacrylamide gel electrophoresis using the 4%–12% NuPAGE gel system 

(Invitrogen), transferred to PVDF (Millipore) membranes, and immunoblotted using antibodies 

that specifically recognize STING (#13647, Cell Signaling Technology),  cGAS (#15102, Cell 

Signaling Technology), LKB1 (#3047, Cell Signaling Technology), phospho-TBK1 (#5483, Cell 

Signaling Technology), TBK1 (#3013, Cell Signaling Technology), and β-actin (#3700, Cell 

Signaling Technology). Secondary antibodies were from LI-COR Biosciences: IRDye 680LT 

Goat anti-Mouse IgG (#926-68020) and IRDye 800CW Goat anti-Rabbit IgG (#926- 32211). 

LICOR blocking buffer (no. 927-40000) was used to dilute primary and secondary antibodies, with 

the exception of phosho-specific antibodies, which were diluted in HIKARI Signal Enhancer 

Solutions 1 and 2 (Nacalai USA, Inc., no. NU00101). Imaging of blots and quantitation of bands 

were performed using the LI-COR Odyssey system. 

Immunohistochemistry 

Brain tumor and brain metastasis tissue microarrays (GL2082, GL861) were purchased from US 

Biomax, Inc and IHC was performed on the Leica Bond III automated staining platform. The 

antibody for phospho-TBK1 (Cell Signaling Technology #5483, clone D52C2) was run at 1:50 

dilution using the Leica Biosystems Refine Detection Kit with EDTA antigen retrieval. The 
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antibody for STING (Cell Signaling Technology #13647, clone D2P2F) was run at 1:50 dilution 

using the Leica Biosystems Refine Detection Kit with citrate antigen retrieval. Staining was 

visually scored in a binary manner (presence/absence) in endothelial cells identified using the 

hematoxylin counterstain marking a circumferential layer of nuclei surrounding red blood cell 

fragments. These results were confirmed by a board-certified anatomic pathologist, who also 

quantified infiltrating lymphocytes by morphology on hematoxylin-counterstained per high power 

field (HPF = 40X objective), averaged across confidently identified endothelial lumens in 1–4 HPF 

per specimen. Average tumor infiltrating lymphocytes per HPF was compared for pTBK1+ and 

pTBK1- blood vessels in each tumor specimen. 

 

dsDNA Stimulation 

Cells (2 to 5×105) were plated onto a 6-well plate and transfected using X-tremeGENE HP DNA 

Transfection Reagent (Roche, Cat.# 06366236001) with the indicated amount of poly (dA:dT) 

(Invivo- Gen, Cat.# tlrl-patn). Cells utilized for 3D culture in microfluidic devices were transfected 

for 24h, then transferred into ultra-low attachment dish to form spheroids as described below. 

 

3D microfluidic device  

Microphysiological systems were developed using a commercial microfluidic chip ‘3-D cell 

culture chip’ (DAX-1, AIM Biotech). Briefly, the single layer slide format (75 mm × 25 mm) 

device or ‘chip’ contains 3 microfluidic chambers, each chamber has a central gel channel (width 

1.3 mm) flanked by two media channels (width 0.5 mm), and 4 reservoirs. The height of the 

microfluidic chambers is 0.25 mm. Microfluidic device design and fabrication using cyclic olefin 

polymer (COP) was conducted at AIM biotech. The height of the microfluidic chambers is 0.25 

mm. Media channels were designed including larger reservoirs to prevent over-aspiration (Fig. 3a-

c). 

. 
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Figure 3.5: Design of microfluidic devices. 
 a), The 3D cell culture chip (AIM Biotech) is shown with three independent microfluidic chambers 
(referred to as “device”) per chip, Each device contains a center gel region with posts separating 
the gel region from the anti-parallel side channels. b,c) Custom PDMS-based microfluidic devices 
were designed using Autocad (Autodesk) and are comprised of a central gel channel, two medium 
channels and four reservoirs. Devices were bonded to glass coverslips. Reproduced with 
permission from [76]. 

3D Microphysiological system: Lung cancer - microvasculature model 

Spheroids culture: Cancer cell spheroids were generated by seeding 5×105 cells in 

suspension in an ultra-low attachment dish (Corning, Cat.# 3471) for 24 hours. Samples were 

pelleted and resuspended in collagen hydrogel formed by a type I rat tail collagen (Corning) at a 

concentration of 2.5 mg/mL following the addition of 10× PBS with phenol red with pH adjusted 

using NaOH. pH of 7.0 to 7.5 was confirmed using PANPEHA Whatman paper (Sigma-Aldrich). 

All pelleted spheroids were resuspended in 250 µL of collagen hydrogel. The spheroid-collagen 

suspension was then injected into the central gel region of the 3D microfluidic device. After 



 175 

injection, devices containing spheroid-collagen mixture were incubated for 30 minutes at 37 °C in 

humidity chambers, then hydrated with culture media, and refreshed daily for 7 days. 

Microvascular network culture: Microvascular networks (MVN) were created by 

detaching HUVEC and hLFB cells from cell culture flasks and spun down at 1200 rpm for 5 min, 

and cell pellet was resuspended in cold vascular medium (Vasculife, Lifeline #LL-0003) with 2 

U/ml thrombin from bovine plasma (Millipore Sigma, #T7326). The two cell types were combined 

with cell densities of 12×106/ml endothelial cells and 2×106/ml hLFB. Cell suspensions were 

mixed 1:1 volume ratio with 6 mg/ml fibrinogen (Millipore Sigma, #341573) and gently injected 

into microfluidic devices. After allowing several minutes of fibrin polymerization (15 min) in a 

37° C incubator, warm vascular medium was added to the flanking media channels and refreshed 

each day of culture. MVN self-assembled over several days refreshing media daily for 7 days. 

Spheroids with Microvascular network: To generate the MVN + Spheroids samples, 

MVN were co-cultured with tumor spheroids and protocols were combined, while maintaining the 

same final cellular densities used in each individual protocol. Briefly, cell densities were doubled 

to 24×106/ml endothelial cells and 4×106/ml hLFB, were mixed 1:1 volume ratio with 6 mg/ml 

fibrinogen (Millipore Sigma, #341573), and spheroids were resuspended into 125 µL of collagen 

hydrogel. MVN and spheroids suspensions were finally mixed at 1:1 ratio, and gently injected into 

microfluidic devices. After hydrogel polymerization (15-30 min) in a 37° C incubator, warm 

vascular medium was added to the flanking media channels and refreshed each day of culture. 

MVN self-assembled over several days refreshing media daily for 7 days. 

To maintain consistency for cytokine analysis, all microfluidic devices conditions were cultured 

in vascular medium (Vasculife, Lifeline #LL-0003). MVN alone in microfluidic devices were 

treated with 1 μg/ml 2’3’-cGAMP, or 100 ng/ml IFN-β, or both in combination after 6 days of 

culture, after which conditioned medium was collected or device were imaged with confocal 

microscopy 24 hours later.  

 

3D Migration assay  

Cancer cell spheroids were generated as previously described. Samples were pelleted and then 

resuspended in collagen hydrogel. The spheroids-collagen suspension was then injected into the 

central gel region of the DAX-1 3-D microfluidic cell culture chip (AIM Biotech, Singapore, Cat.# 

DAX-1). After injection, collagen hydrogels containing cells were incubated for 40 minutes at 
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37°C in humidity chambers, then hydrated with RPMI culture media, with or without 2.5 × 104 

CXCR3-overexpressing Jurkat cells and in one of the side media channels. CXCR3-

overexpressing Jurkat cells were labeled with Cell Tracker Red (Thermo Fisher Scientific, Cat.# 

C34552) following the manufacturer’s instructions. After 72 to 96 hours of incubation, cancer cell 

spheroids and infiltrated Jurkat cells were rinsed twice in PBS and fixed in 4% paraformaldehyde 

(Electron Microscopy Sciences, Cat.# 15700) for 15 minutes at room temperature. Cell membranes 

were permeabilized with 0.1% vol/vol Triton X 100 (Sigma-Aldrich, Cat.# X100-500ML) for 5 

minutes at room temperature (RT) and washed twice in PBS. After blocking with 1% BSA (Sigma-

Aldrich, Cat.# A4503-100G) in PBS overnight at 4°C, devices were stained by conjugated Alexa 

Fluor 647 anti-human CD326 (EPCAM) Antibody (BioLegend, Cat.# 324212; 1:100, volume 

ratio) and placed on a shaker at RT for 3 to 4 hours. After PBS washing, devices were imaged 

using a confocal laser scanning microscope (FMV-1000, Olympus). For quantification, images 

were captured on a Nikon Eclipse 80i fluorescence microscope equipped with Z-stack (Prior) and 

CoolSNAP CCD camera (Roper Scientific). Image capture and analysis was performed using NIS-

Elements AR software package. Whole device images were achieved by stitching in multiple 

captures. Quantification of immune cell infiltration into the 3-D tumor microenvironment was 

performed by measuring the total cell area of cell tracker dye in the entire gel region. 

 

3D perfusion and adhesion assay 

To test adhesion of T cells to the vascular endothelium, Jurkat T cells were perfused through 

microvascular networks on day 7 after loading the microfluidic devices.  Jurkat cells (Clone E6, 

ATCC TIB-152) were cultured in RPMI-1640 medium with 10% FBS and 1% penicillin–

streptomycin and dyed with CellTracker Green CMFDA Dye (ThermoFisher Scientific) before 

experiments. Half of the networks were treated with 1 μg/ml of 2’3’-cGAMP in vascular medium 

on day 6, and incubated for 24 hours. On day 7 devices were perfused with fresh medium and then 

incubated with sterile rhodamine Ulex Europaeus Agglutinin I (Vector Laboratories) for 20 

minutes to label the endothelium and washed again with fresh vascular medium before introducing 

Jurkat T cells. The Jurkat cells were pelleted and suspended in vascular medium at 106 cells/ml. 

Each device received 40 μl of the cell suspension in one channel of the microfluidic device, and 

cells were allowed to flow through the vascular networks for 30 minutes before perfusing fresh 

medium to wash away unbound cells.  Jurkat cells that remained bound to the vascular networks 
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were imaged with confocal microscopy (Olympus FV1000) and counted in FIJI. The number of 

cells retained in untreated networks and those treated with 2’3’-cGAMP were compared using a 

2-sided student’s T-test. 

 

Permeability measurements  

The vascular permeability was evaluated as the flux of solute across the wall of vascular network. 

Using mass conservation, the quantity of fluorescent dextran crossing the microvascular network 

equals to the rate at which it accumulates outside the vessels in the 3D tissue gel region. MVN 

alone in microfluidic device were cultured for 7 days and treated with 1 μg/ml 2’3’-cGAMP or 

100 ng/ml IFN-β. Firstly, medium was removed from both media channels of a macro-device. A 

solution of fluorescein isothiocyanate (FITC)-conjugated dextran (Sigma-Aldrich) (70 kDa, 0.1 

mg/ml) was added to each media channel in succession, and the device was transferred to a 

confocal microscope (Olympus FV1000). Three regions of interest (ROI) were chosen randomly 

along the gel channel to ensure non-biased sampling of the microvasculature, and z-stacks 

approximately 50 μm high were acquired immediately after addition of the fluorescent tracer and 

15 minutes later (512 × 512 pixels, 20X magnification). Microvascular permeability was 

quantified by considering the increase in fluorescence intensity of FITC-dextran within the extra-

vascular gel region as previously described in Chapter 4. Briefly, Vascular network permeability, 

P, was quantified by measuring the average fluorescence intensity of the vascular (Iv) and matrix 

(Im) compartments at two different time points t1 and t2 (t2- t1 = Δt): 

 

𝑃𝑃 =
𝑉𝑉_𝑚𝑚

(𝑆𝑆𝑆𝑆 ∆𝐼𝐼)
(∆𝐼𝐼_𝑚𝑚)
∆𝑡𝑡

 

 

ΔI_m = Im,2 – Im,1 is the increase in mean fluorescence intensity, in the matrix of volume Vm 

between time points and ΔI = Iv,1 – Im,1, is the difference in fluorescence intensity, therefore 

solute concentration, between the vasculature (with surface area SA) and matrix at the start of the 

measurement. Reconstruction and segmentation was performed with Imagej (Fiji)[75] using the 

3D Trainable Weka Segmentation plugin for quantification of parameters such as surface area 

(SA) and volume of the vascular network and matrix. The fluorescent intensity values were 

computed using Imagej (Fiji). 
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Immunofluorescence and confocal imaging  

Mature microvascular networks were rinsed with warm PBS twice followed by the addition of 50 

μl of 4% paraformaldehyde (Electron Microscopy Sciences, # 15700) to each media channel and 

left at room temperature. After 10 minutes of fixation, cell membranes were permeabilized with 

0.1% Triton X-100 (Sigma-Aldrich) for 5 min at RT and devices were rinsed twice with PBS, and 

blocking solution (4% bovine serum albumin, 0.5% goat serum) (Sigma-Aldrich) was added.  

Devices were incubated for 1 day at 4° C, washed with PBS, and stained with primary antibodies: 

ICAM-1 (Biolegend, 4453320),VCAM-1 (Abcam, ab134047), CD31 (Abcam, 

ab28364),conjugated Alexa Fluor 647 anti-human CD326 (EPCAM) (BioLegend, 324212), Acti-

stain 555 phalloidin, F-actin (Cytoskeleton, PHDH1-A) and incubated at 4° C for another day.  

Devices were again washed with PBS and secondary antibodies (ThermoFisher, A-11070, A-

11011, A-21052) DAPI (4',6-Diamidino-2-Phenylindole, Dihydrochloride, Invitrogen) or DyLight 

649 labeled Ulex Europaeus Agglutinin I (Vector Laboratories) were added, followed by 

incubation at 4° C protected from light. Finally, samples were washed again with PBS and 3D 

images were acquired with a confocal microscope (Olympus FV1000) at 20X. Z-stacks were 

collapsed with maximum intensity projections for viewing (800 × 800 pixels) using FIJI 22 . 

 

Multiplexed cytokine/chemokine profiling 

Multiplexed assays were performed utilizing the bead-based immunoassay approach Bio-Plex Pro 

Human Cytokine 40-plex Assay (Cat.# 171AK99MR2) on a Bio-Plex 200 system (Bio-Rad 

Laboratories, Cat.# 171000201) and the Human Cytokine/Chemokine Magnetic Bead Panel (Cat.# 

HCYTMAG-60K-PX30) on a Luminex MAGPIX system (Merck Millipore). Conditioned media 

concentration levels (pg/mL) of each protein were derived from 5-parameter curve fitting models. 

Fold changes relative to the corresponding control were calculated and plotted as log2FC. Lower 

and upper limits of quantitation (LLOQ/ULOQ) were imputed from standard curves for cytokines 

above or below detection. The degree of cytokine/chemokine modulation (D) in the MVN C 

Spheroids co-culture samples was calculated from absolute concentration levels (pg/mL) of the 

values from isolated MVN culture were subtracted to the MVN C Spheroids co-culture and results 

normalized to spheroid-only results as represented by the following equation: 
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𝐷𝐷 =  
((𝑀𝑀𝑀𝑀𝑀𝑀 + 𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) −𝑀𝑀𝑀𝑀𝑀𝑀 )

𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
 

Where the resulted degree cytokine/chemokine modulation is simply additive (D = 1) versus supra-

additive (D > 1) or antagonistic (D < 1). 

ELISA 

Human IFN-β (Thermo Fisher Scientific, Cat.# 414101), CXCL10 (R&D systems, Cat.# DIP100), 

and 2’3’-cGAMP (Cayman Chemical, Cat.#501700) were detected with ELISAs according to the 

manufacturer’s instructions. Conditioned media from each cell line were collected after 24-, 48-  

or 168-hours culture. Values from 2-D cell culture represent the average of two replicates from at 

least two independent experiments. Values from 3-D cell culture devices represent the average of 

four replicates from at least three independent experiments (biological replicates). 

Cell Sorting by CD31 

Cells (1 X 106) resuspended in 100 mL PBS containing 3% FBS were stained by APC-conjugated 

anti–CD31 antibody (R&D Systems, Cat.# FAB3567A-025) for 30 min at room temperature, 

washed by PBS containing 3% FBS, and then analyzed by FACSCanto ll (BD Biosciences). 

PE/Cy7-conjugated mouse IgG2b (BioLegend, Cat.# 400325) was used as isotype control 

antibody. Flow sorting for CD31-positive cells was then confirmed with CD31 gene expression by 

RT-PCR. 

 

Statistical analysis 

All data are plotted as mean ± SD. Sample size (n) is equal to 2 biological replicates or otherwise 

stated. Unpaired student’s t-test was used for significance testing between two conditions. One-

way ANOVA with pairwise comparisons by the Tukey post-hoc test was used to determine 

whether three or more data-sets were statistically significant. Statistical tests were performed using 

PRISM7 (GraphPad software) and R. P values less than 0.05 were considered significant, ** P 

<0.01, * 0.01< P <0.05.   
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Results 
3-D spheroids microphysiological system reveals STING-driven cytokine 
/chemokine production after LKB1 reconstitution 

We first explored the potential consequences of STING signaling defects on the tumor immune 

microenvironment. The H1355 cells stably expressing a luciferase control (H1355-LUC) or 

reconstituted with LKB1 (H1355-LKB1) were therefore cultured in ultra-low-attachment dishes 

for 24 hours to allow self-aggregation into 3-D spheroids. Spheroids were cultured in a 

microfluidic device within a collagen/fibrin hydrogel (Figs. 3.6 a, b). Consistent with the tumor 

suppressive nature of LKB1, H1355-LKB1 spheroids grown for 7 days and were visualized with 

confocal microscopy, exhibited decreased proliferation compared to H1355-LUC spheroids, due 

to LKB1 reconstitution (Fig. 3.6c). The direct role of LKB1 in modulating cancer cell-intrinsic 

dsDNA sensing was validated using both 2-D and 3-D Microphysiological systems. As expected, 

introduction of cytoplasmic DNA via transfection with 1 μg/ml of poly(dA:dT), a synthetic double-

strand DNA sequence, resulted in significantly more robust TBK1 activation following LKB1 

reconstitution, consistent with its ability to restore STING expression [44] (Fig. 3.6a). 3-D culture 

revealed that LKB1-reconstituted spheroids (previously transfected with Poly(dA:dT) 

transfection, followed by spheroid formation) uniquely responded to transfection of cytoplasmic 

DNA, significantly upregulating multiple immune cell chemoattractants including CCL5, CCL2, 

and CXCL10, after 7 days (Figs. 3.6d, e, f). Notably, IL-6 was suppressed by LKB1 reconstitution 

as previously described [30] (Figs. 3.6e, f). Considering studies were conducted at the 7-day 

endpoint, we next sought to understand the kinetics of CXCL10 and IFN-β, a major T cell 

chemokine, downstream of STING signaling. Notably, IFN-b secretion was induced by 

poly(dA:dT) and potently restored by LKB1 reconstitution, but fell off by day 3, whereas CXCL10 

production was maintained over the 7 day (Fig. 3.7c). Then, we evaluated the functional activation 

of cGAS-STING regulated cytokine/chemokine production over time, in particular focusing on its 

major T cells attraction ability mediated by CXCL10. The 3-D Microphysiological spheroid 

culture of isogenic LKB1 reconstituted STING-low H1355 cells was exploited to unveil immune 

cells infiltration, which exhibited strong differential immune cell infiltration by poly(dA:dT)– 

induced CXCL10 (Fig. 3.7b), and uncovered a direct relationship between LKB1 loss and 

defective recruitment of CXCR3- expressing Jurkat T cells (Fig. 3.7b, d). 
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Figure 3.6: LKB1 reconstitution of 3-D KL spheroids and response to dsDNA in microfluidic 
culture. 

 a) Schematic of H1355 tumor spheroids formation in ultra-low attachment plate and their in vitro 
dynamic 3D Microphysiological culture. b) Schematic of H1355 tumor spheroids in 3D 
microfluidic device at day 1 and day 7. c) Confocal image of luciferase (LUC) control expressing 
(left) and LKB1 reconstituted (right) H1355 spheroids in 3D microfluidic culture after 7 days, pre-
stimulated with poly 1 μg/mL poly (dA:dT), immunostained for F-actin (red) and EpCAM (CD326) 
(violet). Scale bar, 150 µm. d) Heat map of cytokine profiles in conditioned medium (CM) 7 days 
from 3D microfluidic culture of H1355 spheroids. CM was collected 7 days after pre-stimulation 
with 1 μg/mL poly(dA:dT). Values represent log2 fold change of LKB1 reconstituted H1355 
spheroids relative to control. e) Absolute values of cytokine release of human CCL5, CCL2, GM-
CSF, CXCL10 and IL-6 produced from 3D Microphysiological culture of H1355 LKB1-
reconstituted spheroids versus control. f) log10 of the absolute values of cytokine release 
corresponding to the heatmap in Fig.1D. from 3D Microphysiological culture H1355 LUC 
spheroids and H1355 LKB1-reconstituted spheroids. P values were calculated by unpaired two 
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tailed student t-test; ** P <0.01. Data shown as mean values, error bars ± SD. Reproduced with 
permission from [76]. 

Consistent with these findings, IHC of patient-derived KRAS NSCLCs revealed a preferential 

decrease in intratumoral T-cell infiltration in STING/LKB1-negative specimens (Fig. 2E, F)[44]. 

Thus, LKB1 reconstitution in tumor spheroids restores sensitivity to dsDNA sensing, which is 

maintained in this 3-D Microphysiological system, and the KL non-small-cell lung cancer 

(NSCLC) cell line NCI-H1355 (H1355), accurately models T cell recruitments following LKB1 

reconstitution and STING activation in tumor cells.  

 
Figure 3.7: Immune infiltration in 3-D KL model and response to dsDNA in microfluidic 
culture. 

 a) Immunoblot of the indicated proteins in H1355 cells transduced with LUC and LKB1, b) 
Schematic of the 3D migration assay and Confocal images of H1355 spheroids (green) and 
migrated Jurkat CXCR3 cells (red) in microfluidic devices. Scale bars: 200 μm. c) ELISA of human 
CXCL10 and IFN-β over 7 days of 2D culture, treated ±1 μg/mL poly(dA:dT), (n=3 biological 
replicates). CM was collected and refreshed daily. d) Quantification of Jurkat CXCR3 infiltration 
into H1355 tumor spheroids. e) IHC images and analysis from primary tumor LKB1-negative; 
STING IHC 0/1 (n = 12) and LKB1-positive; STING IHC 2/3 NSCLC (n = 22) samples. Red arrows 
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highlight stained CD8+ T cells in both tumor epithelium (red) and stroma (green; H). f) PathAI 
was used to quantify CD3+/CD4+/CD8+ T-cell infiltration. Reproduced with permission from [76]. 
 

Innate immune signaling changes captured in a 3-D Microphysiological 
system of lung tumor-vasculature interactions 

Since LKB1 modulates STING expression in KRAS-LKB1 tumor cells [44], additional 

interactions between tumor cell dsDNA sensing and the vasculature were investigated. Our 

hypothesis considered the possibility that LKB1-mutant status of tumor cells might influence 

innate immune signaling in the neighboring vasculature, especially following dsDNA stimulation 

of tumor cells. H1355 spheroids were co-cultured with the self-assembling microvascular network 

(MVN) within the microfluidic devices for 7 days using our established HUVEC and hLFB 

vasculogenesis method (Fig. 3.8a). Co-culture of HUVECs/hLFB with H1355 spheroids for 7 

days, resulted in effective formation of MVNs and encapsulation of tumor spheroids that are 

randomly distributed in the perivascular space and/or in contact interaction with the MVNs (Fig. 

3.8b). To capture differences in cytokine production that occurred in co-culture with the 

microvasculature, multiplexed profiling of conditioned media of co-culture of MVN with tumor 

spheroids (H1355-LKB1 vs LUC) was performed. Tumor spheroids were exposed to poly(dA:dT) 

prior to loading in the device. To estimate the degree (additive, supra-additive or antagonistic) of 

which the combination of MVN and spheroids modulated cytokine/chemokine production in a 

simply, values from isolated MVN culture were subtracted, and results normalized to spheroid-

only results (Fig. 3.8c). This calculation revealed supra-additive upregulation of multiple 

cytokines/chemokines in LKB1-reconstituted tumor spheroids co-cultured with MVNs, including 

CCL2 and CXCL10, as well as IL-6 (Fig. 3.8d, e, f). Thus, activation of cGAS-STING signaling 

by dsDNA in tumor cells alone strongly cooperated with MVNs to amplify innate immune 

production of specific cytokines and chemokines. 
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Figure 3.8: Impact of LKB1 reconstitution on dsDNA sensing in co-culture with MVNs.  

a) Schematic of H1355 spheroids, human lung fibroblasts (hLFB) and human umbilical vein 
endothelial cells (HUVECs) and their in vitro dynamic 3D Microphysiological culture in a 
microfluidic device within a collagen/fibrin hydrogel. Schematic of microvasculature (MVN) or 
combination of H1355 tumor spheroids and microvasculature (MVN + Spheroids) in 3D 
microfluidic device at day 1 and day 7. b) Confocal images of microvasculature (MVN) 
immunostained for F-actin (red) and CD31 (green). Scale bar, 150 µm (left), log10 of the absolute 
values of cytokine production corresponding to the heatmap in Fig.2E. from 3D 
Microphysiological culture of microvascular networks (MVN) alone. c) Confocal images at 10x, 
20x, and 40x magnification of MVNs formed from HUVECs and hLFBs co-cultured with H1355 
tumor spheroids within collagen/fibrin hydrogel after 7 days, immunostained for F-actin (red) and 
EpCAM (CD326) (orange) and CD31 (green). Scale bars, 150, 80 and 40 µm. d) Schematic 
equation illustrating normalization of cytokine production from combination of MVN and H1355 
tumor spheroids. Cytokine production is considered supra-additive (> 1), additive (= 1) or 
antagonistic (< 1). e) Heat map of log2 fold change cytokine/chemokine profiles in conditioned 
medium after 7 days of 3D Microphysiological culture of MVN with H1355 LUC and LKB1 
spheroids pre-stimulated with 1 μg/mL poly (dA:dT). f) Absolute values of supra-additive cytokine 
release of human CCL2, G-CSF, CXCL10 and IL-6, from 3D Microphysiological culture of MVN 
+ spheroids of H1355 LKB1 and LUC control spheroids and MVN only after 7 days of culture in 
3D microfluidic devices. P values were calculated by one-way ANOVA followed by Tukey post-
hoc test; ** P <0.01. Data shown as mean values, error bars ± SD. Reproduced with permission 
from [76]. 

The cooperative production of cytokines in the Microphysiological tumor-
vasculature interaction is not dependent on cancer cell intrinsic STING 

To dissect how dsDNA activated tumor cells and might cooperate with MVNs to enhance cytokine 

release, STING was deleted by knocked out via CRISPR/CAS9 in H1355 cells with or without 

LKB1 reconstitution. As expected, STING deletion prevented LKB1 restoration of STING 

expression and suppressed activation of TBK1, as measured by TBK1 phosphorylation after 

poly(dA:dT) treatment (Fig 3.9a). In accordance, STING knockout in LKB1-reconstituted H1355 

tumor spheroids also inhibited production of CXCL10 (Fig 3.9b). We then conducted tumor 

spheroid/MVN co-culture experiments with STING knockout cell lines, expecting that the 

cooperative increase in cytokine production seen in co-culture would be similarly blunted after 

deleting STING in the LKB1-reconstituted tumor spheroids. Surprisingly, comparable induction 

of cytokines/chemokines following poly(dA:dT) treatment in LKB1-reconstituted H1355 

spheroids and MVNs was observed even in the absence of tumor cell STING (Fig 3.9c). 
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Specifically, CXCL10 and IL-6 production that was significantly higher in co-culture compared 

to the vasculature alone, regardless of tumor cell STING (Fig. 3.9d). These data revealed that 

dsDNA-mediated cooperative induction of cytokines/chemokines in tumor spheroid/MVN co-

culture does not rely on tumor cell STING. In contrast to STING knockout in LKB1-reconstituted 

H1355 spheroids, STING knockout in HUVECs (Fig. 3.9e) consistently resulted in impaired 

production of CXCL10 and IFN-b in 2D culture and in 3D MVN co-culture, despite only treating 

tumor cells with poly-(dA:dT) (Fig, 3.9f, g). 

 

Endogenous activation of TBK1 in the tumor vasculature  

Expression of STING and activation of its immediate downstream target, phosphorylated TBK1 

(pTBK1), was examined across different tumor microenvironments in tissue microarrays (TMA) 

derived from patient samples. Brain tumors and brain metastases were chosen, given the low 

baseline neuroinflammation and absent STING activation in normal brain. Interestingly, we found 

that the most prominent areas of TBK1 activation were in cross-sections of tumor vasculature (Fig 

3.10a, b). STING expression and TBK1 activation were binary scored based on the presence or 

absence of STING and pTBK1 stain, in endothelial cells lining the lumen of blood vessels. IHC 

demonstrated endothelial STING staining in nearly every sample from either tumor- or normal 

brain-associated microvasculature (Fig. 3.10a, c). Notably, pTBK1 IHC revealed specific 

activation of STING in the tumor endothelium of both primary GBM and metastatic NSCLC (Fig. 

3.10a, c), whereas normal brain samples stained uniformly negative for pTBK1 (Fig. 3.10b, c).  

Taken together with our in vitro microphysiological culture findings, these data suggested a 

potential influence of tumor cells on activation of STING in the microvasculature, potentially in 

the form of tumor-derived 2’3’-cGAMP. In addition, both HUVEC and fibroblasts exhibited 4-

fold higher expression of basal STING level relatives to H1355 in 2D culture (Fig. 3.10d). 

Therefore, we next considered the effect of exogenous 2’3’-cGAMP on tumor cells and established 

MVNs. Notably, HUVECs were significantly more sensitive to 2’3’-cGAMP treatment compared 

to H1355 tumor cells and fibroblasts, producing significantly higher levels of IFN-β and especially 

CXCL10 (Fig. 3.10e, f). Cytokine/chemokine profiling analysis of Microphysiological MVNs in 

microfluidic device revealed that treatment with 1 μg/mL of 2’3’-cGAMP led to strong 

upregulation of several cytokines downstream of STING, such as CXCL10, CCL5, IFN-β, CCL2 

and IL-6 (Fig. 3.10g). These data suggested that the enhanced cytokine/chemokine production 
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observed in co-culture could be predominantly produced by the endothelial cells and could be 

mediated by the effects of tumor derived 2’3’-cGAMP on endothelial cells. 
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Figure 3.9: MVN co-culture enhances dsDNA-induced cytokines/chemokines even in the 
absence of tumor cell STING. 

 a) Immunoblot of the indicated proteins in H1355 cells transduced with LUC and LKB1 +/- 
scramble (control sgRNA) or STING knockout (STING sgRNA) in 2D culture. b) CXCL10 
production in H1355-LKB1 spheroids after STING knockout, (n=3 biological replicates). c) Heat 
map of log2 fold change cytokine/chemokine profiles in conditioned medium (CM) after 7 days of 
3D microfluidic culture of MVN with H1355 LUC and LKB1 spheroids with scramble or STING 
knockout. Spheroids were pre-treated with 1 μg/mL poly (dA:dT). d) Absolute values of 
cytokine/chemokine release of CXCL10, CCL2, and IL-6 production. E, Immunoblot of the 
indicated proteins in HUVEC transduced with scramble (control sgRNA) or STING knockout 
(STING sgRNA). f) qRT-PCR of CXCL10 and IFN-β of HUVECs transduced with scramble 
(control sgRNA) or STING knockout (STING sgRNA), after exogenous 2’3’-cGAMP treatment (1 
μg/mL) for 24 h. g) ELISA of human CXCL10 over 6 days of 3D microfluidic culture of HUVEC 
STING knockout (STING sgRNA) or HUVEC scramble (control sgRNA) with H1355 LKB1 
spheroids. Spheroids were pre-treated with 1 μg/mL poly (dA:dT). CM was collected after 1 day 
and every 2 days of 3D culture. P values were calculated by unpaired two tailed student t-test or 
one-way ANOVA followed by Tukey post-hoc test; ** P <0.01, * 0.01< P <0.05. Data shown as 
mean values, error bars ± SD. Reproduced with permission from [76]. 
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Figure 3.10: Activation of STING-TBK1 signaling in tumor vasculature and lymphocyte 
infiltration. 
 a) and b) Representative IHC images from metastatic non-small cell lung cancer (NSCLC) and 
primary glioblastoma multiforme (GBM) patient brain tissue samples. Red arrows highlight 
STING (upper) and phospho-TBK1 (pTBK1, lower) staining. Scale bars, 50 µm. , Representative 
STING (upper) and pTBK1 (lower) IHC images from control patient brain tissue. Scale bars, 100 
µm c) Endothelial STING and pTBK1 IHC was scored in a blinded manner for each sample on a 
binary scale based on the presence (positive, +) or absence (negative, -) of staining in cells 
surrounding the presumed endothelial lumen. d) qRT-PCR of basal STING in parental H1355, 
hLFB and HUVEC. f), qRT-PCR of IFN-β and CXCL10 in HUVECs after exogenous 2’3’-cGAMP 
treatment. Cells were treated with 1 μg/mL 2’3’-cGAMP for 24 h. e), ELISA of human CXCL10 
levels in conditioned medium derived from parental H1355, hLFB and HUVEC after exogenous 
2’3’-cGAMP treatment (1 μg/mL) for 24 h. F, ELISA of human CXCL10 levels in conditioned 
medium derived from HUVECs transduced with scramble (control sgRNA) or STING knockout 
(STING sgRNA), after exogenous 2’3’-cGAMP treatment (1 μg/mL) for 24 h. g) Heat map of log2 
fold change cytokine/chemokine profiles in conditioned medium (CM) after 7 days of 3D 
microphysiological culture of MVN treated with 1 μg/mL2’3’-cGAMP treatment over MVN 
control. MVN were treated for 2 days after MVN formation. h) Representative IHC image from 
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metastatic non-small cell lung cancer (NSCLC) with pTBK1+ endothelial microvessels. Red 
arrows highlight infiltrating lymphocytes. Scale bars, 50 µm (left). Quantification of infiltrating 
lymphocytes per high power field (HPF) surrounding pTBK1+ or pTBK1- endothelial lumens, 
(right). P values were calculated by unpaired two tailed student t-test, one-way ANOVA, or two-
way ANOVA followed by Tukey post-hoc test; ** P <0.01, * 0.01< P <0.05. Data shown as mean 
values, error bars ± SD, (n=3 biological replicates). Reproduced with permission from [76]. 

 

Export of 2’,3’-cGAMP by tumor cells activates STING in neighboring 
endothelial cells    

We therefore directly tested the model that 2’3’-cGAMP produced by cancer cells following 

dsDNA-mediated activation, could activate the STING/TBK1 pathway in neighboring tumor 

vasculature (Fig. 3.11a). Firstly, intracellular and extracellular 2’3’-cGAMP levels in H1355-LUC 

and H1355-LKB1 cells were measured using the same concentration of double-stranded DNA 

used in co-culture experiments. Transfection of poly(dA:dT) not only increased levels of 

intracellular 2’3’-cGAMP, but also increased extracellular 2’3’-cGAMP levels in the media, which 

was significantly enhanced by LKB1 reconstitution (Fig. 3.11b). As expected, knockout of STING 

failed to suppress either 2’3’-cGAMP intracellular and extracellular production, regardless of the 

LKB1 status (Fig. 3.11b). To determine directly whether 2’3’-cGAMP generated from tumor cells 

could activate STING in endothelial cells, we next generated cGAS knockout H1355 cells and 

treated them with poly(dA:dT) in 2D culture. As expected, recognition of dsDNA and subsequent 

activation of STING was abolished in cGAS null H1355-LUC and H1355-LKB1 cell lines, even 

with STING induction following LKB1 re-constitution (Fig. 3.11c). Consistently, intracellular 

2’3’-cGAMP production was significantly diminished, and there were undetectable levels of 2’3’-

cGAMP in the media from the cGAS knockout cell line (Fig. 3.11d). We next investigated the 

impact of co-culturing poly(dA:dT) transfected H1355-LKB1 cells following STING or cGAS 

knockout with HUVECs, sorting CD31+ cells to measure HUVEC specific cytokines/chemokines 

(Fig. 3.11e). Similar with the 3D culture results, dsDNA stimulation of H1355-LKB1 cells potently 

activated CXCL10 as well as IFN-β expression in HUVECs, even following STING knockout 

(Fig. 3.11f). In contrast, cancer cell cGAS deletion significantly decreased expression of both 

CXCL10 and IFN-β in co-cultured HUVECs, providing direct evidence that ablation of 2’3’-

cGAMP export from tumor cells suppresses STING signaling in endothelial cells (Fig. 3.11g, h). 

Expression of CXCL10 and IFN-β in HUVECs was not completely abolished following cGAS 



 191 

knockout, suggesting the potential for additional paracrine mediators of this response downstream 

of alternate dsDNA sensors.  These data confirm that cGAS-driven 2’3’-cGAMP export from 

cancer cells is directly involved in activation of STING signaling in neighboring endothelial cells, 

prompting us to examine whether it might play additional roles in priming the vasculature to 

promote immune cell recruitment.  
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Figure 3.11: 2’3’-cGAMP exported by cancer cells activates STING signaling in endothelial 
cells.  
a), Schematic of cGAS-STING signaling in tumor cells after poly(dA:dT) stimulation and 
hypothesized export of 2’3’-cGAMP activating STING in the endothelial cells, unaffected by tumor 
cell STING knockout. b), Intracellular and extracelluar 2’3’-cGAMP ELISA of transduced LUC 
and LKB1 H1355 +/- scramble or STING knockout. c) Immunoblot of the indicated proteins in 
H1355 cells transduced with LUC and LKB1 with scramble or cGAS knockout (cGAS sgRNA) in 
2-D culture. d) Intracellular and extracellular 2’3’-cGAMP ELISA of transduced LUC and LKB1 
H1355 with scramble or cGAS knockout. e) Schematic of the 2-D co-culture experiment and 
sorting by CD31+ cells. f) qRT-PCR of CXCL10 of HUVECs after 2-D co-culture with H1355 
cells for 24 h with scramble or STING knockout. g) qRT-PCR of CXCL10 of HUVECs scramble 
or STING knockout after 2-D co-culture with H1355 cells for 24 h. h) qRT-PCR of CXCL10 and 
IFN-β of HUVECs after 2-D co-culture with H1355 cells for 24 h with scramble or cGAS knockout. 
i) Schematic of cGAS-STING pathway in tumor cells after poly (dA:dT) stimulation demonstrating 
that silencing of cGAS impairs accumulation of 2’3’-cGAMP and export from the cells, limiting 
the STING activation in endothelial cells. P values were calculated by one-way ANOVA, or two-
way ANOVA followed by Tukey post-hoc test; ** P <0.01, * 0.01< P <0.05. Data shown as mean 
values, error bars ± SD, (n=3 biological replicates). Reproduced with permission from [76]. 

 

2’3’-cGAMP and IFN-β prime the endothelium for immune cell extravasation  

To elucidate the potential consequences of 2’3’-cGAMP in altering the vasculature to promote 

immune cell recruitment, we first assessed its impact on microvascular permeability. Permeability 

coefficient of microphysiological MVNs model in microfluidic device was measured by 

monitoring the flux overtime of a fluorescent tracer from the luminal compartment of the 

vasculature to the interstitial space. We found that both 2’3’-cGAMP and IFN-β treatment 

individually enhanced permeability of the microvasculature (Fig. 3.12a, b). We therefore 

performed a quantitative PCR array of endothelial activation markers to identify whether 

expression of specific adhesion molecules or other related genes are also upregulated after 

treatment of endothelial cells with 2’3’-cGAMP or IFN-β. Notably, analysis of this list to identify 

common targets shared by both 2’3’cGAMP and IFN-β treatment revealed upregulation of 

multiple genes involved in T cell trafficking, including E-selectin, ICAM-1, and VCAM-1 (Fig. 

3.12c). We therefore examined expression of these specific genes in HUVECs in response to 2’3’-

cGAMP, IFN-β, or the combination. Indeed, all three genes were significantly induced by 2’3’-

cGAMP or IFN-β, treatment, and further increased by the combination (Fig. 3.12d). We therefore 

validated by immunostaining the expression of these adhesion molecules in established MVNs in 
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3D microfluidic devices. Treatment with 2’3’-cGAMP and/or IFN-β increased expression of 

membrane-bound ICAM-1 and VCAM-1 on MVNs by confocal images of microphysiological 

systems (Fig. 3.12e). To determine the functional consequences of this adhesion molecule 

upregulation in the Microphysiological MVN model, Jurkat T cells were perfused through the 

MVNs and observed significantly increased attachement of Jurkat cells to the endothelial walls of 

the microvasculature in the presence of 2’3’-cGAMP pre-treatment. 

Together, these findings reveal that tumor-derived 2’3’-cGAMP not only activates innate immune 

cytokine/chemokine production in the adjacent vasculature, but also increases permeability and 

upregulates adhesion molecules known to facilitate immune cell extravasation (Fig. 3.12h).  
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Figure 3.12: 2’3’-cGAMP and IFN-β promote vascular permeability and upregulation of 
adhesion molecules.  
a) Schematic of permeability experiments and analysis. Dextran dye was injected, and image 
stacks were captured at time 0 and at 15 minutes. b) Permeability coefficients for different 
conditions (control, cGAMP, IFN-β), (n=9 biological replicates). c) Venn diagram of top genes 
upregulated in HUVEC after treatment with 2’3’-cGAMP or IFN-β. d) Upregulated genes from 
HUVEC treated with 2’3’-cGAMP or IFN-β. e) qRT-PCR of E-selectin, ICAM-1, VCAM-1 in 
HUVEC treated with 2’3’-cGAMP, IFN-β, or combination of 2’3’-cGAMP+IFN-β (n=3 biological 
replicates). f) Confocal images of microvasculature treated +/- 2’3’-cGAMP immunostained for 
ICAM-1, VCAM-1, and lectin. Scale bars, 100 µm. g) Confocal images of microvasculature (red) 
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treated +/- 2’3’-cGAMP and Jurkat cells (green) (left). Quantification of the number of Jurkat 
cells adherent to microvasculature per Region of Interest (ROI) (right). Scale bars, 100 µm. h) 
Schematic of tumor-derived cGAMP (via cGAS) and IFN-β (via STING) influencing the vascular 
permeability, adhesion molecules, and chemokines. Schematic was created with BioRender. P 
values were calculated by unpaired two tailed student t-test or one-way ANOVA followed by Tukey 
post-hoc test; ** P <0.01, * 0.01< P <0.05. Data shown as mean values, error bars ± SD. 
Reproduced with permission from [76]. 

 

Discussion 
In this work, multiple 3-D microphysiological models were designed to probe the impact of LKB1 

loss on cancer cell cGAS-STING signaling and their association with the tumor microvasculature, 

which represents the first barrier for immune cell homing to the tumor microenvironment.  

First, a microphysiological model of LKB1 reconstituted STING-low H1355 tumor spheroids 

embedded in ECM-like hydrogel (collagen) was exploited to analyze immune cell infiltration and 

uncover the mechanisms of defective recruitment of immune cells in the absence of STING 

expression. Secondly, a 3-D microphysiological model of microvascular networks (MVNs) 

unveiled sensitivity to STING agonist treatments (cGAMP) and facilitated advanced quantification 

of vascular permeability and T-cells adhesion assays. Specifically, it indicated enhanced vascular 

permeability and increased production of endothelial CXCL10 and CCL5, possibly contributing 

to defective chemokine gradients that retain T cells near the vasculature. 

Lastly, a novel microphysiological model of vascularized lung tumors revealed synergistic 

production of multiple immune cell chemo-attractants such as CXCL10, CCL2, CCL5, and G-CSF 

by multiplexed cytokine profiling. Interestingly, this more physiologic ex vivo tumor model of 

LKB1 reconstitution revealed particularly strong cooperative production of STING-dependent 

cytokines such as CXCL10 in the vasculature. Moreover, STING depletion in LKB1 reconstituted 

tumor cells did not significantly attenuate production of CXCL10 and other cytokines in co-

culture, suggesting that tumor/vessel interaction may promote STING activation in the vasculature 

regardless of cancer cell-intrinsic STING function.  

These findings were supported by in vivo quantitative IHC data from patients’ biopsies that 

demonstrated impaired intra-tumoral T-cell infiltration from KL tumors that lacked STING 

expression, and instead, retention of T cells in the stroma. Furthermore, primary tumor and brain 

metastases from patients demonstrated STING-TBK1 activation in contrast with healthy vascular 
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endothelium. Data suggest paracrine signaling from tumor to the vasculature, which was 

demonstrated to be in the form of tumor 2’3 -cGAMP. Finally, STING activation of the 

endothelium enhance functional modification in the vasculature that are favorable to immune cell 

extravasation. Several recent studies have highlighted an emerging role of cancer cell derived 2’3’-

cGAMP in the tumor microenvironment (TME). For instance, it has been demonstrated that in 

brain malignances tumor cells transfer 2’3’-cGAMP to astrocytes to drive adaptation of the TME 

[35], but also prime NK cells innate immunity[36][77] and macrophages to drive type 1 interferon 

production in the TME via accumulation of extracellular cancer cell derived 2’3’-cGAMP[78]. 

However, to date, a role for endogenous 2’3’-cGAMP in promoting vascular activation, a pre-

requisite for this immune cell influx into tumors, has yet to be described. 

Importantly, tumor vascular endothelial cells have been identified as a major source for cytokines 

production in the TME following intratumoral injection of 2’3’ cGAMP-based STING agonists, 

which can promote T-cell-mediated therapeutic antitumor immunity [79]. Furthermore, 

communication between cancer cells and vasculature has been shown to modulate the infiltration 

of immune cells and can induce an immunosuppressive TME lacking T-cells, a critical mechanism 

of resistance in the context of solid tumor immunotherapy.  

Our innovative 3-D microphysiological system demonstrates that tumor-derived 2’3’-cGAMP can 

activate endothelial STING to enhance vascular permeability and adhesion molecules, offering a 

compelling explanation for defective T cells chemotaxis. In the context of cancer immunotherapy, 

such disrupted immune infiltration may promote resistance to anti-PD1 treatments in KL TME and 

other tumors. 

Our findings also highlight a critical need for more studies regarding the contributions of different 

subcomponents of the TME during the innate immune response, especially as it relates to immune 

cell exclusion by tumors.  
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Conclusion 
In summary, our data expand upon the increasingly recognized role of endogenous tumor-derived 

2’3’-cGAMP in the TME [38], revealing a novel function in vascular activation and immune 

escape following LKB1 loss. They also suggest that DNA damaging agents or targeted 

therapeutics that increase endogenous 2’3’-cGAMP production may act to enhance vascular 

activation and improve immune cell infiltration and subsequent response to PD-1 blockade in these 

treatment refractory cancers. 

More generally, these studies demonstrate that developing more representative physiological 

preclinical models of TME can elucidate important aspects of innate immune signaling that cannot 

be examined using traditional in vitro systems[62]. Indeed, microfluidic technologies help 

developing new tools for cancer diagnosis and treatment. Important future directions to enhance 

the physiologic relevance of the microphysiological systems of vascularized lung tumors include 

introduction of continuous perfusion to mimic blood microcirculation using a microfluidic pump 

for medium recirculation. Moreover, these systems will enable modeling of immune cell 

trafficking using cell lines, patient-derived peripheral blood mononuclear cells or Chimeric 

Antigen Receptor T cells (CAR T cells) in a long-term culture system. Furthermore, advances in 

ex vivo modeling may allow long-term culture of patient-derived tumor samples as a personalized 

medicine approach to study drug or immune cell penetration in patient-specific tumor niches [80]. 

The ability to investigate immune cell killing during immunotherapy treatments would represent 

a paradigm-shifting basic and translational advance. Thus, developing these more complex 

microphysiological models to incorporate components of the tumor microenvironment including 

tumor spheroids, fibroblasts and blood vessels may elucidate important aspects of STING biology 

and may ultimately aid further development of effective therapies. 
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Chapter 7 – ALK-positive Anaplastic Large Cell 
lymphoma - vascular interactions promote resistance to 
ALK inhibitor via CCL19/21-CCR7 signaling axis 
 

Abstract 
Anaplastic large cell lymphoma (ALCL) is a T cell lymphoma frequently driven by chromosomal 

rearrangements involving the Anaplastic Lymphoma Kinase (ALK) gene. 

Patients with relapsed ALK-positive ALCL initially respond well to Anaplastic Lymphoma 

Kinase (ALK) tyrosine kinase inhibitor (TKI) therapies (e.g. crizotinib, that has recently been 

approved by FDA for ALK+ ALCL therapy); however, the emergence of resistance appears once 

the treatment is withdrawn and persister lymphoma cells are not fully eradicated. Histologically, 

recurrent ALCL after ALK TKI discontinuation can be identified in and around the blood and 

lymphatic vessels in the perivascular region of lymph nodes, suggesting that vascular-tumor cell 

interactions may be important in mediating tumor cell survival and recrudescence. It has been 

shown that the CCL19/21-CCR7 signaling pathway regulates memory T cell trafficking, and 

preliminary data have evidenced that CCL19/21-CCR7 chemokine-receptor signaling axis may 

be involved in TKI resistance of ALCL cells.  

To investigate this mechanism, an advanced microphysiological model of ALK+ ALCL -vascular 

interaction was established using a microfluidic chip with patterned microchannel design to 

generate a 3D macro-vessel. Confocal imaging revealed that ALCL cells introduced luminally 

interacted with the well-formed perfusable macro-vessel generated by endothelial cells. A 

viability assay demonstrated that the presence of endothelial cells conferred resistance to 

crizotinib and sustained cell viability of wild type ALCL, whereas the protective effect was lost 

in CCR7-depleted lymphoma cells.  

Given the challenges of more personalized and precise cancer therapies, these results suggest that 

this physiologically-relevant ALCL-vascular preclinical model has great potential to unveil the 

molecular mechanisms of drug resistance in a more complex TME and more reliably predict 

therapeutic vulnerabilities by recapitulating patient-specific cell-cell interactions. 
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Graphical abstract 8: Preclinical models of Anaplastic large cell lymphoma and vascular 
interactions to model the tumor microenvironment and the perivascular niche in the lymph node. 
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 201 

Introduction 

Anaplastic Lymphoma Kinase (ALK) in the pathogenesis of cancer  

Aberrant tyrosine kinase signaling is known to be involved in the pathogenesis of cancers. A 

tyrosine kinase is an enzyme that can transfer a phosphate group from ATP to a protein in a cell 

and serves as an "on" or "off" switch for many cellular functions. A mutation in these enzymes can 

cause constitutive signaling, leading to an unregulated growth of cells which is a necessary step 

for the development of cancer. An example of a tyrosine kinase, in particular a receptor tyrosine 

kinase (RTK) is the anaplastic lymphoma kinase (ALK) [81].  

ALK is an enzyme originally described in anaplastic large cell lymphoma (ALCL), resulting from 

a translocation event on chromosomes 2 and 5 [t(2;5)(p23:q35)]. This translocation generates a 

fusion protein, NPM1-ALK, where the ALK kinase domain is fused to a part of the nucleophosmin 

(NPM) protein, which dimerizes and thus constitutively activates the ALK kinase [82] (Fig. 3.13a). 

The ALK receptor is comprised of three domains: an extracellular ligand-binding domain, a 

transmembrane and an intracellular tyrosine kinase domain. In physiological conditions, the ALK 

receptor is involved in neural cell differentiation/development and the function of the nervous 

system, synapse development at the neuromuscular junction, and growth of the entire organism 

[83].  

The ALK gene can become oncogenic in multiple ways: rearrangement mutations such as fusion 

and gene translocation, gain of additional copies, or mutation of the DNA code of the gene itself 

that finally drives spontaneous transformation (Fig. 3.13b). ALK mutations, including gene 

rearrangements such as translocations or inversions, gain of function, point mutations in the 

tyrosine kinase domain and overexpression are associated with many tumor types: ALCL, 

inflammatory myofibroblastic tumors, breast and renal carcinomas, non-small cell lung cancer 

(NSCLC), neuroblastomas, colonic adenocarcinoma, anaplastic thyroid cancer and glioblastoma 

multiforme[84]. The most prevalent genomic aberration of ALK in human cancer are 

chromosomal rearrangements resulting in fusion genes, such as NPM1-ALK in ALCL and EML4-

ALK in NSCLC[15][14]. 
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Figure 3.13: Anaplastic lymphoma kinase (ALK) signaling.  
a) The chromosomal translocation t(2;5)(p23;q35) results in production of the NPM-ALK fusion 
gene and protein. The Oligomerization Domain (OD) of NPM provides the biochemical basis for 
NPM-ALK fusion protein oligomerization, allowing auto phosphorylation and constitutive 
activation of NPM-ALK that plays a major role in the pathogenesis of ALK+ ALCL. Reproduced 
with permission from[85] b) ALK activation can be achieved in the presence of a ligand (left), or 
constitutively (right) when ALK is either amplified, mutated, involved in a fusion such as NPM-
ALK that cause downstream activation of proliferation pathways. Reproduced with permission 
from [86]. 
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ALK as therapeutic target in Anaplastic Large Cell Lymphoma  

Although ALK translocation was first identified in ALCL (NPM1-ALK), not all anaplastic 

lymphomas express ALK translocations. Indeed, the World Health Organization classifies ALK-

positive (50-60% of all ALCL) and ALK-negative ALCL. ALK-positive ALCL is a type of non-

Hodgkin lymphoma involving aberrant T cells or null lymphocytes. ALK-transformed lymphoid 

cells are completely dependent on ALK tyrosine kinase activity for survival and proliferation.  

ALCL encompasses the presence of large pleomorphic cells, or horseshoe-kidney-shaped cells, 

with large nuclei and abundant grey-blue cytoplasm, that express CD30 and T-cell markers. 

ALCL usually grows around blood and lymphatic vessels in the lymph node[84]. 

Several important characteristics make ALK an attractive target for cancer therapy. First, ALK 

is not widely expressed in adult tissues, being abundant only in a few neuronal cells, therefore, 

few toxic effects might be expected from treatment aimed at blocking ALK function. 

 Since ALK-driven tumors are dependent on constitutively activated ALK for their proliferation, 

a number of tyrosine kinase inhibitors have been developed to block tumor growth, called ALK 

inhibitors (listed here from the first to last generations: crizotinib, ceritinib, alectinib, brigatininb 

and lorlatinib)[82]. All of these inhibitors are FDA approved for ALK-rearranged NSCLCwhile 

so far only crizotinib has been approved for ALK+ ALCL. Their efficacy is remarkable, though 

sometimes transient, as tumors initially respond but escape and become resistant, leading to 

relapse. A frequent event in ALK-driven resistance is the appearance of secondary mutations in 

the same tyrosine kinase domain. Some of these mechanisms have been elucidated and can be 

addressed by targeted therapies; other resistance mechanisms are still poorly understood 

[87][88]. Previously, it has been shown that CCL19/21-CCR7 chemokine-receptor signaling axis 

is known to regulate T cell trafficking and migration toward the lymph node [81], [82]. Recently, 

preliminary data have shown that CCR7-positive ALCL cells, which accumulate in the 

perivascular space of the lymph nodes, and CCL19/21, produced by endothelial cells of blood 

and lymphatic vessels and fibroblasts [89], [90], may be involved in resistance of ALCL cells to 

crizotinib. 
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Preclinical modeling of microphysiological ALK-vascular interactions 

Experimental modeling of ALK-driven cancers has mostly relied on 2D culture of suspension cell 

lines, mouse models such as orthotopic isogenic models and patient-derived xenograft models[83]. 

Animal models have been an invaluable tool to understand several mechanisms of ALK-driven 

within a relevant living system, however, have failed to recapitulate complex cell-cell interactions 

within a human-relevant system. Alternatives to animal models seem quite reasonable but poorly 

explored. Occasionally, patient-derived samples from peripheral blood and lymph node biopsy 

sections have been used, but mostly kept as suspension cultures in 2D flasks with the limitations 

discussed before[91]. In ALK-driven lung cancer, a CTC-derived organoid was useful in 

forecasting the therapeutic response to specific ALK inhibitors (ceritinib and crizotinib)[92]. 

Likewise, a B-cell organoid [93][94], was cultured to reproduce a lymphoid tissue structure, called 

a germinal center, were B-cells rapidly mature into antibody producing cells. Such systems can 

enable mechanistic understanding of ALK biology and/or the immune system and more 

importantly, accelerate a deeper understanding of the mechanisms that lead to their malignant 

transformation into a variety of B and T cell malignancies. There are numerous engineered fluidic 

systems to understand lymphatic interaction with cancer cells and replicate the mechanisms of 

cancer trans-endothelial migration in the lymphatic vessels and metastasis[95]; however, none of 

them have been established to study ALK-positive ALCL.  

To the best of our knowledge, advanced preclinical models of ALK-positive ALCL have not been 

reported. Thus, more complex in vitro models are needed to uncover the continuous interactions 

that exist between ALCL tumor cells and nontumor cellular elements of the tumor 

microenvironment through direct cell–cell or cell–matrix contact or by the secretion of signaling 

factors such as cytokines, chemokines and growth factors. Microfluidic technology offers a 

platform to replicate these microenvironmental interactions and specifically test novel cancer 

therapeutics, overcoming the limitations of 2D culture and intrinsic caveat of mouse models. To 

overcome the current limitations, here an advanced 3D microphysiological model of ALCL-

vascular interactions was developed, where ALCL cells are contained within the lumen of a 3D 

engineered macrovessel. After characterization of the model in terms of integrity and formation of 

the blood vessel, the additional role of microvasculature in the resistance mechanism of ALCL to 

ALK inhibitor was examined. 
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Materials and methods 
Materials and reagents 

COST and Karpas299, HUVECs (Lonza), RPMI, Trypsin-EDTA, Collagen Rat tail, microfluidic 

chip ‘3-D cell culture chip’ (DAX-1, AIM Biotech). 

 

Cell culture 

Two ALK+ ALCL cell lines (COST and Karpas299) were culture in RPMI with 10% FBS, as 

cell suspension at cell density of 1 × 105 up to 3 × 105 cells/ml. Cell population usually has 24-

48h doubling rate. Cell culture medium was refreshed every 2 days. Firstly, Medium was added 

until reaching the limit volume of the culture flask for culture in suspension. After that, cells were 

pelleted at 1200 rpm for 5 min, and plated in a larger flask with fresh medium to expand the 

population or used for the study. Human umbilical vein endothelial cells (HUVECs) were 

cultured in vascular medium were cultured in EGM-2 MV (Lonza). Culture medium was 

refreshed every 2 days, detached using Trypsin-EDTA 1X 0.05%, blocked with medium and 

pelleted at 1200 rpm for 5 min. All experiments were performed before reaching 6 passages. 

 

Genetic engineering and CRISPR/Cas9 systems 

Two ALK+ ALCL cell lines (COST and Karpas299) were knocked out by CRISPR/Cas9 of the 

CCR7 receptor by single cell cloning, transduced with GFP for microscopic visualization.  

  

ALCL-vascular microphysiological model  

Microphysiological systems were developed using a commercial microfluidic chip ‘3-D cell 

culture chip’ (DAX-1, AIM Biotech) as previously described. To generate the ALCL-vascular 

Microphysiological model collagen rat tail hydrogel mixture (2.5 mg/ml) was injected into the 

center gel region of the 3D microfluidic chamber (10-15 μL per each microfluidic chamber). 

Before injection collagen hydrogel is kept in ice. After incubation for 30 minutes at 37 °C in sterile 

humidity chambers, collagen hydrogel channels were hydrated with RPMI. Then, all the side walls 

of one flanked channel (media channel) were coated with a 150 µg/ml collagen solution in PBS to 

allow a better adhesion of ECs to the channel. After 15 mins, channel was washed once with 
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medium.  To create the 3D macrovessel, 50 µL cell suspension of 3x106 cells/ml human umbilical 

vein endothelial cells (HUVECs) were injected in the media channel coated with collagen. twice 

on the fluidic channel, chip was rotated twice to create a confluent hollow-lumen 3D macrovessel. 

To allow the cells to attach to the media-gel interface to form a monolayer, the chip was placed to 

let the cells face down for 15 mins so that the media-gel interface would face down. After that a 

50 µL cell suspension were reinjected, and the chip was faced upside down to cover the upper part 

of the 3D vascular channel. After 90 mins of incubation in the humidity chamber in incubator at 

37 °C, cell culture medium was gently added in both media channels. Chips are placed in incubator 

to form a confluent monolayer. The day after, 2x105 cells/ml ALCL cells were added inside of the 

3D macrovessel. Medium was refreshed daily, supplemented +/- 300 nM of crizotinib (ALK TKI). 

 

Immunocytochemistry and Imaging 

Image capture and analysis were performed using fluorescence confocal microscope and a 

processing software. The 3D vascular channels were cultured for 7 days followed by rinsing in 

PBS and fixation in 4% PFA for 15 min at RT. Cell membranes were permeabilized with 0.1% 

Triton X-100 for 5 min at RT and washed twice with PBS. HUVECs cell were stained for F-

ACTIN with red phalloidin (PHDH1, Cytoskeleton, Inc.). 

 

Cell viability assays 

Cell viability was evaluated by measuring ATP using a lysing reagent with luminescent readout 

using CellTiter-Glo (Promega, USA) according to manufacturer’s instruction. Briefly, cells were 

extracted from the device and plated into white walled 96-well plates (3wells/sample), cellTiter-

Glo reagent was added to each well and luminescence output data were taken by GloMax-Multi 

Detection System (Promega, USA).  
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Results 
It has been shown that ALCL grows around blood and lymphatic vessels in the lymph node (Fig. 

3.14a). According to our hypothesis, the perivascular niche provides pro-survival signals 

contributing to ALK-positive ALCL persistence and ALK inhibitor resistance. To prove that, a 

3D microphysiological model of ALCL-vasculature was developed (Fig. 3.14b). Model 

characterization by confocal microscope imaging showed macrovessel formation by patterned 

channel design. The 3D model consisted of a well-formed and perfusable macro-vessel with 

endothelial cells that reached an acceptable confluency in all sides (apical, basal and lateral 

layers), without evident discontinuity, forming a tight 3D monolayer ((Fig. 3.14c-e). Two ALK-

positive ALCL cell lines, COST and Karpas299, GFP-transfected, were deleted of the CCR7 

receptor by CRISPR/Cas9. At day 2 of culture, ALCL were inserted in the fluidic channel of the 

device by injecting a solution of cells treated with (+/- crizotinib) in the macro-vessel.  

Cells were allowed to circulate inside the macro-vessels and interact with the endothelial cells. 

ALCL viability was evaluated with a luminescent readout assay after 3 days of interactions with 

HUVECs (Fig. 3.14g). Strikingly, Karpas299 cultivated within the vasculature showed no 

marked resistance to treatment with ALK TKI compared to cells cultivated in the absence of 

vessels. CCR7-depleted Karpas299 lymphoma cells showed slightly decreased viability. In the 

ase of COST cells, cell viability assay of ALCL co-culture with vasculature showed lower 

percentages of cell death under crizotinib treatment compared to COST without the vasculature. 

In addition, we noticed that a slight decrease of viable cells is present in the CCR7-depleted cells 

were compared to the wild type control (presenting the CCR7 receptor). 

Moreover, we notice that COST CCR7-depleted cells showed increased diffusion and 

perivascular localization compared to wild type control cells, which was not remarkable in the 

Karpas299 model. 

In summary, COST cells cultivated within the vasculature showed marked resistance to treatment 

with ALK inhibitors and CCR7-depleted cells showed decreased viability and decrease 

perivascular localization compared to wild type control cells compared to Karpas299 cells 

cultivated in the absence of vessels. 

 

 
 



 208 

 
Figure 3.14: Modelling ALK+Anaplastic Large Cell Lymphoma (ALC) interaction with 
blood vessel.  
a) Representative IHC image Anaplastic lymphoma Kinase (ALK) staining. Reproduced with permission 
from [84]. b) Schematic of Microphysiological model of ALCL-vascular interaction, and blood vessel 
formation in a 3D microfluidic model. c) Bright field and d) e), confocal microscope imaging of macro-
vessels (F-actin, red) and ALCL (GFP, green) in the microfluidic model. h) Confocal images of ALCL 
trans-endothelial migration. G, Viability assay of wild type (WT) or CCR7-depleted (CCR7 KO) ALCL cells 
(COST, Karpas299) in co-culture with blood vessels treated with +/- 300 nM crizotinib. i) Schematic of 
ALCL cells interacting with blood-vessels with CCL9/21 cytokines. P values were calculated by one-way 
ANOVA ** P <0.01. Data shown as mean values, error bars ± SD, (n=3 biological replicates). 
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Discussion  

ALK-driven cancers, such as ALK-positive Anaplastic large cell lymphoma (ALCL) are highly 

dependent on the proto-oncoprotein, ALK tyrosine kinase. 

Inhibition of ALK activity is an optimal target to shut down proliferation, however, cell-extrinsic 

survival mechanisms can arise in which interaction of the tumor with close cellular and non-

cellular components of the tumor microenvironment leads to drug resistance. Therefore, patients 

treated with ALK inhibitors experience tumor recurrence, and recent studies have hypothesized 

that endothelial cells of lymphatic and blood vessels of the TME provide survival signaling[96]. 

In this work, a 3-D microphysiological model of ALCL cells interacting with a 3D vasculature 

using a microfluidic chip was designed to unveil the molecular mechanisms of drug resistance to 

ALK inhibitors in ALK-positive ALCL. The presence of macro-vessels was sufficient to induce 

resistance to ALK TKIs, which was overcome in CCR7-depleted ALCL cells. These data suggest 

that CCL19/21-CCR7 signaling driven by ALCL-vascular interactions might contribute to ALCL 

resistance to the ALK inhibitors. However, Karpas299 showed no significant difference in 

viability which suggests that there might be other operative resistance mechanisms, e.g., other 

cytokines produced by macro-vessels, or other cells of the TME generate survival signals in 

ALCL cells treated with ALK inhibitors.  

Our model will benefit from the introduction of lymphatic vessels and fibroblasts which will 

further improve physiologic relevance by mimicking ALCL-vascular interactions similar to the 

lymph node on a microfluidic chip. Alternatively, organoid systems could be utilized for drug 

screening. Similarly, as with previous methods, an ALCL patient-derived organoid model could 

be developed to further enhance long term culture, but so far, organoids still lack vascular 

components. In general, these ex vivo models or their combinations, are able to uncover the 

continuous interactions and chemokine signaling that exist between cells of the tumor 

microenvironment (TME), and evaluate the preclinical efficacy of novel and personalized cancer 

therapeutics.   
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Conclusions 
Here, we developed a 3D microphysiological model of ALCL-vascular interactions designed by 

patterned channel, which showed great potential to unveil the molecular mechanisms of drug 

resistance in a more complex TME compared to 2D culture. Results suggest that the 3D ALCL-

vascular model offers a tool to genetically dissect the TME contribution to drug resistance, more 

reliably predict therapeutic vulnerabilities in a pre-clinical setting, and recapitulate patient-specific 

cell-cell interactions, towards personalized medicine applications. 

In particular, this robust and physiologically relevant ALCL-vascular model potentially offers an 

innovative platform for testing drug efficacy which must be further validated and compared with 

traditional models. It may also contribute to the study of targeted therapies and unveil the 

mechanisms of resistance due to its complex mimicry of the tumor microenvironment.  

Furthermore, the flexibility of the model allows for the introduction of additional cell types, such 

as lymphatic fibroblast that could also contribute to the pro-survival microenvironment for ALCL 

cells. 

Overall, our results suggest that the perivascular lymph node niche could promote survival of 

ALK+ ALCL persister cells and protect them from the effect of ALK TKIs via the CCL19/21-

CCR7 axis. The disruption of this survival axis could contribute to the eradication of minimal 

residual disease in combination with ALK inhibitors. 
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Table 6. Primers for real-time RT-PCR  

 
  
 

For qRT-PCR   
  Forward (5'-3') Reverse (5'-3') 

human IFNb ATGACCAACAAGTGTCTCCTCC GGAATCCAAGCAAGTTGTAGCTC 

human ICAM1 ATGCCCAGACATCTGTGTCC GGGGTCTCTATGCCCAACAA 

human VCAM1 GGGAAGATGGTCGTGATCCTT TCTGGGGTGGTCTCGATTTTA 

human E-selectin  AGAGTGGAGCCTGGTCTTACA CCTTTGCTGACAATAAGCACTGG 

human CXCL10 GTGGCATTCAAGGAGTACCTC TGATGGCCTTCGATTCTGGATT 

human 36B4 CAGATTGGCTACCCAACTGTT GGAAGGTGTAATCCGTCTCCA 

human STING CCAGAGCACACTCTCCGGTA CGCATTTGGGAGGGAGTAGTA 

   
For sgRNA vector    

  Target sequence (5'-3')  

scramble sgRNA ATCGTTTCCGCTTAACGGCG  
human LKB1 sgRNA1 GTACTCCATCACCATATACG  
human LKB1 sgRNA2 CTTCAAGGTGGACATCTGGT  
human STING sgRNA GGTACCGGGGCAGCTACTGG  
human cGAS sgRNA AAGTGCGACTCCGCGTTCAG  

   
   

For Mycoplasma 
detection   

  Forward (5'-3') Reverse (5'-3') 

  ACACCATGGGAGCTGGTAAT CTTCWATCGACTTYCAGACCCAAGGC 
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Chapter 8 – Nanocarriers as delivery systems for 
oligonucleotide release 
 

Abstract  
 
Oligonucleotides are becoming of interest in the scientific community due to their central role in 

the etiology of major diseases and their emerging role in therapeutic applications such as gene 

silencing, activation and editing. However, their lack of stability in physiological fluids, the 

existence of a multitude of biological barriers and the poor penetration into cells remain the major 

limitations for a successful clinical translation of oligonucleotides. On the other hand, engineered 

delivery systems, such as lipid-based and polymer-based nanoparticles, offer unprecedented 

opportunities for cell-specific and controlled delivery of oligonucleotides for therapeutic purposes. 

In chapter 8, different oligonucleotides are introduced, including antisense oligonucleotides, small 

interfering RNAs (siRNA) and microRNAs (miRNA). Next, the design of viral and non-viral 

delivery systems is described, focusing on polymer-based (synthetic and natural polymers) and 

lipid-based nanoparticles, including their production processes.  

A perspective on the design and characterization of nanoparticles is presented to accelerate the 

translation of basic research into clinical application of miRNA- and siRNA-delivery systems.  

Potential opportunities, current challenges and future perspectives on the design principles of 

delivery systems and the engineering of siRNA and miRNA-loaded nanoparticles for 

oligonucleotide release are discussed, and key application examples are highlighted to underline 

their therapeutic potential for effective and personalized nanomedicine. 
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Graphical abstract 9: Nanoparticles as delivery systems for oligonucleotide release. 
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Introduction 
Oligonucleotide as therapeutic strategies 

Oligonucleotides are polymers of nucleic acid with the potential to treat or manage a wide range 

of diseases. Focusing on gene silencing, splice modulation and gene activation, oligonucleotides 

expand the range of possible targets beyond what is generally accessible to conventional drugs[1]. 

Most oligonucleotide modalities interact with prevent protein translation of certain messenger 

RNA strands by binding to them, in a process called hybridization[2].  

The antisense oligonucleotides can be used to target a specific complementary (coding or non-

coding) RNA. If binding occurs, this hybrid can be degraded by an enzyme called RNase H, which 

hydrolyzes RNA, resulting in 80-95% down-regulation of mRNA expression[3]. The use of 

oligonucleotides allows for precision and/or personalized medicine approaches, as they can, 

theoretically, be designed to selectively target any gene [4]. Furthermore, it is possible to target 

patient-specific sequences or specific alleles that are causative of rare diseases. In addition to their 

ability to recognize specific target sequences via complementary base pairing, nucleic acids can 

also interact with proteins through the formation of secondary three-dimensional structures[5]. 

Although the enormous potential applications are quite intriguing for the treatment of many genetic 

diseases, the main limitation in preventing the use of oligonucleotide therapeutics is the difficultly 

in achieving an efficient delivery to target organs and tissues other than the liver. Moreover, off-

target interactions[6], [7], sequence and chemical-dependent toxicity and saturation of endogenous 

RNA processing pathways should also be carefully considered[8].  

There are several oligonucleotide-based platforms: antisense oligonucleotides, small interfering 

RNAs and microRNAs.  

Antisense oligonucleotides (ASOs) are small (~18–30 nucleotides), synthetic single-stranded 

nucleic acid polymers that modulate gene expression through several mechanisms: such as 

blocking translation and acting with RNase H or steric block [1].  

The antisense oligonucleotides bind to their mRNA transcripts and catalyzes the degradation of 

RNA by the RNase H, causing cleavage at the ASO binding site results in the destruction of the 

target RNA, thus silencing the target gene expression. Steric block oligonucleotides are ASOs 

designed to bind target transcripts with high affinity, but do not induce target transcript degradation 
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by RNase H. Instead, they can mask specific sequences within a target transcript, thereby 

interfering with transcript RNA–RNA and/or RNA–protein interactions [9]. 

Small interfering RNAs (siRNAs) are double-stranded RNA consisting of a duplex of two 21-

nucleotide RNA molecules with 19 complementary bases (base pairs) and 2 terminal nucleotides 

[1][10]. As a non-coding RNA, siRNA consists of two strands: 1) the guide or antisense strand 

that is complementary to a target, and 2) passenger or sense strand. siRNAs are recognized by 

action of the Argonaute 2 protein that degrades the sense strand as part of the RNA-induced 

silencing complex. The guide siRNA binds completely to mRNA with perfect complementarity 

causing the cleavage of the target opposite position, leading to gene silencing[11]. 

microRNAs (miRNAs) are small single-stranded non-coding endogenous RNAs and their final 

form consists of triggers that have been implicated in a multitude of physiological and 

pathophysiological processes[12]. miRNAs are composed of short sequences of nucleotides, 20–

24 nucleotides, which act in the post-transcriptional regulation of gene expression [13]. In contrast 

to siRNAs, miRNAs usually bind with partial complementarity and induce silencing via slicer-

independent mechanisms[1]. 

 

Design principles of bioartificial nanocarriers 

Achieving effective delivery of oligonucleotide therapeutics remains a major translational 

challenge. Oligonucleotides are typically large hydrophilic polyanions that do not readily pass 

through the plasma membrane (molecular weight of single-stranded ASOs is ~4–10 kDa, for 

double-stranded siRNAs and miRNAs is ~14-20 kDa) [1]. 

There are several key challenges in delivering naked oligonucleotides in vivo. When injected 

systemically, naked oligonucleotides are rapidly degraded by nucleases present in the blood, 

cleared quickly via renal excretion, leading to a short half-life in the systemic circulation[14]. 

Oligonucleotides must overcome multiple barriers, such as the vascular endothelium to reach their 

cellular target. Even there, ‘naked’ oligonucleotides are characterized by poor cellular uptake due 

to negatively charged groups of oligonucleotides, undesirable off-target or on-target effects[15], 

[16]. (Fig. 4.1a). 

Beside strategies of local delivery and chemical modifications of oligonucleotide, a research area 

that has gained increasing interest is the design of delivery vehicles, with the ability to maintain 

the stability and integrity of oligonucleotides in circulation, achieving a long-lasting therapeutic 
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efficacy[15]. An effective delivery system must successfully overcome the above-mentioned 

barriers to reach the site of action and access the biological targets. The requirements for effective 

delivery platforms are low cytotoxicity and high transfection efficiency, biocompatibility, non-

immunogenicity, biodegradability and ability to deliver the payload to a specific tissue or organ in 

a local and sustained manner[17][18]. (Fig. 4.1b). 

Numerous systems have been engineered, such as viral and non-viral vectors for oligonucleotides 

delivery [19]. (Fig. 4.2a). Several viral vectors, such as retrovirus, adenoviruses, lentiviruses and 

adeno-associated viruses have been used to deliver oligonucleotides efficiently into cells[20][21]. 

The vectors encoding small nuclear RNAs were engineered to shuttle antisense sequences into 

cells, allowing appropriate subcellular localization. The advantages of using viral vectors are their 

natural capability to enter the cells and express their own proteins, as well as their high transduction 

efficiency and sustained transgene expression, making them attractive for the delivery of 

oligonucleotides in vitro and in vivo [22]. However, the use of viruses in gene therapy may be 

limited by some factors. First, they present a low risk of genomic insertions that might lead to 

tumorigenesis. Second, viruses might cause immune and inflammatory responses. Lastly, viral 

vectors are difficult to scale up compared with non-viral vectors with low loading capacity and 

quality control[23].   

The limitations of viral vectors in clinical applications have led to the evaluation and development 

of alternative vectors based on non-viral carriers. Inorganic, polymer and lipid nanoparticles (NPs) 

as delivery systems of oligonucleotides demonstrated that non-viral carriers can also achieve 

clinically relevant efficiency with rational design and suitable modifications. These delivery 

systems reduce the degradation of miRNAs by nucleases and increase their half-life in the blood, 

can escape endosomal and/or lysosomal degradation, and deliver miRNAs to the cytoplasm or 

nuclei [19].  

NPs encapsulate oligonucleotides, thus i) shielding their charged groups and allowing their uptake 

by cells, ii) increasing their half-life by protecting the payload from degradation. The 

functionalization of NPs with cell-specific ligands allows NPs to deliver the payload to specific 

cells, thereby reducing off-target effects and preventing excessive activation of multiple gene 

targets [24].  
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Figure 4.1: Biological barriers and challenges of oligonucleotide (miRNA/siRNA) therapy. 
a) Endonucleases degrade siRNA in circulation; clearance by the phagocytic system, in particular 
the macrophages remove oligonucleotides from circulation. Tissue penetration of siRNA is limited 
by charge repulsion between the anionic oligonucleotides and vascular barrier that requires 
specific transcellular and paracellular transport mechanisms. b) Key challenges of miRNA 
delivery in vivo and potential improvements with nanoparticles system delivery. Reproduced with 
permission from a)[25] and b) [26]. 
 
 
Lipid-based nanoparticle delivery systems  

Phospholipids are the natural components that forms the cellular membrane. Lipid-based 

nanoparticles, such as liposomes, are able to interact with cells and promote cellular uptake[27], 

[28]. Due to their relative simplicity, biocompatibility and biodegradability, lipid-based NPs have 

been widely used as effective carriers of siRNA[29] and miRNA[22] in systemic delivery. LNPs 

can protect nucleic acids from enzymatic degradation and increase the oligonucleotides circulation 

half-life [30]. These lipid-NPs are formed with cationic lipids, neutral lipids and PEG-modified 

lipids, can transport hydrophobic and hydrophilic molecules with low toxicity and prolonged half-

life[31]. Spontaneous electrostatic interaction between cationic lipids [32] with negatively charged 

oligonucleotides results in an efficient packaging, protecting the payload from enzymatic 

degradation[29]. Also, the positive charge might facilitates the interaction with the opposite-

charged cellular membrane[27]. However, the use of cationic lipids might be associated with cell 

toxicity, as they can disrupt cell membrane integrity, induce cytoplasmic vacuolization, and 

instability[19], as well as interaction with negatively charged serum proteins which induce 

aggregation [33], [34]. To overcome these limitations, several strategies to reduce the cationic 

charge have been attempted. For instance, combination with neutral lipids, such as cholesterol 

(Chol), dioleoylphosphatidyl ethanolamine (DOPE) and phosphatidylcholine (PC) has been 

proposed to enhance stability and reduce the toxicity of NPs[28] [35]. Polyethylene glycol (PEG) 

modifications on the NP surface have also been implemented to increase their half-life. PEGylated 

cationic/neutral NPs have been used for delivery of miR-122 in hepatocellular carcinoma (HCC), 

achieving ∼ 50% growth suppression after 1 month [35]. Recently, successful tumor inhibitory 

effects were reported by employing a neutral lipid for the systemic delivery of synthetic miRNA 

mimics (miR-34a) [36].  
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A promising system for siRNA delivery consist of a mix of natural and artificially synthesized 

materials - DLinDMA, DSPC (1,2-distearoyl-sn-glycero-3-phosphocoline), cholesterol and PEG-

c-DMA (3-N-[ω-methoxypoly(ethyleneglyol)2000carbamoyl]dimyristyloxy-propylamine). The 

DLinDMA lipid provides the cationic surface, the DSPC stabilizes the structure and cholesterol 

stabilizes the function by controlling the slow release, uptake and premature leakage[25]. 

 

Polymer-based nanoparticles delivery systems  

Polymers represent the most widely used nanomaterial for siRNA and miRNA delivery, after 

lipids. NPs formed with polymers are colloidal spherical particles of submicron size capable of 

carrying a therapeutic agent of interest by encapsulation within their material matrix, adsorption 

or conjugation onto their surface. Moreover, NPs have many advantages, including 

biocompatibility, the ability to overcome several biological barriers, and the targeting capacity as 

previously discussed [37], [38]. With the exciting advent of stimuli-responsive biomaterials, multi-

functional NPs that change their properties upon modification of external conditions (including 

temperature or pH) have been developed for an expanding range of therapeutic applications 

[39][40]. 

The choice of the nanomaterial that constitutes the NP defines the choice of the preparation 

technique, as well as the final properties and structure of the NP. The main manufacturing methods 

for the formation of nanoparticles include solvent evaporation, nanoprecipitation, emulsification 

and salting out [41], which are briefly described below. 

Solvent evaporation: the polymer is dissolved in a volatile organic solvent, such as 

dichloromethane, chloroform, or ethyl acetate to prepare an emulsion. The emulsion is converted 

into a NPs suspension on evaporation of the solvent from the polymer, which is allowed to diffuse 

through the continuous phase of the emulsion[42]. Subsequently, NPs can be ultra-centrifuged and 

washed with distilled water to remove any additives, such as surfactants, and finally lyophilized. 

In this most widely used and conventional method, two main strategies are used for the formation 

of emulsions: the preparation of single-emulsions, e.g., oil-in-water (o/w) by homogenizing or 

sonicating a polymer solution into an external, surfactant-containing, water phase, or double-

emulsions, e.g., (water-in-oil)-in-water, (w/o)/w, typically used to encapsulate hydrophilic 

payloads[43][44].  
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Emulsification is a modification of the solvent evaporation method, which is eliminated by 

evaporation or filtration, according to its boiling point. A water-soluble organic solvent, such as 

acetone and methanol, is interfaced with an insoluble solvent, such as dichloromethane and 

chloroform. The spontaneous diffusion of the first in the second creates an interfacial turbulence 

and the formation of smaller nanocarriers. For instance, emulsion methods have been used to 

prepare monomethoxy(polyethyleneglycol)-poly(D,L-lactide-co-glycolide)-poly(L-lysine)-

lactobionic acid (mPEGPLGA-PLL-LA)[45], PLGA and poly(glycerol adipate-co-ω-

pentadecalactone) (PGA-co-PDL) NPs for miRNA delivery[46].  

Nanoprecipitation (solvent displacement method) is a widely used method for the preparation of 

NPs. It consists of the precipitation of a polymer from an organic solution and displacement of the 

semipolar solvent in an aqueous medium. The rapid diffusion of the solvent in the non-solvent 

phase results in the decrease of the interfacial tension between the two phases, leading to the 

formation of small droplets of organic solvent [41][45]. The deposition at the interface between 

water and organic solvent causes a rapid diffusion of the solvent and formation of a colloidal 

suspension. A commonly used solvent is acetone, which is miscible with water and easily removed 

by evaporation[47][20], [48]. For instance, miRNA-loaded PLGA/chitosan (PLGA/CS) NPs with 

150–180 nm size have been prepared via the nanoprecipitation method by dropwise addition of 

PLGA solution into a water solution of CS and miR-34, in the presence of Poloxamer surfactant. 

This method could achieve miR-34 high entrapment efficiency (EE) between 50% and 95%, 

depending on the amount of miR-34 in the formulation, and controlled release up to 48 hours [49].  

Salting out consists in the separation of a water-miscible solvent from an aqueous solution, by 

salting out. The polymer and the drug are dissolved in a solvent, such as acetone, then emulsified 

in an aqueous gel containing a stabilizing colloid and the salting out agent (e.g., magnesium 

chloride hexahydrate). The fast addition of water to the o/w emulsion under mild stirring reduces 

the ionic strength and leads to the migration of the water-soluble organic solvent to the aqueous 

phase inducing nanosphere formation. The salting out agent and the solvent are then eliminated by 

crossflow filtration or centrifugation [50]. 

The most frequently used materials in the design of nanosystems for oligonucleotide release are 

synthetic and natural polymers. Synthetic polymers that are regularly used include poly(lactic co-

glycolic acid) (PLGA), poly(ε-caprolactone) (PCL) and polyethyleneimine (PEI). While common 
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natural polymers are chitosan (CS) and hyaluronic acid (HA). These materials are described in the 

paragraphs below. 

 
Figure 4.2:  Viral and non-viral delivery systems for oligonucleotide release. 
a) Viral vectors (retrovirus, adenovirus and lentivirus), lipid-based Nanoparticles (NPs) and 
polymer-based NPs designed with synthetic and natural polymers. Schematic created with 
BioRender.com. 
 
Synthetic polymers 

Synthetic polymers have been examined as effective carriers for oligonucleotides release due to 

sustained release of cargo, easy modification and manufacturing. 

Polyethylenimine (PEI) is a polycationic polymers with a linear or branched structure, consisting 

of amine groups and ethylene spacer[51]. PEI chains are positively charged, able to interact 

electrostatically with the negative charges of the nucleic acids, allowing formation of complexes. 

The main advantage of the PEI-based delivery system is the rapid uptake and release (so called 

‘proton sponge effect’) of the nucleic acid within the cytoplasm through an endocytic 

mechanism[51]. PEI has been employed to deliver miR-145 and miR-33a allowing the assessment 

of the in vivo anti-tumor activity of these miRNAs in a mouse model of colonic carcinoma[52], 

miR-145 in metastatic breast cancer[53] and siRNA [54], [55]. However, there are some 

limitations associated with the PEI delivery system, such as poor biodegradability inside the cell 

due to its excessive cationic charge, that result in cytotoxicity and prevents clinical application[25]. 

In this context, several modifications were suggested to reduce the cytotoxicity and enhance the 

transfection efficiency or targeted delivery of a PEI nanocarrier. Different modifications have been 
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explored such as polyurethane-short branch polyethylenimine (PU-PEI), the poly(L-lysine)-

modified polyethylenimine (PEI–PLL) copolymer, poly(1,8-octanediocitric acid)-co-polyethylene 

glycol grafted with polyethyleneimine (POCG-PEI) and polylactic-co-glycolic acid 

(PLGA)/cetylated PEI/hyaluronic acid nanoparticles (PCPH NPs) [19][36]. NPs that are surface-

modified or based on blends of PEI and PEG have been proposed to reduce toxicity and improve 

biodistribution, such as PEI-PEG NPs to deliver miR-145[56]. 

Poly(lactic-co-glycolic acid) (PLGA) is a biodegradable, biocompatible and FDA approved 

polyester that has been widely used for drug delivery[57]. PLGA can be hydrolyzed and broken 

down into non-toxic lactic acid and glycolic acid monomers and subsequently metabolized by the 

body without any side effect[58]. Because of its ability to sustain therapeutic drug levels for 

prolonged periods of time and its capability to encapsulate and protect nucleic acids (i.e. miRNA 

and siRNA) from degradation, PLGA has been used to prepare NPs with high production 

efficiency and stable mechanical properties [59]. However, one of the few drawbacks associated 

with PLGA-based drug delivery system of oligonucleotides is the low targeting ability. In fact, the 

ester groups that compose the repeating units of PLGA have low reactivity. By varying the ratio 

between the constituent monomers, lactic and glycolic acid, the degradation rate of PLGA NPs 

can be tuned in the range from several months to years. Moreover, the PLGA-based NPs showed 

low encapsulation efficiency (<50%) for low molecular weight and hydrophilic molecules [61]. 

Surface modification of PLGA NPs, such as PEGylation, ligand decoration or functionalization 

with free carboxyl (COOH) terminals, has been widely adopted to improve the encapsulation 

efficiency and control pharmacodynamic [57], [62]. PEGylation can reduce the uptake of PLGA 

NPs by the reticuloendothelial system (RES) improving the circulation time of [63], [64] and 

enhancing tumor uptake through the enhanced permeability and retention (EPR) effect[65].  

Polylactic acid (PLA) is a biocompatible synthetic polyester produced from lactic acid. PEG-

conjugated PLA is a promising carrier for drug delivery, including oligonucleotide [66]. In PEG-

PLA polymeric micelles, the hydrophilic PEG functions as the shell and hydrophobic PLA works 

as the core, as shown with mPEG–PLA/PEI and mPEG–PLA/chitosan NPs used for siRNA 

delivery[67]. Another strategy is fabricating PEG–PLA/siRNA stealth NP systems with the 

assistance of cationic lipids. By adding the cationic lipid N,N-bis(2-hydroxyethyl)-N-methyl-N-

(2-cholesteryloxycarbonyl aminoethyl) ammonium bromide (BHEM-Chol), the siRNA 

encapsulation efficiency in PEG-PLA NPs was above 90% and the particle diameter was from 170 
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to 200 nm. In addition, this delivery system presented the ability to down-regulate gene expression 

in an orthotopic liver tumor model and to inhibit the tumor growth in a MDA-MB-435s xenograft 

tumor model following systemic administration, suggesting its potential for siRNA delivery in 

cancer therapy[68]. 

PCL (poly-ε-caprolactone) is a hydrophobic semicrystalline polymer, typically synthesized from 

the ring-opening polymerization of ε-caprolactone[69]. PCL is soluble in a large variety of organic 

solvents, and capable of forming miscible blends with a wide range of polymer. PCL nanoparticles 

can be prepared with nanoprecipitation, solvent displacement or solvent evaporation techniques. 

PCL has attracted high attention for the preparation of biocompatible NPs for nucleic acid 

delivery[26]. NPs composed of PCL are promising for their high colloidal stability, rapid cellular 

uptake, low in vitro and in vivo toxicity, and controlled release of their drug cargo. The degradation 

product of PCL is 6-hydroxyhexanoic acid, which is a natural metabolite in the human body[70]. 

An example is the PEG-peptide-PCL NPs obtained by the double emulsion method to codeliver 

miR-200c and docetaxel[71]. 

 

Natural Polymers 

Natural polymeric NPs have proven to be effective in stabilizing and protecting oligonucleotides 

from degradation. Natural polymer–based NPs enhanced the therapeutic efficacy as a result of 

prolonged systemic circulation, cellular uptake, and targeted drug delivery[72]. 

Chitosan (CS) is obtained by alkaline deacetylation of chitin and is one of the most promising 

natural polymers for nucleic acids release[72] [73]. It is a linear, biodegradable, biocompatible, 

non-cytotoxic, non-immunogenic cationic polysaccharide consisting of D-glucosamine and N-

acetyl-D-glucosamine units linked via (1–4) glycosidic bonds[74], [75]. At acidic pH (below pH 

6), the protonated amino groups of CS rapidly interact with opposite charged molecules, resulting 

in the formation of polyelectrolyte complexes with negatively charged nucleotides. This property 

led to the extensive use of chitosan for nucleic acid delivery, such as siRNA or miRNA with high 

loading efficiency[72]. For example, self-assembled CS-miRNA complexes were prepared using 

CS with a different degree of acetylation and molecular weight. The average particle diameter of 

the complexes was <200 nm, which is suitable for uptake by endocytosis to release miRNA-145 

to MCF-7 breast cancer cells [76] [77]. However, at physiological pH the charge of CS is reduced, 
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leading to reduced efficacy of complexation and interaction with serum proteins; this stability issue 

can represent a major problem for gene silencing in vivo upon systemic delivery[77], [78][72]. 

Moreover, CS NPs offer limited control over the delivery of nucleic acids because of their strong 

interaction with the loaded agent [74], which results in inefficient unpacking of the complex in the 

cytoplasm [79]. To overcome these drawbacks, hydrophobic moieties have been conjugated to CS 

to weaken the polymer/nucleic acid interaction and enhance cytoplasmic drug delivery. Lipid 

chains or negatively charged polymers, such as PLGA, have also been combined with CS to 

facilitate miRNA release[80], [81]. PEG grafting is another strategy that has been widely used to 

improve the physicochemical characteristics of chitosan-based NPs in a medium containing serum 

[82]–[84], resulting in prevented aggregation of chitosan–siRNA complexes, increased steric 

stabilization, and reduced nonspecific interactions with serum proteins [72] [84]–[86]. 

Furthermore, chitosan has often been used in combination with PLGA NPs to modify the charge 

of PLGA surface, improve targeting effects and facilitate miRNA and siRNA release[72]–[77], 

[79]. Other strategies to improve CS interaction with nucleic acids include thiolation, 

aminomethylation, cholesterol conjugation, ligand targeting and acylation[87].  

Hyaluronic acid (HA) is a hydrophilic anionic water-soluble natural polysaccharide, which can 

be recognized and internalized by cells through the CD44 receptors on their surface [88][89]. HA 

is approved by the FDA for the treatment of osteoarthritis [72]. It is a non-immunogenic, 

biodegradable and biocompatible polymer, with multiple functional groups for different possible 

conjugations. Due to its chemical versatility, HA has been extensively used to prepare NPs for the 

delivery of several drugs, including oligonucleotides[72]. Covalent grafting of HA to cationic 

polymers or lipids has been proposed to release oligonucleotides. Several researchers have 

proposed surface modification with HA to mask the positive charge of cationic NPs, to reduce the 

elimination rate and toxicity [90]. For this purpose, HA has been electrostatically attached to the 

surface of positively charged liposomes[90], [91] and calcium phosphate NPs, as well as 

chemically bound to lipids or synthetic polymers. For example, HA chemically linked to PEI and 

PEG has been used to release miRNA and DOX [92], [93] as well as siRNA[94], [95], [96]. 

Moreover, HA-decorated NPs were designed to deliver anti-KRAS siRNA to colorectal cancer 

cell models, via CD44-HA interactions, leading to suppression of unregulated tumor growth. 

Likewise, HA-NPs were used to deliver miR-145 to colon cancer cells by targeting the CD44 

receptors, suggesting the potential therapeutic success of utilizing such NPs in the clinic [26]. As 
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mentioned before, siRNA/HA complexes are harder to construct because of the electrostatic 

repulsion between negatively charged macromolecules, leading to low siRNA loading efficiency 

and stability issues. HA has been used to overcome the limitation of CS complexes that are prone 

to aggregation in the presence of serum proteins[97]. The association of siRNA with both CS 

polycation and HA polyanion is an effective strategy to overcome these problems, where CS 

ensures a strengthened siRNA binding and promotes endosomal escape, while the HA provides 

stability and lower protein adsorption [72]. 

 

Discussion 

The development of therapeutic oligonucleotides for the treatment of genetic diseases holds an 

immense potential in clinical applications. ASOs and siRNAs share important similarities as drug 

candidates. Both oligonucleotides are nucleic acids designed to modulate gene expression 

containing an antisense strand that recognizes a target mRNA. In contrast, the main difference 

between siRNAs and miRNAs is related to their potential of affecting gene expression: siRNAs 

inhibit the expression of one specific target mRNA, while miRNAs regulate the expression of 

multiple mRNAs [1] [99]. Unlike miRNAs, siRNAs bind sequences with perfect or nearly perfect 

complementarity. Beside their slightly different structures, all oligonucleotide strategies have 

some limitations that have affected their translation in terms of efficacy, stability, and specificity 

in body circulation[25]. To maximize the benefits of siRNA and miRNA therapeutics in humans, 

several challenges still need to be overcome, mainly linked to efficient delivery. One possibility is 

the use of viral vectors, which have demonstrated promising results[21][100]. In spite of this, 

several limitations are associated with viral vectors, including carcinogenesis[101] and 

immunogenicity[102]. To address the issues, new delivery systems have been developed to 

enhance targeting efficacy and reduce off-target effects of the encapsulated payload[100]. 

Lipid-based systems are widely used for oligonucleotide release due to their similarity with the 

cell membrane. However, one common limitation is cell toxicity, since lipids can disrupt integrity 

of the cell membrane, induce cytoplasmic vacuolization and interact with negatively charged 

serum proteins, resulting in aggregation [31]. To avoid such issues, conjugation with neutral lipids 

or polymer can increase their stability and reduce non-specific targeting effects[30]. 
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In addition, nanostructured delivery systems provide unique advantages, such as protection against 

premature degradation and improved interaction with the biological environment. They also offer 

the possibility of increasing tissue uptake, extending therapeutic half-life, improving cellular 

internalization, and facilitating transport to the cytoplasm of target cells[25].  

Polyester-based NPs, such as PLGA, PCL and PLA have also been extensively studied for siRNA 

delivery for their excellent biocompatibility and biodegradability, hydrolysis and enzymatic 

activity[103]. Polyesters are usually conjugated with positively-charged polymers to promote 

miRNAs and siRNAs encapsulation and reduce particle aggregation due to electrostatic repulsion. 

On the other hand, a cationic NP surface can induce non-specific interactions with negatively 

charged groups of plasma proteins, vessel endothelium and blood cells. These undesirable 

interactions can make the NPs unstable, alter biodistribution and/or promote clearance in vivo. 

Shielding agents such as PEG are used to prevent non-specific interactions[86]. Moreover, 

synthetic polymers, in comparison with natural polymers, have the advantage of sustaining the 

release of the encapsulated therapeutic agent for a period ranging from days to several weeks, but 

are generally limited by the use of organic solvents and relatively harsher formulation 

conditions[50][58]. Natural polymers, such as CS and HA have also been used to deliver 

oligonucleotides due to their properties such as biocompatibility, biodegradability and non-

immunogenicity. First, positively charged CS can interact with siRNA and miRNA to form stable 

complexes. These strong electrostatic interactions help protecting oligonucleotides from 

degradation, but may also limit their release. Combination between CS or HA with synthetic 

polymers, such as PLGA or PLA can enhance the release of miRNA and siRNA, by reducing the 

surface charge. 

The establishment of therapeutic delivery systems for the release of oligonucleotide in specific 

organs or tissues will likely involve more chemical modification, combined with 

conjugation/complexation strategies that confer predictable pharmacokinetic and 

pharmacodynamic properties and well-understood mechanisms of action [15]. In this manner, 

therapeutic applications of oligonucleotide will rapidly evolve to extend the range of possible 

pharmaceutical targets and provide solutions for unmet clinical needs [2], [32], [104].  
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Conclusion 
Despite its potential in genetic therapies, many challenges are still associated with the clinical use 

of oligonucleotides such as: low stability and lack of specificity, rapid degradation, low cell uptake 

and off-target effects[14]. To overcome these limitations, several delivery systems have been 

engineered. In this chapter, the design of bioartificial systems for oligonucleotide delivery was 

described, focusing on carriers made of lipids, synthetic and natural polymers. 

Furthermore, some of the recent applications of NPs as miRNAs and siRNAs carriers were 

reviewed and the potential applications that may benefit from miRNA-based therapies were 

highlighted. The most promising carriers appeared to be those based on lipids and polymers, by 

virtue of their efficacy and reduced toxicity. Future work should focus on optimizing the design 

of the nanocarrier, exploring chemical modifications that have not yet been tested and combining 

the advantages of different polymeric materials to obtain highly efficient and biocompatible hybrid 

nanosystems. Although many challenges remain, such as safe selection of oligonucleotide 

sequences and massive production [98][105], [106], further development of oligonucleotide 

delivery carriers that are simultaneously safe and effective will be decisive for the success of the  

application of oligonucleotide-based therapies[45].  
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Chapter 9 - Bioartificial PLGA-Chitosan nanoparticles 
for miRNA and siRNA release 
 

Abstract  
 
Oligonucleotides, including siRNA and miRNA, have enormous potential for the treatment of a 

number of diseases, including cancer, neurodegenerative diseases and tissue regeneration. 

However, lack of stability in physiological fluids and poor cell penetration represent two main 

limitations for their clinical translation.  

In this chapter, bioartificial polymeric nanoparticles (NPs) based on chitosan (CS) and poly(lactic-

co-glycolic acid) (PLGA) were prepared by nanoprecipitation for oligonucleotide release. As 

model oligonucleotides, siRNA and miRNA negative controls were encapsulated. CS/miRNA 

complexes and PLGA/CS/miRNA formulations were prepared with different N:P ratio (ratio 

between amino groups (N) of CS and phosphate groups (P) of oligonucleotides), by varying the 

CS amount in each formulation and maintaining miRNA constant. They were characterized for 

their hydrodynamic size and zeta potential by dynamic light scattering, production yield by 

gravimetric analysis, entrapment efficiency and oligonucleotide release by fluorometric analysis. 

Such characterizations allowed to select CS/miRNA complexes formulation with N:P ratio of 8 

allowing sufficiently strong interactions for the formation of CS/miRNA complexes without 

hindering miRNA release. To obtain more stable NPs formulation, PLGA/CS/miRNA NPs were 

prepared having a hydrodynamic size of around 150 nm (0.1 PDI) and a surface charge increasing 

from -20 mV to +30 mV as a function of CS amount, efficiently encapsulating ~90% of their cargo.  

In a second phase of the work, PLGA/CS/miRNA NPs were stabilized by the use of Tween 80 (T) 

emulsifier, which can help reducing the formation of protein corona, increasing NP stability over 

time. With the addition of Tween 80, PLGA/CS/miRNA/T formulations were stable with size 

ranging between 150-250 nm in water and serum-containing media.  

Cell viability assay was performed on human umbilical vein endothelial cells (HUVECs) after 24 

and 48 h, demonstrating cytocompatibility of PLGA/CS/miRNA NPs, in the range 0.25 - 0.5 

mg/ml concentration. Flow cytometry analysis of cells (HEK 293T, HUVEC, COST, Karpas299) 

treated with NPs encapsulating Fluorescein amidites (FAM)-labelled miRNA or CY3-labelled 
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siRNA controls revealed high level of transfection efficiency, comparable with lipofectamine-

based NPs (LIPO), after 24 h. PLGA/CS/siRNA NPs containing siRNA targeting the anaplastic 

lymphoma kinase (ALK) showed higher cytotoxicity in COST and Karpas299 compared to LIPO 

systems. Immunofluorescence analysis also confirmed NPs internalization by HUVECs and HEK 

293 T cells. This work showed preliminary evidence that PLGA/CS NPs represent promising 

candidates for the encapsulation and release of miRNAs and siRNAs needing further investigation 

with therapeutic payloads in microphysiological systems and preclinical in vivo models. 

 
Graphical abstract 10: Uptake and cytosolic release of bioartificial PLGA-Chitosan 
nanoparticles for miRNA and siRNA release.  

Schematic created with biorender.com 
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during a research period at CERMS for the doctoral candidate. 

The last experiments were performed in David A. Barbie Laboratory at the Dana-Farber Cancer 

Institute (DFCI), Harvard Medical School, Boston, during an exchange period at DFCI for the 

doctoral candidate. 
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Introduction  
Oligonucleotides, including siRNA, miRNA and synthetic cyclic dinucleotides, have enormous 

potential for the treatment of a variety of diseases, including cancer, and neurodegenerative 

disorders, as well as applications in tissue regeneration [26].  

However, several impairments have yet to be overcome, including their lack of stability in 

physiological fluids, and poor cell penetration, before their effective clinical translation, as 

discussed [1] [5][107]. In addition, the delivery of oligonucleotides is impaired by many barriers 

present at different level. One possible strategy is to design nanocarriers, such as polymer 

nanoparticles (NP), that not only have great potential to improve cellular uptake but also may 

reduce miRNA- and siRNA-related toxicities, preventing off-target effects and improving 

pharmacokinetic profiles of miRNA- and siRNA-based therapeutics [108].  

Here we designed bioartificial polymeric nanoparticles (NPs) for oligonucleotide encapsulation, 

based on chitosan (CS) and poly(lactic-co-glycolic acid) (PLGA), prepared by nanoprecipitation. 

CS is derived from deacetylation of chitin and is one of the most promising natural polymer for 

nucleic acids release[72], [75]. The positively charged amino groups of CS are able to interact 

electrostatically with the negatively charged phosphate groups of oligonucleotides (e.g. miRNA, 

siRNA), forming complexes[77], [78]. PLGA, a biocompatible and biodegradable polymer (FDA-

approved) was selected to confer stability to NPs, shielding the payload from degradation, 

increasing intracellular delivery and reducing cytotoxicity [103][57].  

In Chapter 9, evaluation of different ratios between the amino groups (N) in chitosan and the 

phosphate groups (P) in the oligonucleotides were studied. Moreover, one aim of this study was to 

determine an optimal N:P ratio that allows sufficiently strong interactions for the formation of 

CS/miRNA complexes without hindering miRNA release. The physicochemical properties (size, 

zeta potential) of CS/miRNA complexes were characterized. Then, PLGA was included in the 

formulation to produce a more stable nanocarrier system. 

PLGA/CS/miRNA NPs systems encapsulating miRNA and siRNA were characterized, including 

morphological studies with scanning electron microscopy (SEM). NPs were further stabilized by 

the use of Tween 80 (T) emulsifier, which can help reduce the formation of protein corona. 

Cytotoxicity and transfection efficiency were evaluated using different cellular models: HEK 
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293T, human umbilical vein endothelial cells (HUVEC) and anaplastic large cell lymphoma cells 

(ALCL), in particular COST and Karpas299 lines. 

 

Material and methods 
Materials and reagents 

Poly (D,L-lactide-co-glycolide) acid terminated (PLGA-COOH) 75:25 (MW = 4000-15000 g/mol) 

was purchased from Sigma Aldrich-USA and Sigma Aldrich-Germany respectively. Chitosan was 

purchased from Heppe Medical Chitosan (Halle, Germany). NegmiR (miRVana™ miRNA 

Mimic) and fluorescently labelled miRNA (Ambion mirVana miRNA mimic, FAM-labelled, 

4464073), siRNA (Silencer™ Cy™3-labeled Negative Control No. 1, AM4621) siRNA-ALK 

(Silencer® Pre-designed siRNA, ALK, siRNA ID 147308, Human, 5nmol, AM16708) were 

purchased from Thermo Fisher and Life Technologies. Milli-Q and deionized water were produced 

by a Millipore water purification system (Millipore Corporation).  

 

Fabrication process of bioartificial nanoparticles 

PLGA/CS nanoparticles formulations were fabricated by nanoprecipitation process [41]. CS was 

purchased from Heppe Medical Chitosan (Halle, Germany) with a deacetylation degree higher 

than 92.6% and Mw from 100 kDa to 250 kDa determined by gel permeation chromatography, as 

previously demonstrated [109]. The CS solution in water (final concentration, 60 μg/mL) was 

prepared starting from a 3.6% (w/V) CS solution in 0.2 M HCl (Sigma Aldrich, Milan, Italy), by 

stirring the CS powder in 0.2 M HCl for 24 hours and stored at 4 °C to reach pH ~6. 

MiRNAs or siRNAs were stored at -80 °C and thawed on ice, then, 10 µL of miRNAs or siRNAs 

(100 µM, 1 nmol) were added in the 2.5 mL of CS solution. By keeping the same miRNA amount, 

the amount of chitosan was varied consequently (CS μg/ml: 5.5, 13.6, 23.5, 38.9, 62.3, 116.8) in 

order to have the different N:P ratios (0.7; 1.75; 3; 5; 8; 15). The solution was stirred for 15 min 

to allow CS/miRNA or CS/siRNA complexes formation. 1 mL of 1.5 mg/ml PLGA-COOH 

(previously reconstituted in acetone) was added dropwise into chitosan solution contained either 

miRNA or siRNA. PLGA-COOH was included in the blend formulation with a composition rate 

of PLGA/CS ratios of 99% w/w. After stirring for additional 15 min, NPs solutions were 



 239 

centrifuged at 4000 rpm for 10-12 min using centrifugal filters (Millipore Sigma Amicon® Ultra-

15 Centrifugal Filter Unit, 10 KDa cut-off, #UFC901024). Centrifugation was repeated 3 times 

adding water to wash NPs. NPs solution was stored at 4 °C until use (Fig. 4.3), obtaining 

PLGA/CS/miRNA or PLGA/CS/siRNA with a final volume of 1000 µL. 

As control condition, NPs were generated using lipofectamine (Lipofectamine™ 2000 

Transfection Reagent, 11668019) (LIPO). Briefly, 1 µL of miRNA or siRNA (100 µM, 100 pmol) 

is diluted in 50 µL opti-MEM (Opti-MEM™ I Reduced Serum Medium, 11058021), while 1 µL 

of lipofectamine (Lipo) is diluted in 50 µL opti-MEM to 1:1 ratio (oligonucleotide, lipo). After 5 

min incubation at room temperature, 100 µL of LIPO containing miRNA or siRNA are added to 

cells plated in 6 well plate containing 600 µL of opti-MEM with a final concentration of 142 nM. 

Similarly, 100 µL of PLGA/CS/miRNA or PLGA/CS/siRNA are added to cells plated in 6 well 

plate containing 600 µL of opti-MEM with a final concentration of 142 nM. 

 
 

Figure 4.3: Fabrication process of complexes and nanoparticle (NPs) delivery systems. 
a) Schematic representation of PLGA/CS complexes and PLGA/CS/miRNA Nanoparticle 

preparation by nanoprecipitation process Schematic created with Biorender.com. 
 

Size and zeta potential by dynamic light scattering (DLS) 

Dynamic Light Scattering (DLS, Litesizer™ 500, Anton Paar, USA) was used to measure NPs 

dimensions (size), polydispersity index (PDI) and zeta potential. Complexes and NPs stability have 

been studied in water and DMEM (with FBS). Several different time points were considered for 

measuring size and zeta potential (day: 0, 1, 3, 5, 7, 9, 14). Complexes and NPs were incubated at 

37°C to reproduce the physiological temperature. NPs were analyzed by 3 technical replicate 

measurements repeated on 3 different batches of NPs. 
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Morphological characterization: scanning electron microscopy (SEM) 

The morphological characterization of the nanoparticles was performed using a Scanning Electron 

Microscopy (SEM). Before analysis, samples were placed on aluminum stabs and sputter-coated 

with gold, using an Agar Auto Sputter Coater. The following parameters were fixed: execution 

time of 50 s with a 30 mA deposition current. The coated samples were then imaged with a 

scanning electron microscope (LEO 435VP). Samples were analyzed with 1000x, 2000x and 

5000x magnification at a working distance of 15 mm and a voltage of 20 kV. 

 

Entrapment efficiency and payload release 

Entrapment efficiency (EE) of miRNA in NPs was studied using an Invitrogen Qubit 4 

Fluorometer (Thermo Fisher Scientific, US) and its dedicated analysis kit, the Qubit microRNA 

buffer (Thermo Fisher Scientific, US), used according to manufacturer’s protocol. Briefly, 20 μL 

of the supernatant from NPs solution were mixed with 180 μL of the buffer reagent, allowed to 

react for 5 min, and analyzed. Qubit returns miRNA concentration (ng/mL) in the supernatant (i.e. 

the non-encapsulated miRNA). The entrapment efficiency was calculated using the following 

formula: 

 

𝐸𝐸𝐸𝐸 (%) =
(µ𝑔𝑔 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 −  µ𝑔𝑔 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓)

µ𝑔𝑔 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
∗ 100 

 

The payload release was evaluated for 14 days. Samples were incubated at 37°C in incubator. For 

each time point, NPs solutions were centrifuged at 15000 rpm in order to create a pellet and 500 

μL of supernatant was withdrawn and analyzed with Qubit 4 Fluorometer (Thermo Fisher 

Scientific, US) to study the miRNA released. 500 μL of deionized water were added to the NPs 

solution. 
 

Production yield  

The production yield was quantified by gravimentric analysis. Briefly, yield is the ratio between 

the final weight amount of material obtained after freeze-drying process of the NPs over the total 
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weight amount of starting materials (polymers) employed in the protocol. The Yield (Y) in 

percentages has been obtained using the following formula:  

 

𝑌𝑌(%) =
𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡 𝑁𝑁𝑁𝑁𝑁𝑁

𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝑡𝑡 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
∗ 100 

 

Cell culture 

Human umbilical vein endothelial cells, HUVECs (Lonza, C2519AS) were cultured in vascular 

medium (VascuLife, VEGF Endothelial Medium Complete Kit, #LL-0003) HUVECs were chosen 

as microvascular barrier model and were previously used 3D Microphysiological models of tumor-

vascular interactions in KRAS/LKB1 Non-Small Cell Lung Cancer and ALK+ ALCL (section III, 

Chapter 6). HEK 293T were cultured in DMEM. HEK 293 T cells were chosen as model for 

transfections, as previously reported, this cell line is used for lentivirus production after 

transfection (section III, Chapter 6 and 7, Genetic engineering and CRISPR/Cas9 systems). 

Anaplastic large cell lymphoma (ALCL) cells COST was kindly provided by Dr. Lamant 

(Toulouse, France), and Karpas 299 were obtained from DSMZ (German collection of 

Microorganisms and Cell Cultures), were cultured in RPMI (RPMI-1640 Media, Thermo Fisher 

11875093). ALCL were chosen as tumor target cells and were previously used 3D 

Microphysiological models of ALCL-vascular interactions model (section III, Chapter 7).  

Human umbilical vein endothelial cells, HUVECs (Lonza, C2519AS) were cultured in vascular 

medium (VascuLife, VEGF Endothelial Medium Complete Kit, #LL-0003). HEK 293T were 

cultured in DMEM. Anaplastic large cell lymphoma (ALCL) cells COST was kindly provided by 

Dr. Lamant (Toulouse, France), and Karpas 299 were obtained from DSMZ (German collection 

of Microorganisms and Cell Cultures), were cultured in RPMI (RPMI-1640 Media, Thermo Fisher 

11875093). 

 

Cell viability assay 

Cell viability assays were performed using the CellTiter-Glo (Promega) according to 

manufacturer’s instructions. Briefly, HUVECs were seeded into white walled 96-well plates (3 

wells/sample at a density of 2000 cells/well). After 24h, cells were treated with increasing 
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concentrations of NPs (0.25, 0.50 mg/mL) and incubated for 24 h and 48 h. CellTiter-Glo reagent 

was added to each well and luminescence output data were taken at 24 and 48 h from GloMax-

Multi Detection System (Promega). 

 

Flow cytometry 

293T cells, HUVEC and ALCL cells (COST and Karpas299) were treated with 50 µg/mL of 

solutions containing PLGA/CS/miRNA and PLGA/CS/siRNA NPs for 24h. siRNA controls were 

Cyanine-3 (CY3)-labelled (Silencer™ Cy™3-labeled Negative Control No. 1, AM4621) 

visualized in the R-phycoerythrin (PE) channel, (Exitation-Max 496 nm, Emission-Max 578 nm), 

and carboxyl fluorescein (FAM)-labelled miRNA (Ambion mirVana miRNA mimic, FAM-

labelled, 4464073), visualized in the FITC channel (Exitation-Max 494 nm, Emissio-Max 520 

nm). After washing with PBS, cells were resuspended in PBS containing 2% FBS and analyzed 

on a LSRFortessa flow cytometer (Becton Dickinson, Franklin Lakes, NJ). Levels were compared 

with untreated cells. 20000 events were collected for each sample.  Mean fluorescence intensity 

(MFI) was normalized to untreated controls and quantified. The data analyses were performed 627 

with FlowJo software (TreeStar). 

 

Statistical analysis 

All data are plotted as mean ± SD. Sample size (n) is equal to 3 technical or biological replicates 

or otherwise stated. Unpaired student’s t-test was used for significance testing between two 

conditions. One-way ANOVA with pairwise comparisons by the Tukey post-hoc test was used to 

determine whether three or more data-sets were statistically significant. Statistical analysis was 

performed using PRISM8 (GraphPad software). P values less than 0.05 were considered 

significant, **** P <0.001, *** P <0.001,  ** P <0.01, * 0.01< P <0.05.  
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Results  
As model oligonucleotides, miRNA (NegmiR, negative control) and  siRNA  (Cy3-labeled 

negative Control) were considered for NP design. In this Chapter, initially different CS/miRNA 

complexes were studied in order to select a range of optimal N:P ratios of amino groups (N) in 

chitosan to phosphate groups (P) in the oligonucleotides, based on physicochemical 

characterization (hydrodynamic size, zeta potential) (N:P ratio from 0.7 to 15). Then, stability 

studies were performed for CS/miRNA complexes with preselected N:P ratios (from 3 to 8) by 

their incubation in deionized water (unless specified) for different time points (from day 0 to day 

14, specified in each experiment). In parallel, PLGA-COOH (referred as PLGA) was included in 

the blend formulation with a composition rate of PLGA/CS ratios of 99% w/w.  PLGA/CS/miRNA 

NPs with preselected N:P ratios (from 3 to 8) were prepared by simple nanoprecipitation and again 

physicochemical characterization (hydrodynamic size, zeta potential) was performed, allowing 

further refinement in the optimal range of N:P ratio (5 and 8). The stability of PLGA/CS/miRNA 

NPs with such N:P ratios were further characterized for their stability (by their incubation in 

deionized water and DMEM), encapsulation efficiency, miRNA release kinetics, production yield. 

Such tests allowed the selection of one optimal PLGA/CS/miRNA formulation. 

Finally, dose-dependent biocompatibility and transfection ability were characterized by loading 

non-conjugated or fluorescently labelled oligonucleotides (FAM-NegmiR and Silencer™ Cy™3-

labeled Negative Control). Finally, the problem of NP aggregation in serum containing media was 

addressed. 

 
Physicochemical characterization of complexes and miRNA-loaded NPs 

 
CS/miRNA and PLGA/CS/miRNA were prepared to encapsulate oligonucleotides (miRNA and 

siRNA). PLGA/CS NPs were prepared as control (Fig. 4.4a). First, physicochemical properties of 

CS/miRNA complexes with different N:P ratio (0.7, 1.75, 3, 5, 8, 15, i.e. positive to negative 

charge ratio) were analyzed. Different N:P ratio were obtained by keeping constant the miRNA 

amount, by varying the amount of CS. In all these preliminary experiments, CS/miRNA complexes 

were in deionized water solutions. By progressively adding positively charged CS to the 

formulation, the size of CS/miRNA complexes increased from 170±11 nm to 450± nm and 600 ± 

nm with increasing N:P ratio from 0.7 to 5. For CS/miRNA complexes with N:P ratio of 8 and 15, 
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the hydrodynamic size decreased to 270 ± 71nm and 290 ± 63nm, respectively. As expected, the 

zeta potential of CS/miRNA complexes increased as a function of N:P ratio. All zeta potential 

values ranged between 3 mV for N:P ratio of 0.7 to 35 ± 3 mV for N/P ratio of 15 (Fig. 4.4b, c).  

Then, the PLGA/CS/miRNA NPs were formed by dropping the same amount of PLGA-COOH 

solution into the solution containing CS/miRNA complexes. Similarly, the zeta potentials of 

hydrodynamic size of PLGA/CS/miRNA with different N:P ratio were evaluated. The addition of 

PLGA-COOH into the solution containing CS/miRNA complexes of several N:P ratio resulted in 

the formation of NPs with a size between 170 to 270 nm (PDI<0.25), slightly lower than 

CS/miRNA complexes (Fig. 4.4d). The zeta potential was negative with values of -20 and -2 mV 

for NPs with 0.7 and 3 N:P ratios, respectively, while it shows positive values for NPs with 5 to 

15 N:P ratios (5 to 25 mV). This behavior might be attributed to the progressively higher amount 

of CS with increasing N:P ratio. Particularly, at low N:P ratio (0.7 to 3), CS amount was probably 

not enough to cover the entire NP surface or it was encapsulated within PLGA nanoparticles (Fig. 

4.4e). At higher N:P ratio, CS coated the NP surface, with a consequent increase in zeta potential, 

without significantly modifying the final NP size, suggesting that CS/miRNA was present on the 

surface of the PLGA NPs.  

Then, the yield of PLGA/CS/miRNA NPs preparation process was evaluated, calculating the ratio 

between the final NPs weight over the weight of materials used for NP production (Fig. 4.4f). The 

yield reached 62±15% for NPs with N:P ratio of 8, while it was around 38-45% for the other 

formulations.  

NPs with N:P ratio of 0.7 and 1.75 and 15, were not further considered for additional analyses, due 

to their low zeta potential (N:P ratio of 0.7 and 1.75) or reduced yield (N:P ratio of 15). On the 

other hand, subsequent analyses were performed on NPs with N:P ratio of 3, 5 and 8, having 

increasing yield and zeta potential.  

Stability studies (in terms of size and zeta potential) of CS/miRNA complexes with N:P ratio of 3, 

5 and 8 were then performed up to 9 days (Fig. 4.4g). The samples were incubated at 37 °C to 

reproduce the physiological condition. The aim was to select a formulation with proper N:P ratio, 

allowing interactions between CS and miRNA to form stable complexes, without affecting miRNA 

release. CS/miRNA size were unchanged on day 1 for all three complexes. On day 3, CS/miRNA 

size increased for complexes with N/P ratio of 3 (728±252 nm), exceeding 1 μm on day 5-9. 

Therefore, complexes with N:P ratio of 3 were only stable up to 2 days incubation at 37°C, 
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probably due to weak interactions between CS and miRNA. In contrast, complexes with N/P ratio 

of 5 were stable, showing a size range of 250-430 nm. Complexes with N/P ratio of 8 were also 

stable up to day 5 (250 nm-470 nm), but their size reached 1.2 μm on day 7-9. 

Likewise, complexes with N:P ratio of 3 showed a stable zeta potential for the first three days 

(16±6 mV), followed by a progressive decrease over time, reaching -6±4 and -10±4 mV after 7 

and 9 days, respectively (Fig. 4.4h). Complexes with N:P ratio of 5 and 8 showed a stable zeta 

potential of around 24 mV which slightly decreased to 12±2 mV after 9 days, remaining positive. 

In summary, complexes with N:P ratio of 3 were only stable for 2 days. On the other hand, 

complexes with N:P ratio of 5 and 8 were stable for 9 days and 5 days, respectively. Based on this, 

complexes with N:P of 5 and 8 were selected for further characterization. 

Then, the stability of bioartificial PLGA/CS/miRNA NPs (N:P ratio of 5 and 8) was studied for 14 

days, at 37°C. In this case, NP size was ~200 nm and appeared stable for up to 3 days. After 5 

days, the nanoparticles with N:P ratio of 5 increased in size, reaching a size value of 1.2±0.6 μm, 

while NPs with N:P ratio of 8 remained stable for up to 5 days (170±28 nm), then their size 

increased to 1.8 μm at 7 and 14 days (Fig. 4.4i).  

For NPs with N:P of 5, zeta potential was positive (20-30 mV) and stable up to 3 days, then it 

decreased and became negative after 5 days incubation (-4±1.5 mV), and kept constant up to 14 

days incubation.  

NPs with N:P ratio of 8 showed a positive Zeta potential of 25-38 mV up to 5 days, then decreased 

and reached a negative zeta potential value of -9±4 mV after 7 days (Fig. 4.4l). 

These results suggested that PLGA/CS/miRNA NPs with N:P 5 and 8 probably released CS and 

miRNA from day 3-7 and day 5-7, respectively, further suggested by the inversion of zeta potential 

while the size of NPs increases, as data reported in Fig. 4.4i and Fig. 4.4l. Changes in 

hydrodynamic size and zeta potential in these two-time intervals suggested CS and miRNA release 

and aggregation phenomena. 
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Figure 4.4: Physicochemical characterization of complexes and nanoparticles (NPs).  
a) Schematic of chitosan-miRNA (CS/miRNA) complexes and PLGA/CS/miRNA nanoparticles 
(NPs). b) Hydrodynamic size, Polydispersity index (PDI) and c) zeta potential of chitosan-miRNA 
(CS/miRNA) complexes at different ratios of amino groups (N) in chitosan over the phosphate 
groups (P) in the oligonucleotides (N/P ratio: 0.7, 1.75, 3, 5, 8, 15), N/P ratios at day 0, after 
preparation. d) Hydrodynamic size and PDI, e) zeta potential and f) yield of the production 
process of PLGA/CS/miRNA NPs at different N/P ratios: 0.7, 1.75, 3, 5, 8, 15) at day 0. g) 
Hydrodynamic size and h) zeta potential of CS/miRNA complexes with different N/P ratios (3, 5, 
8) after incubation in deionized water for different days (0, 1, 3, 5, 7, 9) and at 37 °C to study 
stability. i) Hydrodynamic size and l) zeta potential of PLGA/CS/miRNA with different N/P ratios 
(5 and 8) incubated in deionized water  for different days (0, 1, 3, 5, 7,14) at 37 °C, to study their 
stability. 

 

Entrapment efficiency, payload release and morphological characterization  

 Entrapment efficiency (EE) of PLGA/CS/miRNA NPs with 5 and 8 N:P ratio efficiently 

encapsulated ~90% of their cargo. Effective entrapment efficiency can positively influence in vitro 

cell transfection and in vivo therapeutic response (Fig. 4.5a).  

The release kinetics of miRNA from NPs was studied by incubating them at 37°C in deionized 

water for different time intervals up to 14 days. At each time step, the supernatant containing the 

released miRNA was separated from NPs by centrifugation and miRNA was quantified by Qubit 

fluorometer using miRNA assay kit. Then, the NPs were supplemented with fresh water/medium, 

resuspended and incubated at 37 °C. The advantage of this method is the low amount of NP 

samples requested and the simple analytical equipment. NP release study showed that NPs with 

N:P 8 have a very low release after 2 h and 5 h (< 7%) and no significant release (<10%) after 5 

days. The payload release only started to be significant after 7 days, reaching 33±8% at 7 days, 

68±5% at 9 days and 70±4 % after 14 days (Fig. 4.5b).  

On the contrary, NPs with N:P ratio of 5 did not significant release any amount of entrapped 

miRNA, showing 11±1% release after 14 days. These results are in agreement with the previous 

data obtained during the stability study for CS/miRNA complexes and NPs. In fact, although the 

NPs with N:P ratio of 5 showed instability after 5 days incubation (Fig. 4.4i), their respective 

complexes remained stable for 9 days (Fig. 4.4g). Therefore, the interaction between CS and 

miRNA was probably strong and hindered significant miRNA release. On the contrary, NPs with 

N:P ratio of 8 and their complexes were instable after 7 days incubation (Fig. 4.4i), allowing 
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miRNA release (Fig. 4.5b). Overall, the performed analyses allowed the selection of 

PLGA/CS/miRNA with N:P ratio of 8. Morphology of such NPs (N:P ratio of 8) was characterized 

by SEM, showing their spherical shape, and uniform nanometric size (Fig. 4.4c). 

 
Figure 4.5: Physicochemical and morphological characterization of nanoparticles (NPs) and 
viability assay. 
a) Entrapment efficiency (EE) of miRNA within NPs with different N:P ratios and b) percentages 
of miRNA release over 336 hours (14 days) from NPs with different N:P ratios. c) Morphological 
analysis by scanning electron microscopy (SEM) of PLGA/CS/miRNA NPs at 1000 and 10 µg/mL 
d) Viability assay in 2D culture of HUVECs with 0.0, 0.25 and 0.5 mg/mL of PLGA/CS and 
PLGA/CS/miRNA NPs after 24 and 48h.  
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Biological characterization and transfection efficacy of miRNA and siRNA- 
loaded NPs  

To evaluate cellular cytotoxicity and biocompatibility of this delivery system, 2D in vitro cell 

culture tests were performed. The viability assays with HUVECs showed the biocompatibility of 

PLGA/CS NPs after 24 and 48 h (Fig. 9b). Cell viability slightly decreased in a dose-dependent 

manner (from 0 to 0.5 mg/mL), but always above 70% viable even at the highest doses (0.5 

mg/mL) after 48 h (Fig. 4.5d). 

In order to widen the application of designed PLGA/CS NPs to siRNA delivery, their biological 

outcomes were compared to those of commercially available lipofectamine (LIPO) based 

lipoplexes. Hence PLGA/CS/siRNA, PLGA/CS/miRNA, LIPO/miRNA and LIPO/siRNA NPs 

were prepared and characterized (Fig. 4.6a). PLGA/CS NPs were prepared with the selected N:P 

ratio of 8.  Initial miRNA and siRNA concentrations utilized in the following experiments were 

identical. Assuming that the NPs and LIPO EE% is equal to 90%, The final concentration of NPs 

and LIPO is also comparable (for 6 well plates, 50 µL of NPs or LIPO solution were used, 142 nM 

siRNA final concentration). Results showed that PLGA/CS, PLGA/CS/miRNA and 

PLGA/CS/siRNA were monodisperse (< 0.2 PDI) with 150 nm hydrodynamic size, evaluated in 

deionized water.  On the contrary, LIPO/miRNA and LIPO/siRNA NPs were polydisperse with 

higher hydrodynamic size in the micrometer range (1-1.2 µm), measured in deionized water (Fig. 

4.6b). Zeta potential was positive for PLGA/CS based NPs, including PLGA/CS/miRNA and 

PLGA/CS/siRNA NPs (10-30 mV), while LIPO based NPs showed a negative zeta potential (-47 

mV) (Fig. 4.6c). Moreover, immunofluorescence images of cells (293 T cells and HUVECs) 

treated with 50 µg/mL NPs encapsulating Cyanine-3 (CY3)-labelled siRNAs (PLGA/CS/siRNA), 

showed in red, were acquired using a fluorescence microscope. F-Actin was stained with 

Phalloidin (green) while nuclei were stained with DAPI (blue). Interestingly, the images showed 

that the NPs were internalized by the cells after 24h (Fig. 4.6d, e).  
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Figure 4.6: Transfection efficiency of siRNA- and miRNA-loaded nanoparticle (NPs). 
a) Schematic representation of PLGA/CS/siRNA NPs. b) Hydrodynamic size, PDI and c) zeta 
potential of PLGA/CS, PLGA/CS/miRNA and PLGA/CS/miRNA compared to LIPO/miRNA and 
LIPO/siRNA lipoplexes. d) Immunofluorescence images of NPs (50 µg/mL) containing Cyanine-3 
(CY3)-labelled siRNAs (PLGA/CS/siRNA, red) uptake by 293 T cells and e) HUVEC. Scale bars 
indicate 100 µm. Nuclei are stained with DAPI and visualized in blue, F-actin is stained with green 
phalloidin. f) Transfection efficiency of PLGA/CS (NPs ctrl), PLGA/CS/siRNA and LIPO/siRNA 
(PE channel) and g) PLGA/CS, PLGA/CS/miRNA and LIPO/miRNA (FITC channel), measured by 
flow cytometry on 293 T cells, after 24h incubation. h) Transfection efficiency of PLGA/CS (NPs 
ctrl), PLGA/CS/siRNA and LIPO/siRNA (PE channel) and i) PLGA/CS, PLGA/CS/miRNA and 
LIPO/miRNA (FITC channel) measured by flow cytometry on HUVECS after 24h incubation. 
Tables indicate percentages (%) of PE-A (siRNA) or FITC-A (miRNA) positive cells. Median 
fluorescent intensity (MFI) of PE-A (siRNA) or FITC-A (miRNA) are indicated. 
 
To confirm NPs internalization, flow cytometry of cells (293T cells, HUVECs) treated with NPs 

encapsulating FAM-labelled miRNA or CY3-labelled siRNA revealed high transfection 

efficiency. 293T cells are commonly used for lentivirus generation and represent a positive control 

for transfection efficiency. Indeed, PLGA/CS/siRNA NPs showed similar transfection efficiency 

compared to commercial LIPO/siRNA lipoplexes in 293 cells (Fig. 4.6f, g). Instead, the 

transfection efficiency was slightly lower for PLGA/CS/miRNA NPs compared to LIPO/miRNA 

lipoplexes. Moreover, immunofluorescence images of cells (293 T cells and HUVECs) treated 

with 50 µg/mL NPs encapsulating Cyanine-3 (CY3)-labelled siRNAs (PLGA/CS/siRNA), showed 

in red, were acquired using a fluorescence microscope. F-Actin was stained with Phalloidin (green) 

while nuclei were stained with DAPI (blue). Interestingly, the images showed that the NPs were 

internalized by the cells after 24h (Fig. 4.6d, e). 

To confirm NPs internalization, flow cytometry of cells (293T cells, HUVECs) treated with NPs 

encapsulating FAM-labelled miRNA or CY3-labelled siRNA revealed high transfection 

efficiency. 293T cells are commonly used for lentivirus generation and represent a positive control 

for transfection efficiency. Indeed, PLGA/CS/siRNA NPs showed similar transfection efficiency 

compared to commercial LIPO/siRNA lipoplexes in 293 cells (Fig. 4.6f, g). Instead, the 

transfection efficiency was slightly lower for PLGA/CS/miRNA NPs compared to LIPO/miRNA 

lipoplexes.  In the case of HUVECs, the overall transfection efficiency was lower than for 293T 

cells. Similarly, to the trials with 293 T cells, PLGA/CS/siRNA NPs showed superior transfection 

efficiency than PLGA/CS/miRNA NPs. No differences in transfection efficiency were observed 

between PLGA/CS based NPs and LIPO based lipoplexes containing either miRNA or siRNA 
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(Fig. 4.6h, i). PLGA/CS/siRNA-based NPs and LIPO/siRNA lipoplexes showed comparable 

transfection efficiency in anaplastic lymphoma kinase (ALK)-positive anaplastic large cell 

lymphoma cells (ALCL) COST and Karpas 299 (Fig. 4.7a, b). This could potentially expand the 

application of designed NPs to release specific siRNA to ALCL, able to downregulate ALK 

expression. Indeed, to preliminarily compare cell viability of LIPO and PLGA/CS based NPs in 

ALCL models (COST and Karpas299), a siRNA targeting ALK was encapsulated into CS/PLGA 

NPs and LIPO lipoplexes. Firstly, the viability assays of ALCL confirmed the biocompatibility of 

unloaded CS/PLGA NPs and LIPO lipoplexes at two different time points (24 h and 48 h). As 

expected, cell viability slightly decreased for both PLGA/CS NPs and LIPO lipoplexes 

encapsulating siRNA targeting ALK (Fig. 4.7c, d). Interestingly, CS/PLGA/siRNA(ALK) NPs 

showed higher cytotoxicity with a drop in viability as a function of culture time from 70% to 30% 

for COST and from 75% to 35% for Karpas299 model, while LIPO/siRNA showed a slightly more 

robust effect after 24 h (60% viability in COST and Karpas299) but limited additional effect at 48 

h (50% COST and Karpas299). These results suggested that the PLGA/CS/siRNA(ALK) NPs 

achieved a sustained cytotoxic effect over 48h compared to the LIPO/siRNA(ALK) lipoplexes 

(Fig. 4.7c, d). 

In order to reduce the protein corona formation and aggregation phenomena, observed during the 

cell tests, Tween 80 (T) emulsifier was used. In this case, the NPs sizes measured in water ranged 

from 150 nm for control PLGA/CS/T NPs to 200 nm for PLGA/CS/miRNA/T NPs, which were 

similar to the sizes of PLGA/CS NPs and PLGA/CS/miRNA NPs in water. These values were 

compared with measures performed with NPs in DMEM medium (containing 10% fetal bovine 

serum (FBS)): PLGA/CS/T and PLGA/CS/miRNA/T sizes were of around 250 nm with 0.2 PDI, 

while PLGA/CS size increased to 0.5 µm (Fig. 4.7e, f). Results suggested that the addition of T 

may hinder protein adsorption on NP surface, avoiding consequent NP aggregation.  
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Figure 4.7: Transfection efficiency of nanoparticles (NPs) in anaplastic large cell lymphoma 
(ALCL) cell models and NPs stability. 

a) Transfection efficiency of PLGA/CS (NPs ctrl), PLGA/CS/siRNA and LIPO/siRNA (PE channel) 
and b) PLGA/CS, PLGA/CS/miRNA and LIPO/miRNA (FITC channel) measured by flow 
cytometry on ALCL cells (COST, Karpas299) after 24h incubation Tables indicate percentages 
(%) of PE-A (siRNA) or FITC-A (miRNA) positive cells. Median fluorescent intensity (MFI) of PE-
A (siRNA) or FITC-A (miRNA) are indicated. c) d) Viability assay in 2D culture of ALCLs with 
PLGA/CS and PLGA/CS/siRNA(ALK) NPs, LIPO, LIPO/siRNA(ALK) and untreated after 24 and 
48h.  e) Hydrodynamic size and PDI of PLGA/CS, PLGA/CS/miRNA +/- Tween 80 (PLGA/CS/T 
and PLGA/CS/miRNA /T) in deionized water or f) DMEM containing fetal bovine serum (FBS) at 
day 0. 
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Discussion 
In this chapter, CS and PLGA were used to form PLGA/CS NPs by nanoprecipitation. CS was 

chosen for its known biocompatibility and positively charged amino groups, able to interact with 

the negatively charged phosphate groups of oligonucleotides (e.g. miRNAs or siRNAs), forming 

complexes [77] [78]. Strong electrostatic interactions may help protecting oligonucleotides from 

degradation, but may also limit their release. Hence a careful selection of N:P ratio during 

complexation has to be performed. The main hurdles associated with the clinical use of chitosan-

based delivery systems are their low stability in physiological pH, weak buffering capacity and 

lack of cell specificity. However, understanding these limitations has encouraged the use of 

polymer combination as innovative delivery systems. PLGA, a biocompatible and biodegradable 

polymer (FDA-approved) was selected to confer stability to the resulting NPs [57]. A carboxylic 

acid terminated PLGA-COOH, more hydrophilic than non-carboxylic acid terminated PLGA 

counterpart, was used to facilitate interaction with CS. 

In this work, the N:P ratio of CS/miRNA and PLGA/CS/miRNA NPs were characterized in terms 

of their effects on hydrodynamic size and zeta potential, in order to select the optimal ratio of 

amino to phosphate groups ratio, to have a balance between efficient miRNA entrapment and 

miRNA release ability by the NPs.  

Initial characterization of CS/miRNA complexes allowed the pre-selection of three N:P ratios (3, 

5, 8) which allowed to prepare NPs with positive zeta potential as indicative of efficient miRNA 

complexation. CS/miRNA complexes with N:P ratio of 15 showed similar properties to the ones 

with N:P ratio of 8 in terms of size and zeta potential, suggesting that complete miRNA 

complexation was probably already achieved with CS/miRNA complexes with N:P of 8 (Fig. 4.4a-

e). Ideally, CS/miRNA complexes should efficiently encapsulate miRNA without blocking 

miRNA release. NPs ability to reach their target with therapeutic efficacy is largely determined by 

their capability to maintain their size, encapsulate the drug and properly release it into the cells. 

NPs should remain stable until they reach the target sites. Instability of NPs causes altered 

biodistribution and premature drug release, compromising the efficacy of the delivery system  [40]. 

To select the optimal N:P ratio among the preselected ones (3, 5 and 8) in CS/miRNA complexes, 

their stability was characterized.  
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In parallel, PLGA-COOH was included in the formulation with PLGA/CS composition of 99/1 

w/w. The stability of PLGA/CS/miRNA prepared at the same N:P ratios was also tested (Fig. 4.4g-

h). In such tests, any significant variations in the average NPs size range can be interpreted as a 

signal of NP instability. From these experiments, CS/miRNA complexes with N:P ratio of 3 

showed low stability after 5 days incubation in deionized water (Fig. 4.4 g-h). On the contrary, 

CS/miRNA complexes with N:P ratio of 5 and 8 showed superior stability thanks to their higher 

CS amount and more efficient complexation (Fig. 4.4 g-h). PLGA/CS/miRNA NPs with the same 

N:P ratios (5 and 8) evidenced that hydrodynamic size and zeta potential changes occurred between 

3 and 5 days for those with N:P 5 and between 5 and 7 days for those with N:P 8. For this reason, 

PLGA/CS/miRNA NPs with N:P ratio of 8 were selected. 

Similarly to other NPs [49],[98], PLGA/CS/miRNA NPs with N:P 8 also showed high production 

yield (62±15%) (Fig. 4.4f) and increased entrapment efficiency (above 90%), suggesting their 

promising properties for oligonucleotide release (Fig. 4.5a).  

Then, PLGA/CS/miRNA NPs were further characterized in terms of viability and transfection 

efficacy, and the system was compared with lipofectamine-based lipoplexes (LIPO), which 

represent a standard for miRNA and siRNA transfection in vitro.  

Cells were always treated with the same amount of miRNA or siRNA with a final concentration 

of 142 nM. PLGA/CS/miRNA and PLGA/CS/siRNA displayed 3 to 5 times reduced size 

compared to LIPO which exhibited decreased stability (Fig. 4.6b, c).  

In contrast, PLGA/CS/miRNA or PLGA/CS/siRNA NPs evidenced a slightly positive charge on 

the surface that might facilitate the interaction with the opposite-charged cellular membrane.  

Viability tests evidenced the biocompatibility of PLGA/CS systems even with high dose of NPs 

(0.5 mg/mL) after 24 and 48 h. Flow cytometry also showed enhanced transfection efficacy, 

slightly higher for siRNA loaded PLGA/CS NPs compared to miRNA-loaded NPs. 

Differences of transfection efficacy between siRNA and miRNA-loaded NPs are mainly related to 

the differential endogenous ability of the cells to be transfected, which is generally higher in 293 

T and lower for HUVECs. Usually, ALCL are not easily transfected, but in these experiments 

ALCL transfection efficiency was high. Nevertheless, the quantification by flow cytometry of the 

transfection efficacy relies on fluorescently labelled miRNAs and siRNA, which might have 

different fluorescent stability and might be degraded overtime. Indeed, it might be optimal to 

compare miRNAs and siRNAs conjugated with the same fluorophore.  
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Preliminary functional assays using NPs releasing a siRNA targeting ALK (fig. 4.7c, d) further 

proved the cell uptake of NPs. Fluorescence imaging confirmed cell internalization of NPs. 

In summary, the association of siRNA with both CS and PLGA in PLGA/CS/siRNA NPs is an 

effective strategy in which CS ensures efficient siRNA binding while PLGA provides stability.  

 Finally, the combination with Tween 80 emulsifier for low protein adsorption would potentially 

prevent the aggregation and formation of protein corona for longer half-life in bloodstream. 

However, physicochemical and biological characterization of NPs should be repeated in the case 

of Tween 80 addition. 

Further studies are needed to determine long and short-term bloodstream stability, which is an 

essential requirement for a successful drug delivery system to target tissues.  

 

Conclusion 
In this chapter, biocompatible PLGA/CS/miRNA NPs were designed to combine the properties of 

both polymers having the following characteristics (Table 7). 

 

Table 7. PLGA/CS/NPs characteristics for miRNA release. 

PLGA/CS NPs 
N:P 

 
PLGA/CS 

(w/w) 
Hydrodynamic 

size  
(nm) 

Zeta 
potentia

l (mV) 

EE (%) Production 
Yield  
(%) 

Biocompatible 
dose ensuring cell 

viability > 70%  
(mg/mL) 

Transfection 
efficiency 

8 
 

99/1 170 ± 21 62 ± 15 90 ± 2 62 ± 15 Up To 0.5 293T: 81.2% 
HUVEC: 64.5% 

 
 

The same NPs were also exploited for siRNA release being highly efficient in siRNA delivery to 

large cell lymphoma (ALCL). Hence, such NPs hold promises for the release of siRNA targeting 

ALK in ALCL.  

In the future, chemical surface modification of such NPs for targeted therapy, not studied in this 

PhD thesis, will allow obtaining highly efficient nano-systems for oligonucleotide release to 

specific cells. Future work should also focus on in vivo testing characterization. 
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Section V 
 

Final discussion, main achievements and 
future perspectives 
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Chapter 10 - General discussion 
 
Advanced preclinical models such as microphysiological systems have the potential to transform 

the drug development pipeline by better predicting the outcome of clinical trials than current 

animal models and traditional 2-Dimensional (2D) culture [1]. 

Preclinical models of human disease are essential for the basic understanding of disease pathology 

and their application for the development of efficient treatments for patients [2]. Nevertheless, 

most preclinical models have limitations in faithfully recapitulating the local tissue and organ 

microenvironment and, in certain circumstances, induce misleading outcomes [3]. For instance, 

static and simple 2D cell culture models often lack the complex multicellular interactions typical 

of in vivo tissues [4]. Some of these caveats are widely known and intrinsically present in 

experimental modelling. Moreover, the gap between human 2D cell culture and animal models can 

dramatically affects clinical outcome [5]. There are few existing models that can uncover the 

continuous interactions and chemokine signaling existing between cells in the tumor 

microenvironment (TME), and also evaluate the preclinical efficacy of novel and personalized 

cancer therapeutics. For instance, there is a lack of in vitro models describing the immune cell 

trafficking across a human-relevant model of the tumor microvasculature in the TME.  

For these reasons, more effective prediction of clinical outcomes is needed during preclinical 

testing of drug candidates to reduce high attrition rates in drug development [6], [7]. 

In this context, engineered living systems using microfluidic technology represent one of the future 

platforms for in vitro experimentation and translational research, such as drug testing of innovative 

compounds and nanocarriers, improving the reliability of models that mimic a broad spectrum of 

pathologies, including neurodegenerative diseases and cancer [8]. 

Similarly, nanomedicine initiates a new era for many cancer and neurodegenerative diseases 

treatments [9], [10]. Due to their unique physicochemical properties, engineered nanocarriers have 

shown the ability to overcome the major limitations of conventional free-drug circulation, such as 

lack of selectivity and low availability to overcome many biological barriers present in the human 

body [11], [12]. Among nanomedicine tools, polymer nanoparticles emerged as promising 

candidates, due to their suitable biocompatibility, versatile design and high stability in body fluids 

[13][14][15][16]. 
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Starting from these two perspectives, three different bio-inspired 3D microphysiological models 

were designed in this thesis to study multicellular-vascular interactions using the microfluidic 

technology. The three separate models include a model of the human blood-brain barrier (BBB) 

and nanoparticle testing using the vasculature model (Section II), as well as two clinically relevant 

cancer models: KRAS/LKB1 lung carcinoma and ALK-positive anaplastic large cell lymphoma 

(ALCL) models (Section III). 

These three models have in common an advanced perfusable microvasculature, developed by 

different strategies: self-assembled vasculogenesis with capillary-size microvascular networks, or 

patterned microchannels, an endothelial cells-based 3D macro-vessel to recreate large blood 

vessels. Then, initial characterizations of PLGA/Chitosan nanoparticles were performed. These 

nanosystems encapsulate miRNAs and siRNAs for the final application of gene silencing and the 

potential treatment of a range of diseases, including cancer (Section IV).  

 

Design of in vitro preclinical models and 3D microphysiological systems 

The key to success in developing any advanced preclinical model is to focus on mimicking organ-

level physiology or pathophysiology observed in vivo. Their validation depends on the 

demonstration that they can effectively recapitulate behaviors observed in vivo [5]. Over the past 

decade, in addition to microfluidic technology, a wide variety of bioengineering approaches and 

strategies have been developed as alternatives to traditional cultures, including organoids 

technology and tissue engineering techniques, such as 3D bioprinting [1],[17],[18]. Tissue 

engineering and 3D printing represent advanced technologies where living cells are printed 

embedded in gel inks within precise format that can be derived from images of patients’ 

tissues/organs [19],[20], [21]. The great potential is to reproduce tissue-specific architecture; 

however, printing speed and resolutions are main limitations. Similarly, it is possible to print 3D 

blood vessels, but still limited to vasculature with large diameters, and only few printing 

technologies, such as light-assisted bioprinting techniques, can achieve cell scale resolution and 

capillary sizes [22]. In addition, organoid cultures present a novel improvement of preclinical 

disease modeling [23], [24]. Patient-derived samples from surgical resections cultured as 

organoids are ideal for recapitulating the pathophysiology of the original tissue, such as tumors, 

however, they require long time to propagate enough material and lack of the native immune and 

stromal systems [25].  
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Additional possibilities for preclinical models are microphysiological systems using microfluidic 

technology. These microengineered systems have in common some of the characteristics of other 

advanced models (3D bioprinting and organoids), such as dynamic 3D culture with complex 

microenvironment to mimic cell-cell interactions [1], [6], [26], [27]. Microphysiological systems 

have shown the ability to recapitulate key microenvironmental characteristics of human organs 

and mimic their primary functions [27]. Results obtained from microfluidic devices are highly 

reproducible, relevant and directly translatable to humans. One of the main advantages of these 

platforms is the ability to control the specific cell and tissue architecture to emulate chemical 

gradients and biomechanical forces [3]. This allows for precise control over the biochemical and 

cellular milieu to model in vivo-like environments and responses [28]. Compared to other 

advanced 3D models, microfluidic culture allows the precise formation of microvascular networks 

and large blood vessels to mimic multicellular vascular interactions. 

 

Microphysiological systems for modeling multicellular-vascular interactions 
using microfluidic technology 

 In this thesis, the ability to generate blood vessels from iPSC-ECs in culture with primary 

pericytes and astrocytes was demonstrated, towards the BBB-like phenotype for BBB transport 

modelling [29]. We also show a vascularized lung cancer model, comprising a non-small cell lung 

cancer (NSCLC) cell line spheroids (H1355), with inclusion of self-assembled microvasculature 

by combining endothelial cells (HUVEC) and lung fibroblasts within the same hydrogel that form 

perfusable lumens [30]. Similarly, ALK+ ALCL-vascular interactions were studied and suggested 

a mechanism of resistance to crizotinib (ALK inhibitor) mediated by endothelial cells. 

The generation of micro-vascularized tumor systems using microfluidic technology is the major 

advantage over organoid culture [31], [32]. The lack of functional vasculature has contributed to 

its limited size and rapid advancement. One limitation of the organoids is the formation of an 

extremely large core that quickly becomes necrotic during development due to increased metabolic 

demands that cannot be met by diffusion alone [33]. Thus, incorporating functional vasculature in 

organoid models is indispensable for its growth above several hundred microns. The combination 

of organoid and microfluidic technology will enhance organoid expansion and applications [34]. 

Multiple researchers suggest their combination to further improve reliability, long-term stability 

and functional replication of their in vivo counterparts [33]. Recent advances in 3D bioprinting 
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also open up possibilities for printing larger tissue specimens and complex perfused vasculature to 

combine other preclinical designs[17]. 

Also, immune cells usually do not survive more than 10 to 15 days, and this is the time necessary 

for an organoid to grow and become useful for our scopes, since it allows culture with fewer 

amount of cells, microfluidic culture can conserve immune cells, as seen in applications with 

patient-derived organotypic tumor spheroids (PDOTS) and murine MDOTS [35]. These platforms 

have been used for viability assays to evaluate drug toxicity and metabolism for current 

immunotherapy as well as resistance and drug or immunotherapy tolerant persister cells[36].  

However, one of the limitations of microfluidic culture of tumor spheroids alone is that the gel 

collapses due to the growth of the cells inside the matrix, which makes culturing in microfluidic 

devices impossible the in long-term. Instead, in combination with the microvasculature, both the 

collagen-fibrin combination and the extra-cellular matrix (ECM) production from fibroblasts help 

to sustain longer culture [32]. 

 

Microphysiological systems for blood-brain barrier modeling  

The future perspectives for microphysiological models presented in this thesis will also include 

the combination of more cell lines to effectively recapitulate behaviors and anatomical structures 

observed in vivo. For the BBB microphysiological model, the inclusion of human embryonic stem 

(ES)-derived neuron spheroid or neurons generated from iPS cells will advance the reliability 

towards an engineered brain on a chip model [37] [38]. For instance, the BBB model can be 

modified by culturing cells with inflammatory cytokines, to recapitulate the transport properties 

of therapeutic agents across a diseased BBB [39]. A leakier BBB has been often associated with 

brain pathologies, such as Alzheimer’s and Parkinson’s Diseases, and cancer metastasis to the 

brain [40]. Studies have associated the disruption of the homeostasis of BBB-associated cell types, 

called BBB breakdown, with the pathogenesis of neurological disorders and complex 

multifactorial cognitive diseases [41]. However, the increase in BBB permeability may represent 

an opportunity for the design of effective NPs that are able to target damaged areas of the brain. 

In this scenario, our methodology contributes toward a better understanding of transport processes 

and signaling molecular pathways, potentially leading to the discovery of new targets and 

membrane transporters, which are highly upregulated in a pathological BBB, and improving drug 

delivery. The current BBB model would benefit from the inclusion of neurons and microglia, 
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generating a fully engineered brain on a chip model, and these might have further effects on 

barrier’s functionality. Moreover, alternatives to fibrin gel must be considered, as it might cause 

neuronal damage [42]. Possible alternatives are combinations of natural polymers (hyaluronic acid, 

chitosan, or collagen), which have been successfully utilized as ECM for brain models [37]. 

 

Microphysiological models of the tumor – vascular interactions in KRAS/LKB1 
Non-Small Cell Lung Cancer and ALK+ Anaplastic Large Cell Lymphoma 

For lung cancer models, the inclusion of additional cells, such as lung epithelial cells for the lung 

models and lymphatic vessels and fibroblasts to generate a lymph node models, will create a more 

similar reproduction of the TME [43]. However, this is still limited to the use of cell lines or stem 

cells. One of the main hurdles to the development of patient-specific microphysiological cancer 

models that enable the sophisticated level of analysis described above, is the need to separate and 

isolate all cell types (cancer cells, endothelial cells, stromal cells and immune cells) from the same 

patient. Then, to build organ chips with the appropriate cell types in the correct relative proportions 

and location to accurately mimic in vivo behaviors and responses is also an obstacle [44]. Each of 

these cell types requires specific isolation protocols and culture conditions to guarantee that the 

cell-specific functionality is maintained. Furthermore, the meaningful integration of multiple 

different cell types in microfluidic devices can be time-consuming and requires continuous 

optimization [7], [34]. Only when this can be done correctly and rapidly and has been validated 

against known responses from patient, will it be possible for cancer models to be used to robustly 

evaluate anticancer therapies for individual patients. 

Nevertheless, a main issue of histocompatibility arises when combining PDOTS with endothelial 

cell lines to generate vascularized tumor models. To avoid alloreactions, it will be necessary to 

obtain primary endothelial cells or generate iPSC-ECs from the same patient toward personalized 

medicine application [45]. Another possibility would be to generate an endothelial cell line with 

depletion of beta-2 microglobulin (B2M), the main component of the major histocompatibility 

complex (MHC) class I molecules, generating an “universal” cell line compatible with all patients. 

This technology can be applied for migration and infiltration of immune cells. 

Alternative applications of the microphysiological systems described in this thesis, could be 

leverage the current vascular systems for studying immune cells trafficking that do not require 

MHC compatibility, such as natural killer (NK) cells and chimeric antigen receptor (CAR) T cells. 
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These NK cells are critical components of the innate immune system which recognize and kill 

cells in independently of MHC presentation, but frequently inhibited by ligands on the tumor cell 

surface[46]. Similarly, CAR T cells are genetically engineered T cells with the ability to target a 

specific protein on the target cell surface without MHC recognition. CAR T cell therapies have 

been approved by the FDA to target hematological malignancies[47]. However, infiltration into 

solid tumors has been challenging due to the suppressive TME. In both cases, further investigations 

using microphysiological systems of tumor-vascular interaction may uncover fundamental 

mechanisms of immune cells homing in the TME[47]. 

 

In section III of this thesis, ALK inhibitor (crizotinib, approved in January 2021 by the FDA for 

ALCL) was tested in the microphysiological system of ALCL-vascular interactions. Interestingly, 

ALCL were more resistant to crizotinib, suggesting that the inclusion of the vasculature produced 

a different milieu of cytokines and signaling between cells. This further proves that a better mimic 

of the TME and perivascular niche is fundamental to test drugs that will reach the clinic. 

In the section IV of this thesis, the design and fabrication of bioartificial siRNA and miRNA-

loaded NPs was explored. In addition, further developments of these nanocarrier systems will be 

the decoration of the NPs surface with active targeting ligands, characterized by high specificity 

toward selected receptor overexpressed by the membrane of the cancer cells or targeting other cells 

of the TME or brain-specific ligands.  

 

Nanomedicine and Nanoparticle transport using microphysiological systems 

In the section II, the functionalization of the NP surface with holo-transferrin was investigated for 

brain-specific targeting. Similarly, an important improvement of the bioartificial NPs system 

characterized in section IV will be the surface functionalization with molecules for specific and 

targeted release. For instance, several types of bioactive molecules have been explored for surface 

decoration, including folic acid, enzymes, natural and synthetic antibodies, proteins, peptides and 

carbohydrates that could be appropriate in these applications  [48].  

For instance, suitable functionalization that can be applied in ALCL and NSCLC are: anti-CD30 

antibody targeting ALCL [49], anti-DLL3 in SCLC [50], and anti-EGFR [51] antibody targeting 

specific receptor overexpressed in several subtype of lung carcinoma.  
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To prevent protein corona formation and increase NP stability, Tween 80 (a PEG-based emulsifier) 

was incorporated into our NP system. Further characterization in vivo and in vitro in a vascularized 

model will help to understand the half-life circulation and biodistribution of NPs system. The 

payloads used in the NPs used in section IV were fluorescently labelled negative controls, without 

any biological function. A possible future application will be to load NPs with siRNAs targeting 

specific genes, such as ALK-targeting siRNA, to study their functionality in vitro in 

microphysiological systems of ALCL-vascular interactions, similarly to the system showed in 

Section III, Chapter 7.  

In this thesis we have also demonstrated that microfluidic systems can be employed to test drug 

efficacy and NPs transport permeability across biological barriers in vitro [52]. The data provided 

here (section II) present the design and development of a 3D in vitro human BBB microvasculature 

model and its new application as effective and convenient methodology for quantifying the 

transport and distribution properties of NPs across the BBB. Notably, the functionality and 

vascular permeabilities of the model are defined by various parameters, including its precise 

geometry and dimensions and NPs physicochemical properties (including material composition, 

surface coating, surface functional groups and charge). The inclusion of a perfused endothelium-

lined vasculature also offers greater clinical relevance for studying drug delivery [53], [54], as well 

as modelling pharmacokinetics and pharmacodynamics (PK–PD) which are greatly influenced by 

drug transport into and across the vascular barrier [55]. 

Permeability measurements, however, are limited to quantifying concentrations of drugs or NPs 

conjugated to a fluorescent tracer. Similar measurements can be made by tagging the molecule of 

interest with a fluorescent marker using this same experimental protocol. Alternatively, samples 

of interstitial fluid could be directly collected from the gel filling ports in the device and used to 

quantify transport into the matrix, but this could be problematic due to the low drug concentrations 

in the gel region, as previously suggested [29]. 

 

Translational application of microphysiological systems for personalized 
medicine  

Microphysiological systems also offer the possibility of elevating personalized medicine to a 

higher level by more faithfully recapitulating patient-specific, organ-level pathophysiology and 

responses to therapy [11]. Indeed, an additional advantage gained by an even more comprehensive 
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human patient-derived in vitro model, to generate patient-specific microphysiological systems at 

an integrative system level is critical for personalized medicine [56]. For example, in the BBB 

model combining iPSCs and/or neural stem cells with the vascular networks, PCs, and ACs 

described here. Moreover, using iPS cells derived from patients affected by neurological disorders, 

such as Alzheimer's disease, a BBB pathological model could be obtained.  Similarly, at this point, 

only cell lines were used to design all the cancer models designed in this thesis. Advances in ex 

vivo modeling may allow long-term culture of patient-derived tumor samples to enable a 

personalized medicine approach to study drug resistance, innate and adaptive immunity and 

immune cell penetration in patient-specific tumor niches [45]. 

 

In this thesis, to analyze gene expression in co-culture experiments, cells were either sorted by 

flow cytometry (Section III) or bulk RNA was collected (section II) from the microfluidic device. 

Sorting cell populations from the device has been challenging, but scaling up the size and 

consequently the cell density will facilitate sorting out cell population by flow cytometry. To reach 

a better resolution and improve learning about post-transcriptional modifications, the combination 

of single cell RNA sequencing and cellular barcoding (or cell tagging) will allow the recognition 

of the cell population. 

Moreover, adult healthy primary cell-derived organoids combined with CRISPR/Cas9-mediated 

genetic engineering technology may allow the conversion of normal cells into their respective 

malignancies in vitro by adding a combination of cancerous mutations in a sequential manner [57].  

Altogether, the combination of genome-wide CRISPR screening, cytokine profiling, single cell-

RNA sequences, performed in these advanced preclinical models, including xenografts of primary 

tumors including neurodegenerative diseases, lung adenocarcinoma and anaplastic large cell 

lymphoma, should help in the evaluation of new therapeutic agents or new combination therapies. 

For instance, the development and testing of novel nanocarrier such as polymer nanoparticles 

containing silencing siRNA targeting ALK to predict both therapeutic efficacies. The study of 

ALCL-vascular interactions would benefit of a broader CRISPR screening and chemokine 

profiling to identify additional molecular targets of drug resistance. 
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Advanced bioengineering tools for microphysiological systems  

Despite all the relevant innovations in terms of complexity, in vitro devices are still unable to fully 

recapitulate the biological in vivo interactions within an entire organism. 

Finally, given recent advances in fluidically-coupled multiple microfluidic systems, to connect 

microphysiological systems and recreate a human body-on-chip, we can begin to consider the 

possibility of creating multi-microphysiological models to mimic the systemic interactions 

between organs  [55]. One possibility would be modelling systemic metastasis using a multi organ 

on chip or body on chip system. The metastatic spread might be modelled from a vascularized lung 

model to the brain, passing through a lymph node [7]. These systems will still be simplistic 

representations of organs interactions, far behind from the in vivo models obtained with mice or 

humanized mice models [58], [59], but with the great advantage of using human cells. In view of 

the biochemical and structural complexity of organs, it is unlikely that only one engineering 

approach for building artificial ex vivo tissues will on their own solve the challenges of 

manufacturing and modelling artificial equivalents of human biology for pre-clinical systems. The 

association of engineered 3D environments, stem-cell growth, associated with the cellular self-

organization processes to spatial boundary conditions, stem cells are more capable of organizing 

themselves into high-order and large-scale structures, some external guidance seems to be required 

to ensure the normalization and direction of cell behavior, offers a promising insight for more 

advanced in vitro preclinical models of tissues [60][61]. 

Taken together, the advances and combinations of 3D bioengineering approaches [62], including 

3D bioprinting and organoids with microphysiological systems seen in this thesis, will provide 

new opportunities for successful translation of tissue regeneration technologies and also achieve a 

better understanding of the mechanisms involved in disease pathogenesis and progression. 

 

One of the disadvantages of microfluidic platforms is that they are difficult to maintain for long-

term culture (months). Experimental protocols involving microfluidic devices are quite critical, 

require experienced operators and several training, and have a higher risk of contamination 

compared to 2-D culture due to the high frequency of media exchange. Microfluidic devices, 

compared to multiwells, could be considered as low-throughput screening tools (but potentially 

medium to high throughput screening). One possibility will be to design greater platforms 
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containing an increased number of devices. Also, automatization will help to speed up the process 

and exponentially increase the number of experiments [63]. 

 

A possible improvement to the current models is the introduction of continuous perfusion by 

integrating micropumps for fluid-flow stimuli. Indeed, flow perfusion culture could advance the 

model in several important aspects: transport of nutrients and oxygen into the vessels in favor of 

more efficient aerobic respiration, useful for maintaining a long-term culture. Secondly, flow-

mediated shear stress improves microvascular formation and reduce vascular permeability in a 

long-term culture system [29]. Specifically, flow stimuli have been demonstrated to promote the 

differentiation of vascular endothelial cells into a phenotype more similar to the BBB with the 

highest expression of TJ proteins and membrane transporters, producing further reductions in 

permeability [64]. This will definitively enhance the physiological relevance of the BBB model.  

Lastly, fluid stimuli will also be interesting to perturb with fluid flow the microvascular systems 

containing immune cells to study how the adhesion molecules transform overtime.  

 

Microphysiological systems: a pharma perspective 

The field of advanced microphysiological systems has shown promising results and several 

obvious areas where such models could bring value, but still in its infancy in terms of preclinical 

application and standard inclusion in drug discovery pipelines. The level of the microphysiological 

systems is not robust enough to support routine, and high-level testing of characterization is 

required for microphysiological models for widespread adoption. Thus, allow replacement of 

existing screens, traditional workflows, platforms assays and animal models. Also, these systems 

will gain confidence through testing of more than 100 compounds for which clinical data were 

available, under harmonized data sets must be compared between regulators [65]. For example, it 

would be necessary to systematically compare these models with traditional platforms and animal 

models, and define standardized methods and protocols to compare our systems. There are a certain 

number of ‘minimum’ criteria to be fulfilled, which include the ability to reproduce the desired 

physiology and functionality and elicit the expected responses to standard or reference compounds 

and assays, but also,  reproducibility and compliance to further adaptation with the industrial 

settings are fundamental factors [66]. 
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To realize the full potential of microphysiological systems, more collaboration will be needed 

between stakeholders: regulators, pharmaceutical companies and academic investigators. 

A recent survey forecast that within 5 years, microphysiological systems would save between 10% 

and 26% of R&D cost, with the greatest impact being realized during the lead optimization process 

[67]. However, before this can happen, pharma companies need to make an upfront investment in 

the technology, as most of the approaches are still exploratory and require substantial refinement 

before use in a drug development setting.  

To this end, several consortia, such as the Innovation and Quality (IQ) consortium [68] have 

worked on a series of organ-system manuscripts addressing the context of use, or the European 

society for alternatives for animal testing (EUSAAT) [69] and the European Organ on chip society 

(EUROoCS) [70], which organize working groups and international meetings society to promote 

advanced preclinical models according to the 3Rs Principles (refinement, reduction, replacement). 

In summary, bridging the gap between proof of concept and ‘industry-grade’ of 

microphysiological systems for testing drugs and nanocarriers will requires investments, 

collaboration and communication across all stakeholders. This innovative field, at the intersection 

between biology and engineering, has an unprecedented opportunity to revolutionize the artificial 

living creations for preclinical models, and it requires a strong commitment to an ethically 

responsible research [71]. It involves strategies for systematic validations, precise regulations from 

government entities and regulators, together with reframing of the challenge and adapting to 

traditional biomedical research practices to new approaches for drug discovery and development. 
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Conclusions  
In this thesis work, several preclinical models were designed using microfluidic technology to 

generate microphysiological systems that contained combinations of cells and biomaterials. 

Here the design of three different bio-inspired 3D microphysiological models to study 

multicellular-vascular interactions in a microfluidic device were described. This includes a human 

blood-brain barrier (BBB) model, as well as two clinically relevant cancer models: KRAS/LKB1 

lung carcinoma and ALK-positive anaplastic large cell lymphoma (ALCL) models. In the BBB 

model, the permeability of polymer NPs across across the model of biological barrier was 

measured. In the last section, systems for oligonucleotide release were also prepared, including 

miRNA and siRNA-loaded NPs with “bioartificial” structure composed of PLGA and chitosan 

(CS).  

Nanoparticle-based delivery systems were characterized in terms of complexes formation, viability 

and transfection efficacy. This approach is a promising strategy to combine high loading 

performances with optimal in vivo pharmacokinetics upon systemic administration. Moreover, the 

results of section IV evidence enhanced transfection efficiency of siRNA and miRNA NPs. 

All the models of this thesis led to new insights that could not have been discovered using 

traditional in vitro 2D cultures. The integration of human microphysiological systems in drug 

development pipelines holds great potential if we can overcome the challenges related to 

simplifying their fabrication and use and increasing their robustness. Taken together, our results 

are highly relevant from the perspective of preclinical screening platforms according to the 

principle of the 3Rs (reduction, refinement, replacement), warranting further investigations. Future 

studies will systematically assess the reliability of these models compared with traditional assays 

and animal models and improve their cultures to a better mimic of the physiological condition. 

Overall, these microengineered microphysiological systems have the capability to more reliably 

predict therapeutic vulnerabilities and study drug transport and innovative nanocarriers across 

biological barriers, thereby expediting drug discovery and providing important new insights into 

fundamental biological processes to expand our understanding of several currently incurable 

diseases.  
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