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1 Thesis Introduction 

My PhD main interest has focused on the functional magnetic resonance (fMRI) 

blood oxygen level dependent (BOLD) signal at rest, particularly on its 

persistence. 

When we consider signals or data time courses, the aspect of persistence concern 

how the past dynamics of a system underline the signals. These concepts are also 

used in economic time series analysis. For instance, in economy and finance 

people are very interested in forecasting, which is based on the analysis of the 

past and its correlation to the future.  

Preliminarily, my research aimed at validating a parameter capable of measuring 

the BOLD signal persistence. This was achieved by comparing the spatial 

distribution of this parameter with the well known spatial distribution of functional 

brain areas and networks. 

 

1.1 Autocorrelation 

The parameter I took into consideration to measure persistence is the 

autocorrelation (AC) of the fMRI BOLD signal at rest, which is described in detail in 

the first study introduction. To put it simply, AC is the correlation of a signal with 

itself shifted in time. In other words, compared to correlation where there are 2 

different variables, in AC the second variable is substituted with the values of the 

same variable shifted in time.  

This is the correlation formula between variables x and y: 



8 

 

 

 ��� = ∑ ��� − �̅���� − �
������∑ ��� − �̅��∑ ��� − �
����������  (1) 

 

And this is the AC formula at lag K: 

 �� = ∑ ��� − �
������ − �
�������∑ ��� − �
����� �  (2) 

 

Where ��is the value of  the signal at time t, k is a time lag, ���� the value of the 

signal at time � − �, �
 the average of all y values. ��� − �
�	and	����� − �
� are 

the absolute deviation of ��and ���� from their avarege.  

AC is calculated at different time lags and the results could be described in a 

correlogram graph (Fig. 1.1). 

 

Figure 1.1. These are three different types of correlograms: the first describes a slow decade of the AC, the 

second illustrates a cyclic trend, the third refers to a random time series. 
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Different types of signal, such as trends, cycles or stochastic time series are 

described by different kinds of correlograms. When the autocorrelation exhibits a 

very long decay, we say that the signal is characterized by a “long memory” 

process. 

As the expression “long memory” may cause a misunderstanding in a 

neuroscientific context, I propose to substitute it with “persistence”. This can be 

done if the trend of the AC is like the one described in the first correlogram of 

figure 1.1. We will see in my first study that this is the case of BOLD signal AC. 

BOLD persistence has been investigated previously by using the Hurst exponent 

as a parameter. BOLD persistence at rest was found to be higher in gray matter 

rather than in white matter areas (Wink et al., 2008). Moreover, studies have 

investigated how BOLD persistence changes under the influence of 

pharmacological treatment, aging and/or brain disorders (Maxim et al., 2005; 

Suckling et al., 2008; Wink et al., 2006). Although this parameter has been 

measured in a variety of cognitive tasks, results are arguable (Anderson et al., 

2006; Ball et al., 2011). 

The AC of BOLD signal is generally considered as a type of noise (Aguirre et al., 

1997; Bullmore et al., 2001; Lenoski et al., 2008; Lund et al., 2006; Purdon and 

Weisskoff, 1998; Zarahn et al., 1997). However, this process could be 

neurophysiologically informative, especially during resting state. 
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1.2 Research workflow 

 

Figure 1.2. An illustration of the workflow of my research. 

 

In order to verify the informativeness of AC I examined the spatial organization of 

the resting state BOLD signal of the human brain; in particular, I analyzed the 

voxel-wise AC spatial distribution of the resting state BOLD signal of 15 subjects, 

using time lag 1+ time lag 2 as parameter. 

My analysis identified a spatial pattern that, from the anatomical point of view, was 

meaningfully distributed across the brain. In line with previous studies on the 

complexity and space distribution of BOLD signal persistence, I expected a higher 

AC in the brain areas supporting higher cognitive functions. And in fact I found out 

that most of the brain areas with higher AC values support associative or 

heteromodal functions, while most of the brain areas with lower AC values support 
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unimodal or limbic functions. These results demonstrate that the spatial 

distribution of the AC in the BOLD signal may contain not only noise but also 

important information about the structural and functional architecture of the brain. 

This was my first study. 

Then in a second study I tested autocorrelation as a biomarker for brain disorders 

by analyzing differences at group level and providing classification at single 

subject level. 

On the ground of the results of my first study I hypothesized that brain areas 

performing iterative tasks require a high level of in-line memory, which is revealed 

by an increased level of temporal autocorrelation (Ciuciu et al., 2012; He, 2011; 

Turner and Jones, 2003). 

In order to better understand the meaning of this higher AC and to verify the 

possibility to apply this parameter to a clinical contest I turned my attention to a 

particular brain disease: autism spectrum disorder (ASD). 

Despite a large number of neuroimaging studies investigating the brain structure of 

subjects with ASD, there is still disagreement on neuroanatomical evidence.  

Some studies report atypical increases of gray matter (GM) (Watanabe, 2005) 

2016) with several altered cortical and subcortical regions (Amaral et al., 2018), 

but also significantly thicker cortex in other brain areas (Haar et al., 2016). 

The hypothesis of my study was that a structural modification might influence the 

BOLD signal at rest. 
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In light of this, I investigated the spatial distribution of AC in autistic subjects, 

compared to a control group, and verified whether or not AC could be a useful 

biomarker. 

Before discussing my original research, as both my studies analyzed fMRI data, 

the following is an essential description about magnetic resonance principles, 

anatomical and functional techniques and data preprocessing. I will also dedicate 

a brief overview of ASD, as the spatial distribution of AC in people with ASD is the 

topic of my second study. 
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1.3 MRI 

 

1.3.1 General physical principles of MRI. 

 

Magnetic resonance imaging is based on some physical principles that need to be 

simply introduced. Matter is formed by atoms and atoms are composed of a 

nucleus made of protons and neutrons (except for hydrogenous that has just one 

proton) and of electrons spinning around it. The protons of the nucleus are like 

small planets that rotate on their axis; in virtue of this rotation they generate a 

magnetic field. If protons are placed in a strong magnetic field, they all align: most 

of them in one direction (parallel), while the others in a 180 degrees inverted 

direction (antiparallel). 

 

 

Figure 1.3 .The rotation axes of the protons are aligned in a strong magnetic field. (Filippi, 2009). 
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The rotation axis oscillates like a spinning top that is going to stop. This oscillation 

is called precession and has a frequency that can be calculated, as it is 

proportional to the strength of the external magnetic field and to a coefficient, 

different for each material (gyromagnetic ratio). These physical characteristics are 

linked by the Larmor equation: 

 ω0 = γB0 (3) 

 

where 

ω0 is the precession frequency expressed in Hz or MHz, 

γ è is the gyromagnetic ratio and  

B0 is the strength of the external magnetic field expressed in Tesla. 

Opposed strengths of parallel and antiparallel protons equals, but given that 

parallel oriented protons are slightly more, the result is a strength of the total body 

of the subject in the machine. 

When a radio frequency impulse, with a certain precession frequency, is sent, 

protons with the same Larmor frequencies are excited and part of the impulse 

energy is captured by some of them. 
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Figure 1.4. Effects of a radiofrequencies input synchronized with the precession frequence (Schild and 

Laboratories, 1992). 

 

This phenomenon is called resonance and causes an inversion of the rotational 

axis that becomes antiparallel, thus reducing longitudinal magnetization. Another 

effect is the synchronization of the proton precession, which causes a transversal 

magnetization, so that a precession frequency can be detected. The increase of 

transversal magnetization decreases the longitudinal magnetization. The 

movement of a magnetic field creates electricity, for example in an antenna; this is 

the detected MRI signal, which has the same frequency of precession. 
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1.3.2 Localization of the signal 

 

To construct images, the source of the signal needs to be localized. In order to do 

so, the magnetic field is not constant but changes with a spatial gradient like an 

inclined plane, so that in every place there is a different level. As the precession 

frequency of the protons is linked to the magnetic field strength of their position, 

protons in different positions have also different precession frequencies and 

different MRI signal frequency. 

 

1.3.3 Signal modification 

 

Synchronization and longitudinal magnetization reduction tend to decay by 

relaxation, specifically through a transversal magnetic field decrease (transversal 

relaxation) and a longitudinal magnetization increase (longitudinal relaxation or 

spin-lattice-relaxation). 

In figure 1.5 the increasing curve describes the longitudinal relaxation (the 

temporal constant measuring the speed of this process is called T1), while the 

decreasing curve describes the transversal relaxation (which is measured by the 

T2 temporal constant). 
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Figure 1.5. The graph describes longitudinal (TR) and trasversal relaxation time (TE) (Schild and Laboratories, 

1992). 

 

These measures are different for each tissue. Tissues with more water content 

have longer T1 and T2. With the increase and decrease of the two orthogonal 

vectors of longitudinal and transversal magnetization, the resultant vector changes 

his inclination while he is rotating. 

The vector describes a spiral in the space that reduces more and more his 

transversal dimension. This movement in the magnetic field is received by an 

antenna and the detected signal is called free induction decay (FID). 
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1.3.4 How to detect two different tissues 

 

If there are two tissues with different T1 and T2 and a second impulse is sent in a 

short time so that the residual transversal magnetization still differs from the two 

tissues, than a higher signal will be received from the tissue with longer 

transversal relaxation time. A sequence of more impulses can be used with a 

certain repetition time (TR): the result is a T1 weighted image. 

 

 

Figure 1.6. T1 and T2 weighted images. 

 

T2 weighted images can be obtained detecting the proton density or spin density 

with a more complicate impulse sequence. 
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1.3.5 Blood flow effect 

 

Between the moment when the impulse is sent and the moment when it is 

received there is a time lag during which protons move within the blood flow. So 

some adjustments must be applied. 

 

1.3.6 Localization and slices dimensions 

 

3D images are acquired by slices and localized using the magnetic gradient for 

two directions (Z and Y). For the third coordinate (X) a temporary magnetic field 

with a gradient is used to change the phase of protons with a different spatial 

distribution useful to localize the signal. 

The voxel is the minimal unit of the image and is a rectangular parallelepiped; if 

the voxel is a cube is called isotropic. Some parameters describe the image 

dimensions, such as the field of view (FoV) that is the slice dimension (x-y) in 

millimeters or the slice thickness (z). These parameters are defined before the 

scan; with bigger voxels there is a worse resolution but a faster scan and an 

improved signal to noise ratio. Usually the size of a voxel is compared to the 

cortical thickness that is more or less 3-4 mm. Together with functional images is 

frequently acquired a high resolution anatomical image that is used as a base for 

functional images. BOLD signal can be few millimeters distant from neural 
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activation because the blood system is not punctually activated, so in order to 

solve this problem a spatial smoothing is performed by averaging the value of a 

voxel with that of the nearest voxels. 

 

1.3.7 Scanner structure 

 

The main component of the scanner is the principal magnet, which is capable of 

generating a magnetic field that generally is 1.5 or 3 Tesla, although with some 

scanners reach 7 Tesla. A Tesla is a magnetic measure unit equivalent to 10 

Gauss; as comparison, the magnetic Earth field varies between 0.3 and 0.7 

Gauss. Homogeneity of the magnetic field is very important for all the scanning 

process and can be calibrated with mechanical and electrical shimming. Most 

magnets are made of superconductor material kept at a temperature of -269° C, 

so that electricity can flow permanently and create a strong magnetic field. To 

maintain this coils’ temperature helium and nitrogen are used.  
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Figure 1.7. MRI scanner structure. (Cagle, n.d.) 

 

Other components are the coils used to send and receive radio frequencies’ 

impulses. For the brain a sort of helmet is used with a coil inside to receive the 

signal while the main coil transmits the impulse. To improve the magnetic field 

homogeneity there are other shim coils and finally other three coils create the 

magnetic gradient in the three directions of the space. 

 

1.3.8 Anatomical techniques 

 

MRI can be applied both for anatomical analysis investigating the brain structure 

as well as for functional analysis investigating cerebral activations. Most common 

anatomical analysis concerning brain/mind relation are morphometric analysis and 

diffusion analysis. In morphometric analysis anatomical features of cortical GM, or 
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white matter (WM) composed of neurons’ axons, are measured. A typical 

application is comparing these measures between pathological and control 

subjects. The most diffuse anatomical analysis is the voxel-based morphometry 

that allows the measure of volume, thickness and density of both GM and WM. 

More sophisticated algorithms are applied for deformation-based morphometry or 

tensor-based morphometry. 

Diffusion-weighted imaging (DTI) permits a fiber tracking analysis to obtain images 

of axonal bundles connecting different brain areas. 

 

1.3.9 Functional techniques 

 

In fMRI the assumption is that an increase in neuronal activity of a certain area is 

associated with an increase in the blood flow (and therefore a higher exchange of 

oxygen) in that area. Deoxyhemoglobin (without oxygen) and oxyhemoglobin (with 

oxygen) present different magnetic properties. The former, with presence of iron, 

is paramagnetic or more attracted by magnetic field, while the latter is diamagnetic 

or less attracted by magnetic fields. The ratio of oxygenated and deoxygenated 

hemoglobin changes the magnetic property of the blood, so that BOLD signal can 

be used to detect indirectly brain activity, both during the performance of tasks and 

at rest. For this kind of application sequences sensible to T*2 are applied. 

Once acquired, data must be preprocessed. 
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1.3.10 Preprocessing 

 

Figure 1.8. Preprocessing flow chart (Fengler, 2016). 

 

Preprocessing and analysis of data are performed with the help of software, of 

which the most used are FSL, SPM, and Brainvoyager. For study 1 we used Brain 

Voyager (Brain Innovation Maastricht Holland). For Study 2 we used FSL 

(Analysis Group FMRIB, Oxford, UK), (Jenkinson et al., 2012a; Smith et al., 2004; 

Woolrich et al., 2009) and Matlab. 

Also for functional analysis an anatomical base needs to be used, with a best 

image resolution. Both anatomical and functional data must be preprocessed. 

Brain extraction consists in removing all tissue that is not cerebral. 
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Intensity inhomogeneity correction increases the accuracy of segmentation and 

coregistration by unifying the intensity of GM and WM in different parts of the 

brain, as original images could exhibit intensity inhomogeneity (Sled et al., 1998). 

Segmentation separates GM, WM and cerebrospinal fluid (CSF) (Lim and 

Pfefferbaum, 1989). This is useful to determine the volume of CSF, GM, and WM 

in living human brain. 

Movement correction. During the scan the subject may move and, as data are 

acquired by slices, a deviation may occur between two slices. This could be 

source of artifacts that reduce the quality of data. To manage this aspect, 

movements corrections are made on the 6 degrees of freedom in a rigid body, 

which means 3 translations and 3 rotations on axes X, Y and Z. A volume is 

chosen to register all the others volumes. 

Slice timing correction. Each slice is scanned at a different time but BOLD effect 

involves more slices at the same time; this may cause differences between slices, 

not describing the real situation in that area. A solution is to apply a temporal 

interpolation to align all slices at time 0. 

Spatial smoothing. As the activity of a voxel is linked to the activity of neighboring 

voxels, the single value of a voxel is substituted by a weighted average value of 

neighboring voxels. To do so, a Gaussian filter called kernel is typically used. In 

this way data are blurred but signal-to-noise-ratio is improved and it helps in case 

of multi-subjects analysis, where different brains show anatomical differences. 

Temporal filtering. Some temporal noise could be present in a signal, caused by 

temporal drift from scanner and physiological cycles, such as cardiac and 
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respiratory fluctuations. Filtering at frequencies level is a way to remove some 

noise, although there is the risk of removing part of the signal. 

Functional and anatomical coregistration. As already mentioned, to improve the 

spatial resolution of functional images, a coregistration with anatomical images is 

performed. For the coregistration, this procedure uses some specific reference 

anatomical points. 

Spatial normalization. Spatial normalization allows comparing between individuals 

by mapping all the subjects’ brains to a template brain; this is required for multi-

subject experiment. In case of affine transformation there are 12 degrees of 

freedom: 3 rotations, 3 translations, 3 scalings, and 3 skewings. The most used 

templates are Talairach and Montreal Neurological Institute (MNI). Once 

normalized each point of the brain can be identified with the coordinates on the 3 

axes. The origin (0,0,0) is the anterior commissure (AC). Positive or negative 

values on the x axis indicate positions on the right or on the left of the origin, 

respectively; positive or negative values on the y axis indicate anterior or posterior 

positions, respectively; positive or negative values on the z axis indicate superior 

or inferior positions, respectively. Spatial normalization may be difficult for subjects 

with lesions that have modified brain structure. 
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1.4 Autistic Spectrum Disorder: 

 

The Diagnostic and Statistical Manual of Mental Disorders, fifth (American 

Psychiatric Association, 2013) defines ASD as a disorder in neurodevelopment 

with deficits in social interaction and communication, with repetitive behavior. 

These symptoms are present from early childhood with a negative effect on 

normal functioning. Currently ASD prevalence is about 1% of US population, with 

higher prevalence in males than females (Baron-Cohen, 2008). 

ASD is a highly genetic disorder with concordance of 73-95% in monozygotic twins 

and an heritability of more than 90% (Bailey et al., 1995). 

Within the label of ASD DSM-5 has collected what in the DSM-IV-TR was 

classified as Classic Autism, Asperger Syndrome (AS) and Pervasive 

Developmental Disorder-Not Otherwise Specified (PDD-NOS) (American 

Psychiatric Association, 2000). 

ASD is now considered more as a continuum rather than a categorical pathology. 

In fact more than one characteristic may coexist not only in patients but also in 

neurotypical conditions. Different levels of impact lead to different level of 

impairment with a high level of variability. In the clinical practice, on the basis of IQ 

scores, there is a distinction between high-functioning and low-functioning autistic 

individuals. Also a high-functioning variant of ASD, Asperger Syndrome, can be 

distinguished on the basis of IQ scores and good language development (Baron- 

Cohen, 2008). 
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To complicate the diagnosis possible comorbilities with other disorders can be 

present, such as epilepsy (Fombonne and Psych, 2005) or mental retardation 

(Srivastava and Schwartz, 2014). 

 

1.4.1 Tests for diagnosis and research 

 

Different tests can support the clinician’s diagnosis of ASD, particularly the second 

version of Autism Diagnostic Observation Schedule (ADOS 2) and the Autism 

Diagnostic Interview-Revised (ADI-R). 

The ADOS 2 uses standard tasks in an interactive way in order to evoke a 

particular behavior, such as psychoeducational or developmental tests (Gotham et 

al., 2009). This test evaluates the quality of social behavior and communication 

and differentiates scores in different domains, as a Social Affection and Repetitive 

Behavior. The ADI-R is an interview for the caregivers of autistic patients. Scores 

are divided into verbal and non-verbal communication, social skills, and repetitive 

behavior (Lord et al., 1994). An intelligence test, like the Wechsler Adult 

Intelligence Scale, the Wechster Abbreviated Scale of Intelligence (WASI) or the 

Differential Ability Scale (DAS-II) (Flanagan and Harrison, 2012), is normally 

performed to complete the diagnosis, particularly to identify high and low 

functioning autistic subjects. Furthermore the Behavior Rating Inventory of 

Executive Function (BRIEF) is used to evaluate the executive function impairment 

(Gioia et al., 2002). The Social Responsiveness Scale (SRS) is used to measure 

the level of social abilities (Constantino et al., 2003).Finally, the Vineland Adaptive 
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Behavior Scales (VABS) (Sparrow and Cicchetti, 1985) assesses the Adaptive 

Behavior (AB). All the previous tests are caregiver-based questionnaires.  

 

1.4.2 Autistic Spectrum Disorder: Theories 

  

ASD is a complex and heterogeneous disorder, mainly concerning higher cognitive 

functions. After the first description of autism in 1943 by Leo Kanner (Kanner, 

1943), initially scientific literature described different types of behavioral 

dysfunctions. First in the 1960s the main psychological theory explained autism as 

a reaction of children to an abnormal relation with the mother (Bettelheim, 1959). 

This direction was investigated until mid 1980’s (Tinbergen et al., 1985), but then 

this theory was dropped out. 

Current theories explain autism from environmental, genetic, epigenetic, 

neurobiological and psychological points of view. I will focus on the psychological 

and neurobiological approaches. 

Main researches on Autism during the late 1980s, based on the dysfunction in the 

theory of mind (ToM) development, came from Baron-Cohen, Leslie and Frith 

(Baron-Cohen et al., 1985; Frith, 1989). ToM indicates the understanding of 

feelings and thoughts of others and the capacity of assuming their intention and 

anticipating their behavior; this aspect is also referred to as mentalization 

(Premack and Woodruff, 1978). Children develop complete theory of mind skills at 

around 4 years old. On the contrary, autistic subjects show severe delay and 

impairment in developing social cognition skills, which would explain their reduced  
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capacity in social interaction and difficulties in verbal communication and empathy, 

without effect on visuospatial and mnestic functions (Baron-Cohen, 1990) 

Consistently with this line of thought, Chris Frith has proposed the “weak central 

coherence theory”, according to which autistic symptoms could be caused by a 

dysfunction in the integration of information (Frith, 1989). From this point of view 

autistic subjects elaborate information coming from stimuli at an analytic and 

fragmented level rather than at the high level of meaning and context. This could 

explain the close attention to details, words or imagines as well as the incapacity 

of managing social situations. Also, sensory hypersensitivity could be linked to this 

aspect. Firth’s theory might explain the best performance of autistic children in 

finding a simple target in a larger picture (Embedded Figure Test), as well as their 

preference to observe local images instead of global pictures in the Navon test 

and bad performances in the homograph test, where a single stimulus must be 

decoded within a wider context (Baron-Cohen, 2008). 

Research on ASD has also focused on the impairment of executive functions 

(Ozonoff and Strayer, 1997), which could be associated with an abnormal 

development of the prefrontal cortex. 

Executive functions are involved in planning, action inhibition and problem solving; 

their dysfunction could explain why patients with ASD have difficulties in shifting 

attention and propensity to exclude different stimuli out of the focus of their 

attention. However, impairment in executive functions is not specific of ASD, 

although deficiency in the neuropsychological test of the Hanoi tower have been 

reported in ASD subjects (Ozonoff and Miller, 1995). A variant of this approach is 
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the Monotropism theory, which suggests that the impairment specifically affects 

the ability of multitasking (Murray et al., 2005). 

The ToM theory has been criticized for being circular, as it implies that the 

impaired meta-representative ability is the cause of the dysfunction of 

mentalization. In contrast, critics have pointed out that dysfunction in this cognitive 

domain seems to be more the product of a reduced motivation than an inability per 

se (Boucher, 1989). For this reason ToM approaches have been revised; this has 

led to the proposal for the empathizing-systemizing (E-S) theory. Empathizing and 

systemizing are two psychological dimensions used to classify individuals. In 

patients with ASD the lack of empathy is balanced by an increase in systemizing, 

resulting in defined interests, repetitiveness and inclination to be creatures of 

habits. Notably, the difference between autistic and Asperger syndrome could 

reflect a different strength in systemizing (Baron-Cohen, 2008). 

Specific aspects about neuroimaging and ASD will be examined in depth in the 

introduction of the second study but we can anticipate that cortical differences 

have been reported by comparing autistic patients with controls (Cauda et al., 

2011b); (Cauda et al., 2012b); (Cauda et al., 2014). 

These differences, which regard both cortical increase and decrease, have been 

detected in the brain areas that are involved in the ToM cognitive function, pain 

perception, speech production, social emotions, motor and cognitive tasks. 

As to the functional connectivity, most of researchers agree on the fact that autistic 

subjects show an under-connectivity between frontal and posterior cortical areas 

(Just et al., 2012, 2004);on the contrary, the existence of over-connectivity is more 

controversial (Belmonte et al., 2004) (Hull et al., 2017; Picci et al., 2016). 
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Finally, at the level of brain networks differences between ASD patients and 

controls have been found principally in the DMN (Di Martino et al., 2014; Minshew 

and Keller, 2010; Monk et al., 2009; Weng et al., 2010) and in the salience 

network (Kleinhans et al., 2008; Uddin and Menon, 2010). 
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2.1 Introduction 

 

2.1.1 BOLD signal and noise 

 

Since Biswal’s seminal paper of 1995 the BOLD signal measured when the brain 

is at rest has been incrementally used to study the functional organization of the 

brain (Biswal et al. 1995). However, the first resting state studies were criticized 

because the measured signal was thought to be just noise, that is, a measurement 

not effectively caused by brain activation. For this reason, critics warned that 

autocorrelation (AC) ought always to be discarded (Aguirre et al., 1997; Bullmore 

et al., 2001). As a matter of fact, there are BOLD signal changes correlated with 

head movement, machine drift, breath, and cardiac pulsation. In particular, cardiac 

and breath pulsation show cyclic trends causing typical movements of the brain 

tissue as well as variations in the blood flow (Dagli et al., 1999). This problem, 

however, is (at least partially) solved by temporally filtering the signal (Biswal et 

al.,1996; Friston et al., 2000; Lowe et al., 1998). 

Although certain studies pointed out the influence of physiological noise on 

functional connectivity signal (Birn et al., 2006; Chang et al., 2010; Shmueli et al., 

2007; Van Buuren et al., 2009; Wise et al., 2004), other research demonstrated 

that the BOLD signal is correlated with neuronal activity (Biswal. et al., 1995; 

Buckner and Carroll, 2007; Maxim et al., 2005; Winket al.,2008). The fact that 

neuronal activity can account for the BOLD signal at rest has been further 

confirmed by finding that resting state networks (rsN) reflect the connections 

identified in task experiments (Greicius et al., 2003; Gusnard et al., 2001). What is 
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more, in the mouse the BOLD signal has been found to be clearly associated with 

cortical activity (Golanov et al., 1994), whereas in humans direct recording of 

neuronal spikes with intracranial electrodes during resting state has revealed that 

the spikes are correlated with the fluctuations of BOLD signal (Nir et al., 2008; 

Shmuel et al., 2002; Shmuel and Leopold, 2008). So, what was thought to be just 

autocorrelated noise is now considered as information about functional 

connectivity (Biswal, 2012). To date, given the well established evidence that 

neural activity at rest determines the BOLD signal, the issue that is yet unresolved 

is to understand how the physiological noise affects the signal. 

 

2.1.2 Autocorrelation 

 

Especially in the field of task-related imaging studies the BOLD signal AC was 

traditionally considered to be a noise effect (Aguirre et al., 1997; Bullmore et al., 

2001; Lenoski et al., 2008; Lund et al., 2006; Purdon and Weisskoff, 1998; Zarahn 

et al., 1997). Thus, in order to correct it, several methods have been developed 

(Murphy et al., 2013). An autoregressive integrated moving average (ARIMA) 

model has been proposed as a pre-processing procedure (i.e., pre-whitening) 

(Granger and Newbold, 1974; Haugh, 1976). It has been pointed out that this pre-

processing procedure could still be susceptible to bias (Friston et al., 2000). 

However, so far this approach for correcting AC has been applied with good 

results, especially in fMRI task-related studies. On the other hand, a recent paper 
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claimed that removing the effect of BOLD signal AC from real data seems to be 

negligible (Arbabshirani et al., 2014). 

Especially with regard to the resting state condition the hypothesis that AC merely 

consists of noise, which cannot convey information about the neurophysiological 

substrate, can be unsupported by evidence. In fact several studies on BOLD 

signal persistence with the Hurst exponent (H) have shown that its distribution 

follows consistent anatomical patterns and is associated with physiological 

changes (Ciuciu et al., 2014; He, 2011; Sánchez Granero et al., 2008; Wink et al., 

2008). 

Indeed AC, along with other measures, (for instance H), can be thought of as an 

index of signal persistence or “memory”. On the one hand, this persistence can be 

caused by different noise sources, both physiological and not physiological (Birn et 

al., 2006; Chang et al., 2010; Shmueli et al., 2007; Van Buuren et al., 2009; Wise 

et al., 2004); on the other hand, it can be an intrinsic characteristic of the signal, 

due to particular aspects of the system, such as the capacity of associative areas 

to maintain memory of past information that can thereby be integrated with new 

information (He, 2011; Wink et al., 2008). In this case, the persistence of a signal 

may relate to how much the signal value, measured at a certain time, is correlated 

with another value of the same signal measured at a preceding time. In case of an 

output signal this property can be attributed to a particular feature of the system or 

to a characteristic of the input signal. As to the BOLD signal, its persistence may 

derive from brain activity (i.e., the system) or from the blood flow (i.e., the input 

signal). 
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From the theoretical point of view, if AC pattern is neurophysiologically significant, 

then this pattern should have a spatial distribution that is symmetrical and 

coherent with the function of brain areas. In particular, unimodal brain areas are 

supposed to show lower levels of AC, as they process information directly. In 

contrast, multimodal and associative brain areas are supposed to show higher 

levels of AC, as they need to process information coming from other brain regions 

in different time lags (Buckner and Carroll, 2007; Fuster, 1997; Hasson et al., 

2009; Honey et al., 2013; Murray et al., 2014; Schacter et al., 2007). 

Therefore, given both the preceding considerations and the fact that AC has been 

scarcely investigated as an informative parameter of BOLD signal, we decided to 

study the intrinsic properties of low frequency oscillations of the BOLD signal. In 

particular, we wanted to know: 1) if, in resting state data, the BOLD AC level is 

spatially distributed in a specific or meaningful pattern; 2) if different rsN have 

different AC levels; and 3) if unimodal and multimodal brain areas show different 

AC levels. 

 

2.1.3 Hurst exponent 

 

Hurts exponent (H) is a measure of long term memory of time courses and is used 

in many fields, from finance to hydrology. It has already been used to investigate 

the fractal dimension of resting state brain activity (He, 2011; Maxim et al., 2005; 

Park et al., 2010). 
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Mandelbrot demonstrated (Mandelbrot et al., 1997) that H values vary between 0 

and 1; when H is more or less 0.5, it indicates that the time series on which was 

calculates has a random trend, which is to say that future is not influenced by the 

past and, consequently, there is no memory. When H is lower than 0.5, there is an 

anti-persistent walk, which means that the trend of the variable changes quite 

frequently; as a result, if the trend is growing there is a high probability that will 

decrease in the early future. An H value higher than 0.5  indicate persistence in 

the trend of the time series. The Hurst exponent is not obtained with a precise 

calculation but with estimation procedures, among which the Rescaled Range 

analysis is the most applied.  

 

Given a time series X=(��,��, … , �#), form a set of vectors 

 

 $�% = &������%��	, ������%��	, … , ��%',( = 1,2, … .,																									 (4) 

 

 M is an integer indicating the maximal length of discrete time interval. 

 K=1,2,…., int (N/m), int(N/m) indicates the integer part of N/m. 

The range R and standard deviation S of each interval can be defined 

as follows: 
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 -�,% = max0�������%�� − �̅��%
� −min0�������%�� − �̅��%

� 													 (5) 

 

 																														2�,% = 31( 0�������%�� − �̅�%
� �� (6) 

 

                where    �̅� = 1 (∑ ������4��%4��5 is the mean of each interval. 

 

The mean of R/S is calculated as follows: 

 

 

-%2% =	 1int�7 (5 � 0 -�,%2�,%
89:�# %⁄ �

���  

 

(7) 

Finally, H is defined as the slope of the line that fits the pair  

(ln m, ln (-% 2%⁄ )) in a least-squares sense. 

 

Persistence measured with H was investigated in subjects with early Alzheimer's 

disease. Compared to controls, patients showed higher H values, thus suggesting 

slower dynamics in BOLD signal (Maxim et al., 2005). In contrast, a decrease of 

persistence was detected in autistic subjects (Lai et al., 2010). Concerning normal 
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aging, a higher H was measured in the BOLD signal time courses of the 

hippocampus, bilaterally (Wink et al.,2006). Moreover, higher H values in the 

signal of the default mode network has been associated with a lower extraversion 

score (Lai et al., 2010). 

Unfortunately, H has several drawbacks related to the estimation procedure, which 

depends on many factors as estimated on a random series the result could be a 

value that indicate a long memory (Sánchez Granero et al., 2008) and produces 

different results according to the different methods of estimation (Cannon et al., 

1997; Poveda and Mesa, 1994). For these reasons we decided to explore the 

BOLD signal persistence with the more reliable and straightforward parameter of 

AC. 
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2.2 Materials and methods 

 

2.2.1 Subjects 

 

Fifteen healthy right-handed volunteers (8 females and 7 male; mean age M=29.6 

years, SD=7.04), free of neurological or psychiatric disorders, without taking any 

medication known to alter brain activity and with no history of drug or alcohol 

abuse, were recruited. This study protocol was approved by the Ethics Committee 

of University of Torino and all clinical investigation were conducted according to 

the principles expressed in the Declaration of Helsinki. We obtained written 

informed consent from all participants involved in this study. 

 

2.2.2 Image acquisition 

 

Images were acquired during a resting state scan with a 1.5 Tesla INTERA™ 

scanner (Philips Medical Systems). Functional T2* weighted images were 

acquired using echoplanar sequence (TR=2000 ms, TE=50 ms, FA= 90°). The 

acquisition matrix was 64x64, with a 200 mm FoV. A total of 850 volumes were 

acquired: slice thickness was 4.5 mm; in-plane resolution was 3.1 mm. A set of 

three-dimensional high-resolution T1-weighted structural images was acquired, 
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using a Fast Field Echo sequence, with a 25 ms TR, an ultra-short TE, FA= 30°. 

Acquisition matrix was 256x256, and the FoV was 256 mm. 

We used a long acquisition time in order to have a long time course for calculating 

more accurately both AC and H. Infact, following previous studies, calculation of H 

on longer data series are suggested in order to decrease error on estimation and 

to better capture the lower frequencies (Eke, et al., 2000; Herman et al, 2011; 

Rubin et al.,  2013). Several studies pointed out that estimation of H for time series 

shorter than 256 are unreliable and bias and standard deviation of H estimates are 

less than 0.05 for series having more that 512 time points.(Bryce and Sprague, 

2012; Cannon et al., 1997), this means that different fractal methods of calculation 

perform better with the increase of signal length. 

To place these suggestions in the resting state fMRI context we must remember 

that a usual TR is 2 seconds. In our research we worked on a 850 volumes time 

course that means that the duration of the scan was more than 28 minutes that is 

a quite a long time for the subjects. 

We think that is an acceptable tradeoff between practical scan procedures and 

methodologists suggestions. 

 

2.2.3 Preprocessing 

 

Datasets were analyzed using the BrainVoyager QX software (Brain Innovation, 

Maastricht, NL). Functional images were pre-processed to reduce artifacts, as 
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follows: (i) slice scan time; (ii) 3D motion correction; (iii) spatial smoothing (8 mm 

FWHM). Then time courses were temporally filtered (0.008 Hz and 0.08 Hz) and 

normalized (Thomas Yeo et al., 2015; Yeo et al., 2011). Subsequently, the dataset 

of each subject was transformed into the Talairach space (Talairach and 

Tournoux, 1988), the cerebrum was translated and rotated into the 

anterior/posterior commissures plane and its borders were identified. Finally, using 

the anatomo-functional coregistration matrix and the determined Talairach 

reference points, the functional time course of each subject was transformed into 

the Talairach space and the volume time course was created. 

 

2.2.4 AC spatial distribution 

 

AC is the correlation between elements of a series separated by an interval. In our 

case the series is the BOLD time course of a voxel and the interval is a time lag, 

multiple of the sampling rate (TR). 

The AC formula is: 

 r= = ∑ �y: − y
��y:�= − y
�9:�=��∑ �y: − y
�9:�� �  (8) 

 

where rk is the autocorrelation for lag k. 
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AC is described by a graph called correlogram in which the variable on the 

horizontal axis is the temporal lag, while the variable on the vertical axis is the AC 

value for each time lag. 

To obtain a map of the AC spatial distribution we computed voxel wise the AC at 

different time lags and then considered its sum at lag 1 and lag 2, which was then 

attributed to each voxel respectively. We repeated this calculation for every time 

course of the BOLD signal for each voxel of every subject. We subsequently 

computed the average AC and summarized the results using a one sample t test. 

The threshold was q<0.05, Bonferroni corrected for multiple comparisons. 

To define the nodes showing the highest and lowest AC values we modified the 

threshold so that only the 10% highest and lowest peaks were visualized. On each 

of these peaks we designed a 10 mm spherical ROI. Anatomical labels relative to 

high and low AC ROIs were identified with the Talairach Client software (Lancaster 

et al., 2000, 1997) (Tab.2.1). 

Roi Tala i rach Cl ient Lag 1+ Lag 2 Ring AC

x y z x y z

Pcun 6 -57 33 8 -60 2 Precuneus, BA 7 1,059 PTF high

FPole 5 60 4 6 66 -7 Medial  Fronta l  Gyrus , BA 10 0,988 PTF high

SMGr 50 52 25 55 60 17 Supramarginal  Gyrus , Brodmann area  40 0,95 PTF high

SMGl -51 -55 21 -54 -55 25 Supramarginal  Gyrus , Brodmann area  40 0,949 PTF high

BA10l -40 42 13 -42 47 6 Middle Fronta l  Gyrus , BA 10 0,904 PTF high

dACC -1 30 32 0 37 28 Cingulate Gyrus , BA 32 0,786 PTF high

BA3l -20 -29 59 -20 -30 1 Postcentra l  Gyrus, BA 3 0,647 VSA low

MDNr 11 -16 15 13 -14 13 Tha lamus  Media l  dorsa l  Nucleus 0,632 Subcor low

BA3r 21 -26 59 25 -26 59 Postcentra l  Gyrus, BA 3 0,586 VSA low

MDNl -11 -14 15 -11 -12 14 Tha lamus  Media l  dorsa l  Nucleus 0,582 Subcor low

SNl -17 -4 -4 -17 -3 -8 Lenti form Nucleus,  Media l  Globus  Pa l l idus 0,542 Subcor low

BA6l -28 -1 44 -29 5 45 Middle Fronta l  Gyrus , BA 6 0,441 VSA low

BA6r 35 -5 44 39 1 44 Middle Fronta l  Gyrus , BA 6 0,427 VSA low

SNr 15 -5 -4 17 -4 -9 Lenti form Nucleus, Media l  Globus  Pal l idus 0,426 Subcor low

Tala irach MNI

 

Table 2.1. List of ROIs, with Talairach coordinates, as described in Talairach Client, and their corrispondence 

to the dual ring architecture, AC value and level. 



 

To verify the degree of similarity of the autocorrelograms between the ROIs we 

employed a hierarchical clustering. The optimal number of cluster was determined 

using the silhouette method 

ROIs we averaged temporal signal of all the voxel included in the ROI and 

calculated the correlogram or 

timecourse. An example of two ACF

Fig. 2.1. Autocorrelation functions

signal of precuneus, which is the brain 

of Brodmann area 6, which is the brain area with a lowest AC level

 

The aforementioned process was repeated for all the subjects. The first 5 lag 

points of all the correlograms were

coefficient was considered as a parameter to measure the AC level of the BOLD 

signal in that ROI. To verify the statistical difference between angular coefficients 

of every couple of ROIs we performed a t test.
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To verify the degree of similarity of the autocorrelograms between the ROIs we 

employed a hierarchical clustering. The optimal number of cluster was determined 

using the silhouette method (Rousseeuw, 1987). For each of the high and low AC 

ROIs we averaged temporal signal of all the voxel included in the ROI and 

correlogram or autocorrelation function (ACF) of the averaged 

timecourse. An example of two ACFs is illustrated in Fig. 2.1. 

1. Autocorrelation functions.Two examples of autocorrelation function. The red line is obtained from the 

ich is the brain area with the highest AC level, the blue line is obtained from the signal 

ich is the brain area with a lowest AC level. 

The aforementioned process was repeated for all the subjects. The first 5 lag 

points of all the correlograms were then fitted with a line and the angular 

coefficient was considered as a parameter to measure the AC level of the BOLD 

signal in that ROI. To verify the statistical difference between angular coefficients 

of every couple of ROIs we performed a t test. 

To verify the degree of similarity of the autocorrelograms between the ROIs we 

employed a hierarchical clustering. The optimal number of cluster was determined 

. For each of the high and low AC 

ROIs we averaged temporal signal of all the voxel included in the ROI and 

relation function (ACF) of the averaged 

Two examples of autocorrelation function. The red line is obtained from the 

area with the highest AC level, the blue line is obtained from the signal 

The aforementioned process was repeated for all the subjects. The first 5 lag 

then fitted with a line and the angular 

coefficient was considered as a parameter to measure the AC level of the BOLD 

signal in that ROI. To verify the statistical difference between angular coefficients 
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To understand from a network perspective the spatial distribution of the AC values, 

we employed the 20 large-scale brain networks subdivision provided by Biswal in 

a previous study (Biswal et al., 2010). For each of the 20 networks we calculated 

the number of voxels showing an 1+2 AC that was significantly different from the 

mean (one sample t test p< 0.05, Bonferroni corrected). In order to exclude the 

possibility that the signal-to-noise-ratio (SNR) could influence the results of AC 

spatial distribution, we calculated voxel-wise the SNR and compared its spatial 

distribution with that of the AC. 

To our knowledge only another study considered the spatial distribution of AC in 

resting state BOLD signal and Lag 1+2 was the parameter used (Kaneoke et al., 

2012). We also calculated the correlation between AC of Lag 1 plus Lag 2 and the 

sum of AC from Lag 1 to Lag 5, for each subject and each ROI, the result is a 

correlation of 0,90. This demonstrates that AC at lag 1 plus lag 2 is a good and 

parsimonious parameter to confront AC level in different voxels. 

Finally, in order to further verify our results, we also measured the persistence of 

the signal using H as parameter (Hurst, 1950). For a description of the method, 

refer to Peng et al. (Peng et al., 1994). 
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2.3 Results 

2.3.1 Voxel-wise analysis 

 

 

Fig. 2.2. Autocorrelation spatial distribution. The upper panel illustrates the statistical map of the ROIs with 

higher AC in the frontoparietal areas, anterior insula and cingulate cortex. The lower panel illustrates an axial 

view of ROIs with lower AC in sensorimotor areas, thalamic and pontine subcortical regions. 
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Once obtained the statistical parametric map describing the spatial distribution of 

the AC level in BOLD signal, we observed that AC is symmetrically distributed 

across hemispheres. This pattern is illustrated by Fig. 2.2: the upper panel 

illustrates the statistical map of the ROIs with higher AC in the frontoparietal areas, 

anterior insula and cingulate cortex; the lower panel illustrates an axial view of 

ROIs with lower AC in sensorimotor areas, thalamic and pontine subcortical 

regions. 

We found that frontoparietal areas, anterior insula and cingulate cortex exhibit 

statistically significant higher AC levels compared to average. In contrast, 

sensorimotor areas, thalamic and pontine subcortical regions exhibit statistically 

significant lower AC levels compared to average. The ROIs with higher AC are the 

following: left Brodmann area 10 (BA10l); dorsal anterior cingulate cortex (dACC); 

frontal pole (FP); precuneus (Pcun); left supramarginal gyrus (SMGl); right 

supramarginal gyrus (SMGr) (Fig. 2.3). 

This AC spatial distribution closely resembles the DMN and part of the ventral 

attentional network (VAN) and frontoparietal network ( Biswal. et al., 1995; Biswal 

and Ulmer, 1999; De Luca et al., 2006; Dosenbach et al., 2007; Fox et al., 2006; 

Greicius, 2008; Greicius et al., 2003; D.S. Margulies et al., 2007; Mckeown et al., 

1998; Seeley et al., 2007). 

The ROIs with lower AC are the following: left Brodmann Area 6 (BA6l); right 

Brodmann area 6 (BA6r); left Brodmann area 3 (BA3l); right Brodmann area 

3(BA3r); left medial dorsal nucleus of the thalamus (MDNl); right medial dorsal 

nucleus of the thalamus (MDNr); left superior nucleus of the thalamus (SNl); right 

superior nucleus of the thalamus (SNr). 



 

 Fig. 2.3. ROIs location. ROIs with higher AC are colored in orange, while ROIs with lower AC are colored in 

blue. BA10l: left Brodmann area 10; dACC: dorsal anterior cingulate cortex; FP: 

SMGl: left supramarginal gyrus; SMGr: right 

Brodmann area 6; BA3l: left Brodmann area 3; BA3r: right Brodmann area 3; MDNl: left medial dorsal nucleus 

of the thalamus; MDNr: right medial dorsal nucleus of the thalamus; SNl: l

SNr: right superior nucleus of the thalamus.

 

2.3.2 Clustering 

 

The markedly symmetrical distribution across hemispheres of the AC spatial 

pattern is evident if a hierarchical clustering algorithm is applied to the 

correlograms acquired from the ROIs (Fig. 

the hemispheres compose 

with higher AC levels and for ROIs with lower AC levels.
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ROIs with higher AC are colored in orange, while ROIs with lower AC are colored in 

blue. BA10l: left Brodmann area 10; dACC: dorsal anterior cingulate cortex; FP: frontal pole

; SMGr: right supramarginal gyrus; BA6l: left Brodmann Area 6; BA6r: right 

Brodmann area 6; BA3l: left Brodmann area 3; BA3r: right Brodmann area 3; MDNl: left medial dorsal nucleus 

of the thalamus; MDNr: right medial dorsal nucleus of the thalamus; SNl: left superior nucleus of

SNr: right superior nucleus of the thalamus. 

The markedly symmetrical distribution across hemispheres of the AC spatial 

pattern is evident if a hierarchical clustering algorithm is applied to the 

correlograms acquired from the ROIs (Fig. 2.4). In fact, two homologous areas of 

the hemispheres compose the first level of clustering; this occurs both for ROIs 

with higher AC levels and for ROIs with lower AC levels. 

 

ROIs with higher AC are colored in orange, while ROIs with lower AC are colored in 

frontal pole; Pcun: precuneus; 

; BA6l: left Brodmann Area 6; BA6r: right 

Brodmann area 6; BA3l: left Brodmann area 3; BA3r: right Brodmann area 3; MDNl: left medial dorsal nucleus 

nucleus of the thalamus; 

The markedly symmetrical distribution across hemispheres of the AC spatial 

pattern is evident if a hierarchical clustering algorithm is applied to the 

4). In fact, two homologous areas of 

the first level of clustering; this occurs both for ROIs 
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Fig.2.4.ROIs clustering. The left dendrogram describes the hierarchical clustering of the ROIs with lower AC, 

while the right dendrogram describes the hierarchical clustering of the ROIs with higher AC. 

 

At the second level of clustering, areas with lower AC are grouped into three 

clusters: one composed of sensorimotor areas (BA 3 and 6), the other two 

composed of subcortical areas. In turn, areas with higher AC are also grouped into 

three clusters: one cluster composed of posterior areas (left and right 

supramarginal gyri and precuneus), one composed of just the anterior cingulate 

cortex (ACC) and another composed of frontal areas (left BA10l and frontal pole). 

Of note, at a third level of clustering, the ACC is grouped with the posterior areas. 

This analysis confirms and better specifies the statistical differences between 

ROIs with high and low AC. Fig. 2.5 illustrates the results of the t test between the 

ROIs. A few exceptions aside (dACC-BA3l, dACC-MDNr, BA10l-MDNr, FP-MDNr, 

FP-MDNl, FP-BA3l, FP-BA3r, FP-SNl), differences between areas with higher AC 

and areas with lower AC are statistically significant. On the contrary, differences 



 

between homologous areas are not statistically significant; this result is intuitively 

consistent as it can indicate a sort of symmetr

within the brain regions with higher AC, frontal areas exhibit less AC level than 

posterior ones. Finally, among the posterior areas, 

highest AC level. This region

and is one of the essential parts of the DMN 

 

Fig.2.5. AC t test results. The figure shows the p

coefficients of line fitting the first 5 lags of the autocorrelation function. When there is a significant difference 

between the two angular coefficients (Sig. 2

columns are ordered in such a way that all ROIs with lower AC are closer. Also ROIs with higher AC are close 

to each other. Frontal ROIs and posterior ROIs occupy consecutive rows/columns 
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between homologous areas are not statistically significant; this result is intuitively 

consistent as it can indicate a sort of symmetry in the AC distribution. Notably, 

within the brain regions with higher AC, frontal areas exhibit less AC level than 

posterior ones. Finally, among the posterior areas, the precuneus shows the 

region has been related to important associative functions 

and is one of the essential parts of the DMN (Cavanna and Trimble, 2006)

figure shows the probability values of the paired samples 

coefficients of line fitting the first 5 lags of the autocorrelation function. When there is a significant difference 

between the two angular coefficients (Sig. 2-tailed) < 0.05, the cell color is red, otherwise is cool. Rows and 

h a way that all ROIs with lower AC are closer. Also ROIs with higher AC are close 

to each other. Frontal ROIs and posterior ROIs occupy consecutive rows/columns so as to 

between homologous areas are not statistically significant; this result is intuitively 

y in the AC distribution. Notably, 

within the brain regions with higher AC, frontal areas exhibit less AC level than 

precuneus shows the 

ociative functions 

(Cavanna and Trimble, 2006). 

 

robability values of the paired samples t test on the angular 

coefficients of line fitting the first 5 lags of the autocorrelation function. When there is a significant difference 

the cell color is red, otherwise is cool. Rows and 

h a way that all ROIs with lower AC are closer. Also ROIs with higher AC are close 

so as to create modules. 
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2.3.3 High AC voxels in brain networks 

 

For each brain network the calculation of the number of voxels with higher AC 

yielded the following results. The DMN appears to be the network with the highest 

number of higher AC voxels, followed by VAN and frontoparietal network (Fig. 

2.6). This results confirms what has already been described in the statistical 

parametric map (Fig. 2.2), and accords well with all the others previous 

observations. 

 

 

 

 



 

Fig.2.6. AC in brain networks. Different brain networks ordered by numbers of voxels with higher AC 

(Lag1+Lag2). These are the networks 

attentional network left, VANr: ventral attentional network right, Sal

DAN: dorsal attentional network, AUD

motor cortex, SMOT: somatomot

CRB-TH: 

 

2.3.4 Comparison with the Hurst Exponent

 

We also measured the BOLD 

Detrended Fluctuation Analysis (H ) was 

(Peng et al., 1994). Notably, the comparison between AC values and those 
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Different brain networks ordered by numbers of voxels with higher AC 

(Lag1+Lag2). These are the networks put forward by Biswal. DMN: default mode network, VANl

ventral attentional network right, Sal: salience network, V3

dorsal attentional network, AUD: auditive cortex, Pmot: premotor cortex, OFC: orbitofrontal cortex, Mot

somatomotor cortex, V1: first visual cortex, Cereb: cerebellum, V2: second visual cortex, 

Comparison with the Hurst Exponent 

BOLD signal persistence using H as parameter

Detrended Fluctuation Analysis (H ) was used to estimate the Hurst parameter

. Notably, the comparison between AC values and those 

 

Different brain networks ordered by numbers of voxels with higher AC 

default mode network, VANl: ventral 

rk, V3: third visual cortex, 

orbitofrontal cortex, Mot: 

or cortex, V1: first visual cortex, Cereb: cerebellum, V2: second visual cortex, 

using H as parameter. The 

the Hurst parameter 

. Notably, the comparison between AC values and those 



 

obtained with H produced 

between ROIs were no longer statistically significant (Fig.

 

Fig.2.7. Hurst t test results. The figure shows the p

exponent (H). When there is a significant difference between 

red, otherwise is cool.  
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produced similar results, even though with H many differences 

between ROIs were no longer statistically significant (Fig. 2.7). 

. The figure shows the probability values of the paired samples 

When there is a significant difference between H and AC (Sig. 2-tailed)< 0

 

similar results, even though with H many differences 

 

robability values of the paired samples t test on the Hurst 

tailed)< 0.05, the cell color is 
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2.4 Discussion 

 

Our analysis provides evidence that AC could be an interesting index to explore 

voxel-wise the memory level or persistence of the BOLD signal. In fact, we 

observed: i) that the pattern of AC level distributes symmetrically across 

hemispheres; ii) that the AC spatial distribution reflects the patterns of certain 

large-scale resting state networks; iii) and that unimodal and multimodal areas 

exhibit lower and higher AC levels, respectively. These findings suggest that the 

BOLD signal AC during resting state is not exclusively the result of physiological 

noise but also the result of functional brain organization. 

In particular, we found evidence that the spatial distribution of AC level reflects the 

distinction between primary (or unimodal) and secondary (or multimodal or 

associative) brain areas. The former (auditory, visual and somatic areas) exhibit 

lower AC levels, while the latter (associative regions of the frontal, parietal, and 

temporal lobes) exhibit higher AC levels. It is worth noting that this distinction 

strongly resembles the functional organization described as “dual intertwined rings 

architecture” (Mesmoudi et al., 2013). In this model, somatosensory regions 

(visual, somatic, and auditory) form one ring, called VSA, while parietal, temporal 

and frontal areas form the other ring, called PTF. Notably, we found that the brain 

areas with higher AC levels are parts of the PTF ring, while the brain areas with 

lower AC levels are within the VSA ring. 

It has been suggested that two different timings characterize the integration 

process within the two rings, so that the brain could achieve a multi-temporal 
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integration of sensory stimuli with past and present information and use it to adopt 

different and appropriate courses of action (Mesmoudi et al., 2013). Thus, in this 

perspective, a persistent BOLD signal might be indicative that the brain is 

maintaining information in order to connect past, present and future events (He, 

2011; Wink et al., 2008). 

We also analyzed the distribution of voxels with high AC in the different rsN, and 

found that most of these voxels are part of the DMN, VAN and the salience 

network. This provides further evidence for the previous observation about the 

dual ring different timing. Remarkably AC level in V1,V2 and V3 reflects the 

hierarchical organization of primary and secondary sensory visual areas (Wandell 

et al., 2007), as compared to V1 and V2the higher presence of voxels with high 

AC level in V3 reveals a persistence in BOLD signal that could be an implication of 

higher level of information processing in that area. 

In previous studies, analyses of the BOLD signal and its persistence have been 

carried out with the parameters of the frequency spectrum and H, resulting in a 

strong correlation between the H and the power spectrum, described with a power-

law exponent. 

The first inspection of the persistence of the BOLD signal, performed using H as 

parameter, has revealed that the BOLD signal coming from GM exhibits higher 

persistence values than the BOLD signal coming from WM or CSF (Biswal et al., 

2010; Maxim et al., 2005; Wink et al., 2008; Zuo et al., 2010). Moreover, the long 

memory of the signal measured with H decreases during task conditions 

compared to rest (He, 2011), so much so that higher H values have been reported 

within the DMN, whereas lower H values have been reported within the salience, 



56 

 

attentional and visual networks, with the lowest H values observed in motor and 

subcortical networks (Ciuciu et al., 2014). All these results are in line with our 

findings, which argue for the hypothesis that, compared to associative brain 

regions, unimodal areas are supposed to have lower AC levels in virtue of their 

less complex functional organization. 

However, although a study sustained that with H it is possible to obtain evidence 

of long memory in random series (Sánchez Granero et al., 2008), the calculation 

of this parameter presents difficulties (Cannon et al., 1997). In fact, in order to 

calculate H, temporal series must be appreciably long. And it has been pointed out 

that the estimation of H is less reliable for values around 0.5 (Schepers et al., 

2002). 

Interestingly, it has been found that the BOLD signal coming from regions that are 

part of cognitive networks has a frequency spectrum with more power on the lower 

frequency compared to the values of perceptual networks (Ding et al., 2011; 

Salvador et al., 2008; Zuo et al., 2010). Given the relation between AC and the 

power spectrum, described by the Wiener-Khinchin theorem, these findings further 

support our results, as a signal with a power that is more distributed on lower 

frequencies is supposed to show higher AC levels than a signal with a power that 

is less distributed on lower frequencies, and this signal longer persistence could 

be the necessary support to cognitive functions. 

To our best knowledge, only one study has thus far investigated the AC spatial 

distribution of BOLD signal in resting state (Kaneoke et al., 2012). This paper 

points out that the AC spatial distribution somehow reflects the pattern of the DMN 

(Buckner et al., 2008). Here we found that the ROIs with higher AC levels are 
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parts of the DMN as well as of the VAN and frontoparietal network. The study of 

Kaneoke et al. used AC to spot differences between precuneus and posterior 

cingulate cortex (PCC). Intriguingly, in their analysis the BOLD signal of the 

cognitive and associative subareas of precuneus exhibited a higher AC level than 

the BOLD signal of the visual and somatosensory subareas (Margulies et al., 

2007; Margulies et al., 2009). What is more, AC levels were found to be higher in 

the ventral PCC (vPCC) compared with those of the dorsal PCC; notably, vPCC is 

the most connected subarea of PCC within the DMN. The DMN is known to be 

active during tasks involving internal focusing, such as autobiographical memory 

or elaboration of future plans (Buckner et al., 2008; Shannon and Buckner, 2004; 

Vincent et al., 2006; Wheeler and Buckner, 2004). Coherently, the vPCC is active 

during tasks involving autobiographical memory (Svoboda et al., 2006) as well as 

future planning (Schacter et al., 2007). Of note, lesions of vPCC can cause 

amnesia (Leech et al., 2011; Valenstein et al., 1987). 

Another study has associated the BOLD signal with higher AC levels with brain 

areas characterized by a higher number of both long-range and short-range 

synaptic connections (Baria et al., 2013; Baria et al., 2011). What is more, the AC 

cortical pattern distribution is similar to the pattern distribution of the myelin 

content, and it is known that unimodal areas have a higher myelin content than 

multimodal associative regions (Fuster, 1997; Glasser and Van Essen, 2011). In 

fact, associative regions have a higher neuronal density with more extended 

dendritic ramifications and synapses (Collins, et al., 2010). Given that the main 

function of myelin is to speed up the axonal impulse, it should be extremely 

interesting to investigate this aspect in relation to the BOLD signal persistence. 
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All the aforementioned studies are not only consistent with each other but also 

with a recent paper showing that certain brain areas appear to have a BOLD 

signal at rest characterized by scale-free behavior and a Lévy flight course (Costa 

et al., 2016). 

The BOLD signal has well known neurophysiological underpinnings (He et al., 

2008; Lauritzen and Gold, 2003; Palva and Palva, 2012) and at this level 

interesting research has been done on its persistence. For instance, AC of the 

electrode signal at rest was studied in humans with recorded electrocorticography 

(ECoG). AC level was found to be higher in prefrontal and other associative areas, 

and lower in auditory and visual areas, but, intriguingly, in these sensory areas it 

showed a tendency to increase from primary areas to more integrative areas 

(Honey et al., 2013). Similar results were found by analyzing single neuron spike 

trains in primate cortex, which showed higher AC levels in prefrontal areas, 

average AC levels in parietal associative areas and lower AC levels in sensory 

areas (Murray et al., 2014). 

Furthermore, another study explored the relationship between the temporal 

properties of large-scale networks and the co-expression of human genes. 

Congruence was found between expression of subsets of genes, temporal 

properties of the proteins coded by these genes, and the functional organization of 

different brain areas. In particular, genes coding for proteins associated with faster 

neural transmission were more co-expressed in unimodal areas, whereas genes 

coding for proteins associated with slower and sustained neural activation were 

more co-expressed in multimodal associative areas (Cioli et al., 2014). 
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These results seem to be in agreement with our findings showing a higher 

persistence of the BOLD signal in higher-order cortical areas. Future investigations 

are nonetheless needed in order to confirm this intriguing relationship between 

genetic expression and brain functional organization. 

Other worthwhile directions for future research are the issues of how the AC level 

distribution differs within pathological and control subjects, as well as of how it 

changes during the human life cycle, particularly in healthy aging subjects. In 

patients with Alzheimer’s disease, for instance, the regions showing accumulation 

of with beta-amyloid plaques are the same regions that compose the DMN 

(Bartzokis et al., 2007, Buckner and Vincent, 2007). Furthermore, most of the 

other neurodegenerative diseases present atrophy in regions that are parts of the 

DMN, salience and executive control networks (Ahmed et al., 2016). And these 

important networks have also been found to be altered in a variety of psychiatric 

conditions (Goodkind et al., 2015; McTeague et al., 2016). 

In line with our analysis, the involvement of large-scale networks of associative 

areas in brain disorders might suggest a decrease in AC levels within those areas. 

More findings on this important issue will positively impact on clinical practice, as 

the BOLD signal AC may be discovered to be a significant biomarker for both 

neurological and psychiatric conditions. 
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2.5 Conclusion 

 

Although part of BOLD signal AC is noise, another part, especially during the 

resting state condition, can convey relevant neurophysiological information. This 

type of information can be related to the processing memory or persistence of 

brain functional organization (Ball et al., 2011; Buckner et al., 2008; Buckner and 

Carroll, 2007; Fuster, 1997; Fuster and Bressler, 2012; Gusnard et al., 2001; 

Raichle et al., 2001; Schacter et al., 2007; Strogatz, 2001). In fact, analyses 

carried out in this study provide evidence  that 1) the BOLD signal AC level 

appears to be spatially distributed in specific or meaningful patterns; 2) different 

AC levels characterize different rsN; and, finally, 3) unimodal (or sensory) and 

multimodal (or associative) brain areas show different AC levels. In particular, 

multimodal regions exhibit higher memory or persistence values in the BOLD 

signal compared to unimodal and subcortical regions. This suggests a relationship 

between higher AC values and higher-order cognitive functions, so that the BOLD 

signal AC in resting state may be considered as a potential parameter to measure 

the capacity for storing and processing information across different brain areas, 

which opens the possibility of future use of this parameter in clinical contexts. 
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2.6 Foreword Study 2 

 

While in the first study we aimed to validate AC as a good method to measure 

BOLD signal persistence, in the second study we aimed to verify the possibility of 

using AC as a biomarker for brain disease. We chose to investigate AC in ASD 

because cognitive theories about this disorder involve the role of those areas that 

we already observed to have a high persistence in BOLD signal. 

Thus, the research questions of study 2 were the following: concerning BOLD 

signal persistence, are there differences between individuals with ASD and 

controls? In case of positive answer, can these differences be located in the brain 

areas that, according to the cognitive theories about ASD, play a role in the 

development of this condition? And, finally, is AC pattern informative enough to 

help distinguish between autistic and healthy individuals?  
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3.1 Introduction 

3.1.1 Persistence of BOLD signal measured with 

autocorrelation 

In study 1 (Vercelli et al., 2017) we investigated the AC of fMRI BOLD signal at 

rest and found that a higher level of AC is measured in the BOLD signal coming 

from heteromodal areas (associated with the higher cognitive functions) compared 

to a lower AC measured in unimodal/somatosensory and subcortical cortices. A 

higher AC means that the BOLD signal is more persistent, which is to say that the 

signal level fluctuates slowly. What is the physiological meaning of this dynamic is 

not as yet clear but a possibility is that a higher level of information integration 

needs more permanence of the signal. In his seminal paper, published in 1998, 

Mesulam  refers to the temporal expansion that is needed to integrate 

asynchronous information, that is, information coming at different times (Mesulam, 

1998). According to his hypothesis, different information must be “kept on line” to 

construct a coherent and integrated picture of reality. Thus, given that the 

persistent reverberation of neuronal spiking activity is assumed as a correlate of 

working memory (Amit, 1995), and that BOLD signal is an indirect measure of 

neuronal activity, we can hypothesize that also the persistence of BOLD signal 

might be connected with the process of working memory. 
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3.1.2 Neuroimaging and ASD 

 

Neuroimaging made possible non-invasive research with better accuracy 

compared to the past. Techniques like structural MRI, functional MRI and diffusion 

MRI have been applied to study both the normal and the pathological brain. Also 

ASD has been investigated as to GM and WM differences and abnormal functional 

connectivity of patients compared to normal subjects. In particular, the creation of 

a specific database with MRI and behavioral data about autistic subjects has been 

a concrete help for research in the quest for studying ASD (Di Martino et al., 

2014). 

Compared to normal subjects, structural MRI investigations have reported cortical 

differences (GM decreases and GM increases) in patients with ASD. On the basis 

of the results of a meta-analysis (Cauda et al., 2011b) including 16 papers and 

728 subjects, differences were detected in regions involved in the ToM cognitive 

function; GM increases and GM decreases were especially reported in the middle 

temporal gyrus, posterior cingular cortex, precuneus and amygdala. Other 

significant differences were detected in the cerebellum and in the insula, a brain 

region involved in important functions ranging from pain perception and speech 

production to social emotions (Cauda et al., 2012b), including the conscious 

monitoring of the body’s condition via the integration of different unconscious 

stimuli (both external and internal) with emotional processes, as well as the 

conscious detection of error (Cauda et al., 2012a, 2011a; Klein et al., 2013; 

Nieuwenhuys, 2012; Vercelli et al., 2014; Wylie and Tregellas, 2010). Finally, 

modifications were also detected in the caudate nucleus, a part of the basal 
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ganglia involved both in motor and cognitive tasks (Haber, 2016). A further meta-

analysis investigated WM abnormalities and found accordance between GM and 

WM alterations (Cauda et al., 2014). 

As to the functional connectivity, several studies investigated the functional 

changes in patients with ASD in the light of the cognitive theories of this condition. 

The main cognitive theories of ASD focus on two closely related aspects: the 

theory of mind and executive dysfunctions (Austin et al., 2014). However, studies 

that have investigated these aspects with fMRI techniques did not produced 

homogeneous results (Margulies et al., 2009; Naughtin et al., 2017; Prat et al., 

2016; Sharfitz, 2015; Spunt and Adolphs, 2017). 

Conversely, there is a good general agreement on the so-called “under-

connectivity theory”, which suggests that autistic subjects exhibit a reduced 

cortico-cortical connectivity, particularly between frontal and posterior cortical 

areas(Just et al., 2012, 2004). 

It is worth noting that, in addition to the under-connectivity theory, also an over-

connectivity theory has been proposed (Belmonte et al., 2004), which suggests 

that over-connectivity patterns may be present at cortical local level; on this 

aspect, however, there is no consensus yet (Hull et al., 2017; Picci et al., 2016). 

Dysfunction in brain networks have been repeatedly found in patients with ASD, 

particularly in the DMN (Di Martino et al., 2014; Minshew and Keller, 2010; Monk 

et al., 2009; Weng et al., 2010) and salience network areas (Kleinhans et al., 

2008; Uddin and Menon, 2010). 



66 

 

In addition to these anatomical and functional findings, study 2 was aimed to test 

the hypothesis that also AC could be altereted in the BOLD signal patterns of 

autistic subjects, and, if so, whether AC could be used as a parameter to 

discriminate between autistic and control subjects. 
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3.2 Materials and methods 

 

3.2.1 Subjects 

 

Subjects’ data for this study were obtained from the open access database of the 

Autism Brain Imaging Data Exchange (ABIDE) consortium (Di Martino et al., 

2014). ABIDE is a database focused on autism and is composed of two 

databases, ABIDE I and ABIDEII. The existence of this database was another 

good reason to choose this condition to test AC as a possible biomarker. 

In our study we selected subjects from ABIDE I, that is composed of 1112 

subjects, 539 with ASD and 573 typical controls. Age is between 7 and 64, with a 

median of 14.7 years. Datasets come from 20 different sites. Anatomical and 

functional resting state imaging data are available together with phenotypic 

datasets. Although extremely useful, this database is quite heterogeneous; 

acquisition are done with subjects keeping eyes sometimes open, sometimes 

closed, with different models of scanners of different producers and, above all, 

different scanning sequences. 

As we plan to use the data for classifying with a sample vector machine (SVM), we 

followed the recommendation to select subjects with a longer acquisition time. In 

fact, as we can see in Fig. 3.1, longer acquisition times improve classification 

accuracy. 
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Fig.3.1.Classification accuracy increases with the increase of volumes acquired 

(Nielsen et al., 2013). 

 

Therefore we only selected the ABIDE studies with an acquisition time of (at least) 

180 volumes (6 minutes). This choice was due not only to improve the 

classification accuracy but also to have a better evaluation of AC (Herman et al., 

2011). 

The final selection consisted of resting state data of 792 subjects: 385 with ASD 

(age range 7-64 yo, mean=17.13±8.05 yo) and 407 neurotypical controls (NC) 

(age range 6.47-42 yo, mean=17±7 yo). 

These data were obtained from 14 sites. 
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Site Control Autistic Asperger PDD-NOS M F Age Mean Age  SD

CMU 13 14 21 6 26,6 5,7

LEAUV1 15 14 29 22,6 3,5

LEAUV2 20 15 27 8 14,1 1,6

MAX 6 2 8 16 14,8 10,4

NYU 105 53 21 5 147 37 15,3 6,6

OLI 16 20 31 5 16,8 3,5

PTT 27 29 48 8 18,9 6,9

SBL 15 2 7 6 30 34,4 8,6

SOSU 24 3 7 2 29 7 14,5 1,9

STAN 20 20 32 8 9,9 1,5

UM1 57 45 7 1 84 26 13,4 2,8

UM2 22 10 3 1 33 2 16,1 3,4

USM 43 57 1 101 22,1 7,7

YALE 28 6 8 14 40 16 12,8 2,9

 

Table3.1. Subjects for site: number of controls, of autistic patients, Asperger and PDD-NOS, males, females, 

mean age and standard deviation age. 

 

Different assessment tools were employed across sites to measure Full 

Intelligence Quotient (FIQ): Differential Ability Scales II-School age (DAS-II), 

Wechsler Abbreviated Scales of Intelligence (WASI), Wechsler Intelligence Scale 

for Children, (WISC), Wechsler Adult Intelligence Scales (WAIS), Hamburg-

Wechsler Intelligence test for Children (HAWIK-IV), Wortschatz test (WST). All 

these scales have a minimum of 50 and a maximum of 160 scores, save for DAS-

II that has 30 and 170 as extreme scores. So we assumed that all scores are 

almost comparable. 
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3.2.2 MRI data analysis 

 

A custom script, based on FMRIB Software (FSL); (Jenkinson et al., 2012b) and 

Analysis of Functional NeuroImage (AFNI); (Cox, 1996) was used for the 

preprocessing of the MRI volumes. It consisted in: anatomical reorientation and 

skull stripping, functional reorientation, motion correction, functional brain 

extraction, non-linear normalization computation, segmentation, CSF and WM 

signal extraction, spatial smoothing (6 mm FWHM), nuisance, grand mean scaling, 

detrending, volumes normalization. 

To take into account magnetization instability, the first 10 timepoints of the rs-fMRI 

were discarded before the functional reorientation. The detrending, both linear and 

quadratic, was made using fsl_regfilt command. No temporal filtering, prewithening 

or Global Signal Regression were applied. 

 

3.2.3 First level analysis 

 

The smoothness of the BOLD signal was computed voxelwise for every subject, 

obtaining one Brain Smoothness Map (BSm) per subject. The computation was 

performed in MATLAB® (MathWorks, 2012)⁠ , averaging the value of the 

autocorrelation value at lag 1 and lag 2, and expressing it as the hyperbolic 

arctangent of the result (as a z-Fisher transformed map). 
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Given a vector Xt and its variation at lag 1 (Xt+1) and at lag 2 (Xt+2): 
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Smoothness can be computed as: 
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3.2.3 Second Level Analysis 

 

Before the second level analysis, to take into account the age range of the sample, 

age was treated as a non-explanatory covariate and regressed from the Bsm 

volumes with fsl_regfilt. 

A standard non-parametric test was performed using FSL's tool randomize 

(Winkler et al., 2014) with 5000 permutations. TFCE corrected p values maps 

were obtained and a threshold was applied in order to have statistical significant 

maps (p<=0.05). Only the contrast NC > ASD was found significant. The obtained 

map is displayed in fig. 3.3. 

 



 

3.2.4 Classification with SVM

 

To classificate ASD and control subjects we employed a multi

analysis (MVPA), a technique 

patterns of features that are highly predictive of different conditions. 

see (Mahmoudi et al., 2012)

multidimensional hyperplane that separates

To explain the algorithm 

and Y. Each voxel has a AC value and is positioned in

2 axes are the AC values of the 2 voxels.

Fig. 3.2.http://www.kdnuggets.com/2016/07/support

 

In this sample a straight line can divide the subjects into 
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Classification with SVM 

To classificate ASD and control subjects we employed a multi-voxel pattern 

analysis (MVPA), a technique capable of searching through data to identify 

patterns of features that are highly predictive of different conditions. 

(Mahmoudi et al., 2012). SVM performs classification by constr

multidimensional hyperplane that separates the data into two categories. 

 we can hipotize that each subject has just two voxels 

Each voxel has a AC value and is positioned in a Cartesian plan where the 

2 axes are the AC values of the 2 voxels. 

http://www.kdnuggets.com/2016/07/support-vector-machines-simple-explanation.html 

In this sample a straight line can divide the subjects into two groups.

voxel pattern 

through data to identify 

patterns of features that are highly predictive of different conditions. For a review 

SVM performs classification by constructing the best 

the data into two categories.  

n hipotize that each subject has just two voxels X 

a Cartesian plan where the 

 

groups. 
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When the voxels are 3, the plain becomes a 3D space and the line becomes a 

plane, with more voxels we can talk of hyperspace and hyperplane. 

Each example is an input vector ���? = 1,… ,7�,	the features M (i.e. �� in -@� in our 

case are the number of voxels, and each subject can be associated with two 

classes y=1 or +1, in our case -1 is the autistic class and +1 the control class. 

The data points closer to the hyperplane are called “support vectors” and are 

those that determine the shape of the best hyperplane. The distance between the 

support vectors and the hyperplane is called “margin” and the higher it is, the 

better the classification. 

The discriminating function with the highest margin is  

 A��� = B ∙ � + E. (10) 

 

Where B is the normal weight vector of the hyperplane, E is the bias and 

translates the origin of the feature space. 

We can also write: 

 B ∙ � =0B�4�@
4�� ��4� (11) 
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SVM tries to find the best hyperplaneB ∙ � + E = 0 that can maximize the margin 

2 ‖B‖⁄  

The problem to solve is: 

 minG,H 12 ‖B‖� (12) 

with the constraints: 

�����	 ∙ B + E� ≥ 1, ∀? ∈ L1,… . , 7M 
In case data do not allow for a clearly separating hyperplane, a slack variable is 

introduced: N� 	≥ 0	for all  ? ∈ L1, … ,7M	,							 

 �����	 ∙ B + E� ≥ 1 − N� (13) 

 

When N� = 0, no training errors are permitted and this situation is called “hard 

margin”. 

With 0 ≤ N� 	≤ 1, some subjects can be located in the margin. 

With N� ≥ 1, some errors are permitted and this case is described as “soft margin”. 

To optimize the complexity of the hyperplane and the number of errors, a penalty 

factor C is introduced. 

With this factor the problem is: 
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 																																																							minG,H,P �� ‖B‖�+Q ∑ N�#���  (14) 

With the constraints  													�����	 ∙ B + E� − 1 + N� ≥ 0 

, ∀? ∈ L1,… . , 7M,				N� ≥ 0 

 

There are 2 steps in the procedure of a classification. First the SVM is trained on a 

set, and then it is validated on another set.  

As in most of the applications of SVM in fMRI, the number of features (voxels) is 

much higher than the number f examples (subjects), M>N. This problem is 

described as “the curse of dimensionality”.  With the increase of dimensions the 

space increases so much that the data become sparse and this is a problem for 

any method demanding statistical significance. To avoid it, “cross validation” can 

be used, and following Kohavi we applied a ten-fold cross validation (Kohavi, 

1995) 

The data were divided in 10 parts, 9 were used as training set, one as validation 

set, and this was repeated 10 times, changing the validation set each time. 

The 10 results were averaged to obtain a single accuracy estimation. 

We applied the SVM to all subjects together and also when they were divided into 

three categories. 

The 3 categories were the data base site, the age category and the cognitive level. 
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3.4 Results  

3.4.1 Differences between ASD and NC subjects at group 

level 

 

Once obtained, the statistical map (Fig. 3.3) with the contrast between ASD and 

NC subjects (NC> ASD) was examined for statistically significant differences 

concerning BOLD signal AC level.



 

Fig.3.3.Brain areas with a significant statistically 

subjects. 
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rain areas with a significant statistically higher AC level in control subjects compared to ASD 

 

AC level in control subjects compared to ASD 



78 

 

Only the contrast NC > ASD was found significant, as  ASD subjects exhibit a 

lower AC in the areas of prefrontal, posterior medial and posterior parietal cortices. 

Tab. 3.2 illustrates the main statistics obtained with Mango (Research Imaging 

Institute, n.d.) concerning the main clusters of the statistical map. 

 

Description Mean SD Size (mm) Voxels

Cluster 1 of 7 0,969 0,0095 8856 328

Cluster 2 of 7 0,957 0,0030 2106 78

Cluster 3 of 7 0,962 0,0068 1836 68

Cluster 4 of 7 0,951 0,0000 54 2

Cluster 5 of 7 0,952 NaN 27 1

Cluster 6 of 7 0,951 NaN 27 1  

Table 3.2. Brain areas (clusters) with mean statistically significance, standard deviation of significance, size of 

the clustering (mm) and in number of voxels. 

 

As we can see, there are 3 consistent clusters, as the others are quite small and  

located closely to the bigger 3. 

Cluster Value X Y Z Label 1 Label 2 Label 3

1 0.985 Max 6 -45 27 Right Cerebrum Limbic Lobe Pos Cingulate

1 0.953 Min 3 -69 39 Right Cerebrum Parietal Lobe Precuneus

1 0.947 Centr 0 -51 30 Left Cerebrum Limbic Lobe Cingulate Gyrus

2 0.964 Max -12 60 36 Left Cerebrum Frontal Lobe Sup Frontal Gyrus

2 0.951 Min -9 60 39 Left Cerebrum Frontal Lobe Sup Frontal Gyrus

2 0.962 Centr -18 60 27 Left Cerebrum Frontal Lobe Sup Frontal Gyrus

3 0.974 Max 24 -60 57 Right Cerebrum Parietal Lobe Precuneus

3 0.951 Min 24 -60 60 Right Cerebrum Parietal Lobe Sup Parietal Lob

3 0.968 Centr 21 -63 57 Right Cerebrum Parietal Lobe Precuneus  

Table 3.3. Clusters’ significance values; location in MNI coordinates and labels refer to the MNI (Nearest grey 

matter) as Mango output (Collins et al., 1995; Mazziotta et al., 2001).  
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To label and locate at group level the areas where AC level is statistically different 

between autistic and control subjects, as well as to define the cognitive functions 

of these areas in an objective way, we used Neurosynth. For an exhaustive 

explanation see (Yarkoni et al., 2011). Neurosynth is a platform for automatically 

synthesizing the results of more than 11000 neuroimaging studies. Starting from 

the statistical map with the contrast between ASD and NC subjects (NC> ASD) we 

introduced in Neurosynth the coordinates of the three more relevant locations. Fig. 

3.4 shows the map of functional connectivity related to the first location, which is 

the posteromedial part of the DMN. 

 

 

Fig. 3.4. The Neurosynth coactivations map of the first location. 

 

The decoding result gives a list of cognitive terms; posterior cingulate, resting 

state, precuneus, medial prefrontal, deactivation, default mode. 

Most of them just describe the position while other terms refer to the fact that this 

is the pattern of the DMN. 
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Fig.3.5. The Neurosynth coactivations map of the second location. 

 

The functional connectivity map of the second location (in a prefrontal position) 

resembles the DMN pattern and the related cognitive terms are “mental states”, 

“mind”, ”self”, ”mentalizing”, also terms related to the DMN functions (Fig. 3.6). 

 

 

Fig. 3.6. List of cognitive domains related to the second location’s local maxima. 
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If we look at the terms related to the centroid of the second location, we find also 

“mind ToM” cognitive domain (Fig. 3.7). 

 

 

Fig. 3.7. List of cognitive domains related to the second location’s centroid. 

 

Infact if we introduce in Neurosynth the cognitive term “ToM”, the related map 

describing the meta-analysis is illustrated by Fig 3.8, a pattern rather similar to that 

of the DMN. 
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Fig. 3.8. The map is the result of a meta-anaysis about the ToM cognitive domain. 

 

The third location, identified with the MNI atlas used in Mango, appears to be the 

precuneus, another essential part of the DMN (Utevsky et al., 2014). 

However, the result of Neurosynth (fig 3.11) provides a different identification, 

describing this third location as a part of the dorsal attention network (DAN), a 

network composed by the inferior parietal sulcus (IPS) and the frontal eye field 

(FEF) (Vossel et al., 2014). Along with the ventral attention network, DAN is in 

charge of attention control and particularly the dorsal part seems to be implicated 

in the top down, voluntary attentional control. If we compare the coactivations map 

of the third location (Fig. 3.9) and the DAN pattern (Fig.3.10), we can appreciate 

the similarity between the two patterns. 
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Fig. 3.9.TheNeurosynth coactivations map of the third location. 

 

 

Fig. 3.10. The dorsal attentional network (DAN) (Mueller et al., 2013). 
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Fig. 3.11. List of cognitive domains related to the third location’s local maxima. 

 

Significant cognitive terms related to the pattern of coactivations of the third 

location are “intraparietal”, “eyes movement”, “frontal eye”, “eye field”. The frontal 

eye field regions are involved in top down control of attention and sustaining 

attention and are part of the DAN (Grosbras and Paus, 2003; Hung et al., 2011; 

Silvanto et al., 2006), therefore this is another confirmation that the pattern refers 

to the DAN. 
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3.4.2 Differences between ASD and NC subjects at single 

subject level. 

 

Concerning the single subject classification, the result of SVM applied to all 

subjects is a classification with an accuracy of 64.3%, a sensitivity of 63.4%, and a 

specificity of 65.1% and an AUC of 68.6%. 

 

 

Fig. 3.12. This is the ROC curve resulting from the classification of all subjects. 
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Cluster X Y Z Brain area

1 -22 -70 60 Intraparietal

2 24 56 26 Prefrontal

3 42 -70 36 Precuneus

4 10 58 36 Prefrontal

5 0 -60 32 Precuneus

6 -6 -48 18 Precuneus

7 54 -70 -10 Occipitotemporal

8 48 36 12 Prefrontal  

Tab.3.4.The coordinates are in MNI and refer to the maxima of each cluster. 

 

Tab.3.4 lists the locations of the main clusters of the pattern used to perform the 

single-subject classification (as to this pattern see Fig. 3.17 in the Discussion). 

We also applied the classification to single different datasets (coming from 

different Universities), to different age categories and to different FIQ levels. 

Performances in classification were quite heterogeneous, particularly on different 

sites (Tab. 3.5). 

 

Accuracy AUC ASD n. NC n. Eyes Age Scanner type

Yale 0.929 0.950 40 42 open 7-17.8 SIEM ENS M AGNETOM  Atrio  Tim syngo M R B17

Cmu 0.926 0.808 14 13 closed 19-40 SIEM ENS M AGNETOM  Verio  syngo M R B17

Sdsu 0.917 0.961 14 22 open 8.7-17.2 GEM R7503T 

Max 0.861 0.893 24 33 closed 7-58 SIEM ENS M AGNETOM  Verio  syngo M R B17

Pitt 0.842 0.865 30 27 closed 9.3-35.2 SIEM ENS M AGNETOM  Allegra syngo M R A30

Ol in 0.833 0.900 20 16 open 10-24 SIEM ENS M AGNETOM  Allegra syngo M R B2004A

Stanford 0.775 0.755 20 20 closed 7.5-12.9 GE SIGNA 3T

Um1 0.709 0.793 55 55 open 8.2-19.2 GE SIGNA 3T

Nyu 0.685 0.739 79 105 open 6.5-39.1 SIEM ENS M AGNETOM  Allegra syngo M R B2004A

Um2 0.629 0.301 13 22 open 12.8-28.8 GE SIGNA 3T

Usm 0.614 0.631 58 43 open 8.8-50.2 SIEM ENS M AGNETOM  Atrio  Tim syngo M R B17

Leuven 1 0.586 0.486 14 15 open 18-32 PHILIPS INTERA 3T

Leuven 2 0.571 0.550 15 20 open 12.1-16.9 PHILIPS INTERA 3T

Sbl 0.567 0.253 15 15 closed 20-64 PHILIPS INTERA 3T
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Tab. 3.5. The following abbreviation where used to indicate the database site: Yale: Yale Child Study Center, 

Cmu: Carnagie Mellon University, Sdsu: San Diego State University, Max: Ludwig Maximilians University 

Munich, University of Pittsburg, School of Medicine, Olin: Olin,Institute of Living at Hartford Hospital, Stanford: 

Stanford University, Um1: University of Michigan Sample 1, Nyu: NYU Langone Medical center, Um2: 

University of Michigan Sample 2, Usm: University of Utah School of Medicine, Leuven 1: University of Leuven: 

Sample 1, Leuven 2: University of Leuven: Sample 2, Sbl: Social Brain Lab BCN NIC UMC Groningen and 

Netherlands Institute for Neuroscience. As measures of classification performance, Accuracy and area under 

the curve (AUC) are indicated. Other information regards  the eyes, if open or closed during the acquisition, 

the age range of subjects and the kind of scanner machine used. ASD n. refers to the number of autistic 

subjects, NC n. refers to the number of control subjects. 

 

Accuracy Sensivity Specificity  AUC

age_00_09 0.780 0.750 0.810 0.835 

age_10_11 0.723 0.680 0.773 0.685 

age_12_13 0.504 0.500 0.500 0.431 

age_14_17 0.636 0.677 0.589 0.665 

age_18_19 0.532 0.511 0.532 0.411 

age_20_26 0.613 0.641 0.574 0.666 

age_27_64 0.677 0.671 0.683 0.616  

Tab.3.6.Classification of results between age categories. 

 

Concerning age category, the classification performance is higher for the two 

younger categories and decreases for the other older categories (Tab. 3.6). 

 

Accuracy Sensivity Specificity  AUC

FIQ_100_115 0.695 0.737  0.635 0.693 

FIQ_116_148 0.618 0.633 0.588 0.651  

Tab.3.7.Classification of results between levels of full intelligence quotient (FIQ). 
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Concerning the classification of different level of full Intelligence quotient, it was 

applied only to the two categories where the control subjects were available (Tab. 

3.7). 

 

3.4.3 High variation in single subject classification 

performance 

 

 

Fig. 3.13.Accuracy performances for different sites. 

 

93% 93% 92%

86% 84% 83%

78%

71%
69%

63% 61%
59% 57% 57%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Accuracy for site

Accuracy



89 

 

Concerning the subject level classification, if the classification of all subjects 

together performs with an accuracy of 64.3%, at single site level results are quite 

heterogeneous (Fig.3.13), with 6 sites out of 14 where the classification has an 

accuracy higher than 80%, reaching excellent results for 3 sites with an accuracy 

of 93% and 92%. 

 

 

Fig. 3.14. Accuracy performances for different age categories. 

 

Also if differentiation is made for categories of age, results are quite different (Fig. 

3.14), with the best accuracy of 78% for subjects till 9 years old and the worst 

performance with a 50% accuracy for subjects of 12 and 13 years old. 
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Fig.3.15. Accuracy performances for different FIQ categories. 

 

Some differences also emerge between subjects with different FIQ level, with a 

70% accuracy for subjects with FIQ between a score of 100 and 115, and a 62% 

of accuracy for subjects with FIQ between a score of 116 and 148 (Fig. 3.15). 

Subjects with FIQ lower than 100 where not considered in this sub classification, 

as no control subject with FIQ lower than 100 was available. 

  

70%

62%

56%

58%

60%

62%

64%

66%

68%

70%

72%

FIQ_100_115 FIQ_116_148

Accuracy for FIQ

Accuracy



91 

 

3.5 Discussion 

3.5.1 Differences between ASD and control at group level 

The results show statistical differences between ASD and control group in AC 

level mainly in three locations. The first two locations are part of the DMN; this is in 

line with the cognitive theory that relates ASD to a dysfunction in the ToM. 

The third location could be considered as either part of DMN or of DAN. 

If we consider this location as another part of the DMN, we can conclude that all 

differences at group level between ASD subjects and controls are all located in the 

DMN. But the possibility to consider the third location as part of the DAN makes it 

possible to examine the hypothesis about the connection between ASD and an 

impairment of the attentional networks. Indeed, the function of directing attention 

to an object is involved in the social cognition (Corbetta et al., 2008). For example, 

the Relational Frame Theory (RFT) describes the joined attention (JA) and social 

referencing (SR) as the two precursors of the derived relational responding (DRR). 

These are fundamental abilities for the children-caregiver interaction as well as the 

subsequent development of language and higher cognitive functions (Hayes et al., 

2001; Pelaez, 2009). JA is the capacity of using the visual contact and the gaze to 

coordinate the attention with another person so as to share an experience, such 

an object or an interesting event (Mundy et al., 1994). JA starts to develop 

between 9 and 12 months, beginning with the gaze shift between an object and a 

caregiver (Bakeman and Adamson, 1984). The role of JA seems quite important 

for its relation with ASD (Carpenter et al., 2002),so much so that it has been 

proposed that an impairment in JA be a necessary and sufficient condition for 
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recognizing ASD in infants (Dawson et al., 2004). Indeed, many autistic children 

do not shift their attention to sounds or other social stimuli and JA impairment has 

been associated with language deficits (Charman et al., 1997). Evidence suggests 

that the intraparietal sulcus (IPS) together with the left fusiform gyrus (LFG), 

superior temporal sulcus, (STS) and inferior occipital gyrus (IOG) responds more 

to faces than to different pictures (Hoffman and Haxby, 2000; Puce et al., 1998; 

Wicker et al., 1998). Some studies showed hyperactivity during process of facial 

expressions (Baron-Cohen et al., 2000; Critchley et al., 2000) in IPS areas, such 

as the peristriate visual cortex and precuneus. Moreover, it has been investigated 

the connection between deficits in ToM processing, the relative impaired social 

cognition and the dysfunctional eye gaze processing (Baron-Cohen, 2001; Baron-

Cohen et al., 2000, 1999; Mundy, 2003). Although many aspects of the relation of 

gaze and autistic brain are still unclear, a number of studies describe an atypical 

functionality during facial perception in ASD subjects (Adolphs, 2003; Baron-

Cohen et al., 2000; Hadjikhani et al., 2007; Humphreyset al., 2009; Kliemann et 

al., 2010; Klin et al., 2002; Pelphrey et al., 2002; Pierce et al., 2001; Scherf, 2010; 

Schultz, 2005). 

As the top-down function of the DAN is characterized by an involvement of both 

working memory (Downing, 2000; Woodman and Luck, 2007) and long-term 

memory (Moores et al., 2003), it is not surprising that in the DAN brain areas the 

BOLD signal persistence has a higher AC and that, as a result of its disfunctioning, 

this AC could decrease in ASD subjects. 

To sum up, the ASD group shows a reduced AC in areas that are part of the DMN 

and the DAN. These two networks are essential systems of brain functional 

organization. The DMN organizes introspection and auto referential thoughts, 
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while the DAN controls the external environment involving perception and action 

(Fox et al., 2005; Golland et al., 2007), and, as showed in Fig. 3.16, when one is 

activated, the other is deactivated (Fox et al., 2006; Fransson, 2005; Nir et al., 

2006). 

 

 

Fig.3.16.The red time course refers to the posterior part of the DMN and the blue one to the DAN (Fox et al., 

2005). 

 

So, at group level, brain areas exhibiting a lower AC in autistic subjects are 

located in cortical regions involved in the integration of information (ToM and 

somatosensory integration), which are parts of DMN and DAN.  

AC results are consistent with the main cognitive theories on ASD, which focus on 

the dysfunction of the multimodal and integrative areas involved in ToM and 
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executive functions. In fact, in patients with ASD these brain regions show a 

reduced anterior posterior inter-connectivity as well as long range under-

connectivity and are characterized by low levels of AC, whereas in normal subjects 

they typically exhibit a high persistence of the BOLD signal. 

 

3.5.2 Single subject classification pattern 

 

The pattern that can classify autistic subjects is mainly formed by prefrontal, 

posteromedial and parietal areas; areas that we have seen are crucial parts of the 

DMN and DAN. 

These findings confirm the group level results. Infact, the areas with a statistical 

difference at group level are also part of the classification pattern at single subject 

level. 
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Fig. 3.17.Clusters of voxels that influence more the classification accuracy, numbers refer to the number of 

cluster inTab.3. 4. 

 

In a very recent study a ‘Fukunaga–Koontz’ transform was applied to connectivity 

matrices obtained from the same ABIDE database used here. Subsequently, 

authors employed a SVM classifier and found out the brain regions that better 

separate ASD subjects from controls (Subbaraju et al., 2017). The results where 

divided in adults and adolescents. Figure 3.18 illustrates the results concerning 

adolescents (<18 age). 

 

4 6 
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Fig.3.18.Spatial weight in classification of adolescent autistic males subjects (Subbaraju et al., 2017). AAL: 

Automated Anatomical Labeling. 

 

Prefrontal, parietal, temporal and subcortical areas are highlighted in both classes, 

but in adults some occipital areas are also involved. Significantly, these results are 

not in contrast with ours. Curiously, in adolescents it is not specified the second 

positive higher peak of weight that refers to AAL region 36, which is the right 

posterior cingulate gyrus. 

 

3.5.3 Heterogeneity in classification 

Significant differences in classification accuracy were found due to different sites. 

These results lead to think that the quality of data, the scan procedures, 

sequences and scanner machine characteristics could influence the classification 

performance. 
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At a level group, autistic subjects have high differences from controls using AC as 

parameter, but when we tried to classify subjects a classification rate of 64.3% 

was achieved. So, a highly significant group difference does not necessarily 

translate into a strong classification result. This is because the range of values for 

AC level is highly overlapping for the two groups, as shown in the Fig. 3.19 case 

A. 

 

 

Fig. 3.19. Case A is an example of good results in a t-test at group level and less performance in single 

subject classification, case B describes the opposite situation and case C show the situation with strong group 

differences and good classification accuracy  (Arbabshirani et al., 2017)   

 

Our classification results, with many good performances at single site level and 

less good performance on classifying all subject together, is not unusual, as it an 

interesting review (Arbabshirani et al., 2017) suggests an inverse relationship 

between accuracy and sample size (Fig.3.20). 
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Fig. 3.20. Classification accuracy and total sample size in classification studies on neuroimaging MRI data 

(Arbabshirani et al., 2017). 

 

According to this review, most of experiments of classification based on MRI data 

used less than 200 subjects. The present research, in contrast, is one of the few 

that was based on a far larger sample (around 800 subjects). 

  



99 

 

3.6 Conclusion 

 

The present study aimed to verify whether the dynamics of fMRI BOLD signal at 

rest, and particularly its persistence, can differentiate autistic from control subjects. 

A second issue was to investigate these differences to better understand the 

neurophysiological meaning of BOLD signal persistence. 

We used AC as parameter to measure persistence, a simple and reliable 

parameter used in signal analysis. 

Results confirm the reliability of AC: in fact differences at group and single subject 

level were found. 

These differences are almost all located in prefrontal, posteromedial and 

intraparietal areas. At network level most of these areas are part of DMN and of 

DAN. These results are in line with the main cognitive theories of ASD, particularly 

with the ToM theory and the long-range under-connectivity theory. 

Much remains to understand about the changes in neural activity that cause a 

reduction of persistence in BOLD signal. For example, further investigations are 

needed to comprehend whether the reduced AC is a result of functional or 

structural changes in those areas, or both. 

Given the disparities of classification performance between data sites, it would be 

interesting to investigate the differences in scan procedures and sequences to 

verify how much a better classification depends on different choices in these 

parameters. 
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A recent study has demonstrated that, by reducing the features to 90 brain 

regions, accuracy of classification increases (Iidaka, 2015). Also another research 

has suggested that, compared to neurotypical subjects, classification of individuals 

with ASD achieves better performance with the reduction of the number of 

features (Subbaraju et al., 2017). 

On the basis of these results, an improvement of the analysis carried out in this 

study could be the application of the same method to a reduced number of 

variables. 

A future aim is also to apply the same analyses about BOLD signal AC to other 

brain disorders with abundant and available datasets, such as Alzheimer’s disease 

and schizophrenia, so as to verify similarities and differences between 

neuropathological conditions as well as improve our understanding of the AC 

variations of the BOLD signal. 
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4 Thesis conclusions 

 

Rather than being a mere repetition of the conclusions of the previous studies, this 

wants to be a concluding remark about my PhD research. If I had to condense 

these years in a word, I would choose “uncertainty”. 

In my first study I discuss how in fMRI BOLD signal analysis AC has been 

considered, at least at the beginning, a pure noise to be filtered in order to detect 

the signal. 

However, it is now undisputed that by filtering the signal to eliminate noise, a part 

of the information is lost as well. In addition, a study on functional connectivity 

estimates has showed that correcting for AC does not change much the results of  

t tests, which are the important analyses for scientific research (Arbabshirani et al., 

2014). 

It has also been demonstrated that the frequently used filtering to reduce 

endogenous AC can create an induced AC (Davey et al., 2013). 

The traditional analysis of time series applies two kinds of methods: time domain 

analysis (like AC) and frequencies domain analysis (like power spectrum analysis). 

Other tools were developed after Mandelbrot’s works on economic time series 

(Mandelbrot et al., 1997). These tools refer to the fractal dimension of time series, 

of which  an example is the Hurst exponent estimation with the rescale range 

analysis (Schepers et al., 2002; Shumway and Stoffer, 2011). 
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Many researchers have used fractal parameters and power spectrum analysis to 

investigate fMRI BOLD signal dynamics (Ciuciu et al., 2014; He, 2011; Maxim et 

al., 2005; Palva and Palva, 2012; Salvador et al., 2008; Wink et al., 2008). 

However, Hurst exponent estimation procedure has several drawbacks, such as it 

can indicate the existence of a long memory in a random series (Sánchez Granero 

et al., 2008) and produces different results according to the different methods of 

calculation (Cannon et al., 1997; Poveda and Mesa, 1994). 

As to the power spectrum analysis, the Wiener-Khinchin (Wiener, 1930) theorem 

relates it with the AC function in that the energy spectral density of a signal 

corresponds to the Fourier transform of the AC function of the same signal. 

Nevertheless, before my research, only one study used AC to investigate brain 

dynamics (Kaneoke et al., 2012). 

Concerning the topological distribution of the level of persistence of the fMRI 

BOLD signal, most of researchers agree that, with the help of the above 

mentioned methods, heteromodal areas show higher signal persistence compared 

to unimodal, limbic and subcortical areas. But nonetheless, to create uncertainty a 

study has claimed exactly the opposite, enunciating the general principle that in 

heteromodal areas the signal detected has a higher component of high 

frequencies (Baria et al., 2013). 

With regard to my second study, the results are quite promising, as AC seems to 

discriminate well at group level between autistic and control subjects, and the most 

relevant  areas are consistent with the main cognitive theories on ASD. At single 

subject level, classification accuracy reaches 92% for some database sites and 

just 57% for others. Still, these uncertain results are in line with the known pitfalls 
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of single subject classification based on neuroimaging data (Arbabshirani et al., 

2017; Nielsen et al., 2013). 

So, more often than not, uncertainty is the keyword to explain the neural correlates 

of persistence of the fMRI BOLD signal at rest. 

To reduce this level of uncertainty I proposed (pag.30) to link AC BOLD 

persistence with information integration. Future research is therefore needed, 

especially at single neuron level and single cortical layer of neuron, in order to 

investigate the interaction of groups of neurons within cortical layers. Also new 

findings in computational neuroscience will help to understand the inner neuronal 

activity that generates different levels of persistence. 

I hope that my research on the spatial distribution of AC BOLD persistence and its 

variation in pathological subjects will be a little step forward to address these 

future issues. 
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